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CHAPTER ~,
INTRODUCTION

This report is , in esse nce , concerne d with  sc hedul ing

theory. The concern takes two forms. First , t h e r e  is a

practical engineering scheduling problem that needs to be

solved. To study this problem we have drawn upon a new

theoretical approach to scheduling. And , this is our second

concern , the  d e v e l o p m e n t  of a t heo ry  t h a t  indeed  has

practical implications.

The p rob lem we address  is t h a t  of s chedu l ing

J 

d i a l — a — r i d e  t r a n s p o r t a t i o n  system s .  A solut ion woul d be t he

d e v e l o p m e n t  of a m e t h o d o l o gy  for  a n a l y s i n g  and de s ign ing  the

scheduling algorithms. Whilst aiming at a solution , we

investigate to what extent a recent asymptotic probabilistic

techniqu. for the solving of hard combinatorial optimization

problems is of real interest. This requires tha t  a

m a them a t i ca l  r esu l t  be general ized for a number  of problem

formulat ions .
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.L...1 I~~ Dial-a—Ride Problem

During the past decade there has been some interest in

the planning of innovative public transportation systems.

An area which has received substantial attention is that of

‘demand responsive transportation ’ [19].

One of the outcomes of this research has been the

‘dial—a—ride ’ proposal. A dial— a— ride transportation system

is somewhere in the range between a rigid bus system and a

flexible taxicab system , and ideally provides large numbers

of passengers with p e r s o n a l i z e d  s e r v i c e .  P a s s e n g e r s  r e q u e s t

s e rv i ce  — to be taken from an origin to a destination — by

telephone. At this time of r e q u e s t , an es tima te of t he  t ime

of collection and tine of delivery is quoted. Small buses

t r a v e l  abou t  the  region , c o l l e c t i n g  and d e l i v e r i n g

passengers; during his trip, a particular passenger may be

transferred to another bus. At any time a bus may have many

pas senge r s  aboard .

The c e n t r a l  m a t h e m a t i c a l  p rob lem in a d i a l — a — r i d e

transportation system is one of scheduling: an algorithm is

required that will decide to which bus (or sequence of

buses) a particular passenger should be assigned and when

his  t r i p  should  tak. p lace .  A n u m b e r  of a l g o r i t h m s  have

been proposed to do this scheduling. Most of these  are

oo.puter aided; the computer is used for the detailed

on—line decision making or as an information source ,

evaluating the system ‘ state ’ .

I
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We shal l  be concerned  w i t h  d i a l - a — r i d e  schedu l ing

algorithms, at a f u n d a m e n t a l  level , a v o i d i n g  many of the

modi fications and adjustments that must , of course , be made

in an actual implementat ion (we shall discuss some of the

prac tical ities in C h a p t e r  I V ) .  There  are two fundamentally

very different approaches to scheduling which we shall

consider. Let us describe the skeletons of these

approaches.

The first is a system developed at M .I.T. by Wilson

ef. ~1. [21 ,22); experimental versions have been

~nted since 1972 , and c u r r e n t l y  one is being tested at

~s~ er , New York. The underlying trait of this scheme is

its search procedure for allocating passengers to buses. At

each instant of time each bus has associated with it a

‘p r o s p e c t i v e  rou te ’ , g iven  by an o rde red  sequence  of f u t u r e

stops (w h i c h  may be o r ig ins  or de st in a t ion s ( 1 ) ) ,  and an

estimated time—o f—arrival at each of these stops. With each

stop too there is a ‘ l a tes t  t i m e — o f — a r r i v a l ’  - the time

wh ich has been quoted to the associated passenger. A new

incoming passenger must be allocated to a bus. This

involves inserting his origin and destination into the

prospective route of one of the buses. For each new demand ,

the scheduler searches through every possible insertion on

every one of the buses and chooses t he  bes t , so as to

(1) This scheme requires no t r a n s f e r s  for  pa s senge r s :  each $
passenger must be delivered by the same bus that collects
hi..
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minimize a certain criterion function
(2). Basic to the

design of algorithms here is the choice of the criterion

func tion , the method of quotation , and the travel—time

p r e d i c t i o n .  It app ears that the proced ure is very sensitive

to these choices , as well as to var iat ions in the parameters

[21 ,22,18).

A t t he ot her e x t r e m e  is a ve ry  di f f e r en t a pp roac h

towards the scheduling. It is described by the following,

wh ich we shall refer to as the ‘Michigan Scheme ’ since a

relat ed system has been evolv ing at An n Ar bor , Michigan

[17). The region in which the system operates is

partitioned into a number of subregions , r1,r2,...r,. In

each region r j there is a bus that travels only in ri. A

(2) The criterion is a function that concerns both present
and future passengers. Present passengers are interested in
their wait time , w , ride—time , r , total travel time , w+r ,
pickup—time deviation , Dp, and delivery—time deviation , Dd
(these are deviations from the quoted times). Future
passengers are acknowledged  by t ak ing  into consideration the
increase in tour—length , DT. Thus , for  each possib le
ass ignment  one can e v a l u a t e

a1 f1(w) + a2f2(r) + a3f3(w+r) + ai& f13(Dp) + a5f5(Dd ) (1)

for every current passenger , and a similar value for the
passenger being assigned. Here , the ai ’~ 

are weighting
parameters and the f1 ’s are functions (generally,
fi(x )  x or x2 for all i). Summing (1) for all the

passengers and a d d i n g  also

J bDT
where b is another weight , yields the criterion function to
be minimized .

The time to a point P which is quoted a passenger is
determined by

o.E (tp ) • d
where E (tp ) is th. expected direct travel —ti me to P and c
and d are fixed parameters. In some versions of the
algorithm the quoted times are retained as hard constraints ,
which must never be violated by subsequent assignments.
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larger ‘line—haul’ bus connects the regions by travelling

alon g a fixed route , stoppi ng at certa in ‘transfer points ’,

P1,P2,...Pm in each region. This is shown schematically

in F igure  1. 1 .

_ _ _ _ —~~~(- — ._ — x — —  .— - x—

r~ r~ r3 r4 r5

ftTransfer points Line-haul route

Figure 1.1 The “Michigan Scheme ”

A passenger requiring to go from region rj to region rj

is collected by the bus in rj, transfers onto the

line—haul bus at pj, alights at Pj and is delivered by

the bus in rj. The regional buses visit their transfer

poin t s  every  15 m i n u t e s  (say). The regions are small enough

that drivers can quite easily choose an optimal or

n e a r — o p t i m a l  pa th  be tween  v is i t s  to their transfer point.

The times which  are quoted to passengers for collection and

delivery are simple estimates of travel time given the

load~
3
~ . Under a heavily loaded system a passenger may have

to wait his turn before being collected , as the regional

(3) These quotati ons are not used in the scheduling
procedure .
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buses  can  m a k e  o n l y  a lim ite d nu mb er of ’ s tops  b e t w e e n  v i s i t s

to the trane~fer point.

We do not intend to give here a detailed evaluation of

p r e s e n t  d i a l — a — r i d e  a l g o r i t h m s  — the reader is referred to

[ 1 0]  — but some c r i t i c al  c o m m e n t s  a r e  in  order. These focus

on t h r e e  a s p e c ts :  the  cost , t he  o p t im a l i t y  and the

practical performance. We base our initial observations on

the Rochester approach , since there has been a great deal of

research into this and related schemes.

Basic to the Rochester approach is a long and hard

s e a r c h .  T y p i c a l l y ,  t he  c o m p u t a t i o n a l  effort required for

such searches grows exponentially with the problem size (see

the comments in Section 2.1), and we should expect it to be

v e r y  e x p e n s i v e .

A s cheme  m i g h t  be j u s t i f i e d  if a certain performance

level can be guaranteed . The Rochester search is a local

one [5], both with respect to time and with respect to the

passengers. That is , only a s i ng l e  passenger  is ass igned

(or at best onl y a small set of p assengers  is reassigned)

when the schedule is updated. Further , optimality (with

respect to the cr iterion funct ion) is ensu red  for  on ly  t h a t

point in time. For local searches it is very rare that good

performance can be guaranteed. Recent research in [22] has

focused on the criterion function. However , there is no

guarantee that the performance of the system as a whole

(measured , say, in terms of average travel—time and/or
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variance of travel—t ime~
4
~~) will be improved if the utility

f u n c t i o n s  of all  c u r r e n t  passengers are maximized whenever

decisions are made. This is true even if reasonably

acc ep tab le ut ility funct ions for the passengers could be

represented , itself a notoriously messy problem .

Lastly, what about its practical performance? In the

early stages of implementat ion , particularly when the system

was heav ily  loa ded , there were often roundabout devious

routes for passengers , with result ing customer

dissatisfaction (18]. In general , it ‘a pp ears t h a t  t he

r e s u l t s  on performance are inconclusive.

In contrast , the simplicity of the scheme at Michigan

is very attractive. The scheduling cost is relatively low ,

since the computer is used only to store the demands and

access them efficiently. (Optimal tours for the regional

buses might also be determined on—line by a computer. Then

each tour is but a snail , simple ‘travell ing salesman tour ’

— see Chapter II — where the distances between points

satisfy the triangle inequality. For these problems there

are some recent efficient heuristic algorithms (12].)

In practice the Michigan scheme has been found to work

veil [17). But there are still some vague questions. Can

one justify the use of the Michigan approach with respect to

some optima lity criterion; and how should one des ign the

regions , the fixed routes and the timing of transfers?

(4) These were the measures loosely used in (22].
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.L..& Q.u.~ An or o a ch

Our  i n v e s t i g a t i o n  wi l l  be an analyt ic one into some of

the  bas ic as pects  of d i a l — a — r i d e  a lgo r i~~hm s .  We sha l l

derive a class of algor ithms — or , more c o r r e c t l y ,  an

app roach  t o w a r d s  t he  des ign  of a l g o r i t h m s — f o r  wh ich

opt imality can be measured in a certain precise sense. This

sense is asym ptotic (in the number of passengers who require

service) and probabilistic (so that the probability is high

that on any given day the algorithm will perform well).

The approach taken is one of preplanning at a global

level. Very loosely, it is based on the following

principle. Even though each passenger is unique , with hie

own required origin , destination and time—of— delivery, in a

la rge system , where there are a large number of passengers ,

we can predict quite closely the behaviour patterns of the

set of all passengers. This is the ‘equalizing ’ e f f e c t  of

the law of large num bers that has been observed in many

physical phenomena , the classic example being the

thermodynam ic principles for the behaviour of gases.

To analyse the problem theoretically it is necessary to

abstract the essentials and to consider an idealized

version. Chapters II and III present an analysis of models

of the dial—a—ride problem that focus upon its comb inatorial

nature. They study separately static versions — in which

demands for service are all available at the start — and

-

. 
dynamic versio ns — in which the demands arise over time. i

t ..



For the mo d els , we obta in ‘asymptotically optimal ’

algorithms that minimize simple distance or average

flow-t ime criteria , and we evaluate suboptimal schemes.

Despi te the ideal ization , ma ny qualitative insights

result , and in Chapter IV , we return to the real problem .

Here , drawing upon the theoretical results , we obtain their

i m p l i c a t i o n s  for  t he  real  p rob lem and propose an ap proac h

towards the design of dial— a—ride systems. The approach is

of in terest then , because it can be theoretically justified ,

and also because it has many attractive practical features.

Furthermore , the techniques developed in Chapters II and III

provide us with a powerful analytical tool for use in the

design process. We can investigate changes in performance

when parameters (e.g. the number of buses , the size of the

region and many others) are varied. Proposed schemes can be

easily evaluate d without the need to resort , at this basic

level , to simulation.

J 

It is interesting to note , at this point , t h a t  t he

‘Michigan Scheme ’ described above can be considered as

belonging to our class of algorithms. Thus , we are able to

say in what sense it is optimal as well as to gain some

valuable insights towards its improvement. The attractive

simplicity of the Michigan scheme is common to all of our

proposed algorithms.

~i.



CH APTER ~~

STATIC I~L~ IROBLEMS

In t h i s  c h a p t e r  we begin  a t h e o r e t i c a l  a n a l y s i s  of

dial— a— ride bus systems . In Section 2.0, we in t r o d uc e the

idealized ‘bus problems ’ which we shall be developing , and

state the basic assumpt ions and term inology. Our app roach

is based on an i n t e r e s t i n g  t h e o r e m  of Beardwood , Halton and

Hammersley (2] and on a recent paper of Karp (9); we

describe these results within the context of combinatorial

optimization problems in Section 2.1. Sections 2.2 and 2.3

present a theory for single— and multiple—bu s problems.

Throughout this chapter the presentation is informal ,

with only heuristic justifications and proofs. Detailed

proofs of the results are delegated to an appendix.

I 
__________ _________L.2 Idealized ~~~~~ Problems

The travelling salesman problem ( T S P )  — see the

definition below — has received much attention in the

operations—research literature. Not least among the reasons

for this is the fact that the TSP can be regarded as a

prototy pe for many realistic problems. Clearly, there is a

nontr ivial relationship between the TSP and the dial— a—ride

-1 1-

— — “ I- ~ — r. —.-
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problem , a nd in th is chap t e r  we sha l l  ex plo it th is

relationship. First let us d e s c r i b e  the  p r o b l e m s  to be

considere d , and state the basic assumptions and our

term inology.

We are given a bounded region R in the plane , wi th

area a. Demands arise in R. A demand p (o,d) is a

pair of points in B with origin ’ o an d destination d. A

set of m buses is at our disposal for meeting these

demands — i.e. for visiting the set of points. A tour for

a bus is the sequence of points which it visits. Before a

bus can visit a destination the relevant passenger must be

on board , and so the corresponding origin must already have

been visited. We refer to this as the ‘feasibility

constra int’ ; tours which satisfy it are termed ‘feasible ’.

We distinguish between static and dynamic versions of

the problem. In the static version we are given , at time

tzO , a collection of n demands and we are to devise

f eas ib l e  tou r s  for the buses so that all 2n points are

visited. In dynamic problems , to be di scussed in Chapter

III , the demands arise as time progresses according to some

random process. Again feasible tours are to be devised (of

course a point can be visited only after the demand arises).

The problem faced is to devise tours ~o that a certain

criterion is minimized . The criterion will usually be a

function of time or of distance travelled.
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We assume that the buses are all of infinite size. The

d i s t a n c e  b e t w e e n  two p o i n t s  in B is t h e  e u c l i d e a n  l e n g t h

of the straight line joining them , so if B is not convex

the tour might leave R. The buses travel at unit speed ,

and no time is wasted when a passenger embarks or alights.

Also , transfers are instantaneous (see Section 2.3). These

assumptions will be discussed further in Chapter IV.
i

An instance of a static bus problem of size n is

specified by a set of n demand pairs. Our approach is

probabilistic and we must define a probability distribution

from which the problem instances are drawn . We assume (for

simplicity, although this can be considerably weakened) that

all origins and destinations are drawn independently from

the uniform probability distribution over B. We refer

loosely to this fact by saying that a particular problem

instance (of size n) is ‘random ’.

We shall also be making use of the well— known

travelling salesman problem . An instance of this problem

• (the euclidean version) is given by a set of n points

within B. We are required to find a patb (1) which passes

through these n points and which has shortest length. In

J a ‘random ’ instance of the TSP , the n points are drawn

independently from a uniform probability distribution over

~ By a ‘travelling salesman problem ’ we mean this ‘op en ’ Iversion , in which the required tour through the n points
nee d not be closed.
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In the algorithms to be considered , the region B is

partitioned into subregions (this emphasis will be

justified). When we say a bus ‘visits ’ certa in points in a

subr egion we mean that it enters the subregion and performs

an optimal travellir . ~alesman tour on the designated points

there. When the ~~~ ~hen visits points in another region ,

it travels to the closest of the new points and similarly

performs an optimal travelling salesman tour in that region.

If we think of B as being divided into m equal

subregions each of area a/n , then  any  gi ven deman d pa ir

o r i g i n a t e s  in any  p a r t i c u l a r  region w i t h  p r o b a b i l i t y  1/m ,

and has destination in any region with probability 1/rn. If

there are n deman ds, with n a large number , t hen  wit h

high probability there are approximately n/m origins and

n/rn destinations in each region. This follows from the

s t rong  law of l a rge  number s  ( i l l ] .  However , we migh t  loosely

assume that there are exactly n/a origins and n/m

destinations in each region. This is an example of the sort

of imprecision that exists in the following pages. Rigorous

statements and detailed proofs of the results are collected

in the appendix , so we are free to concentrate here on the

spirit of th. ideas. It should be kept in mind throughout

that inezactitud e s as that above hold only asymptotically

(in n) with probability 1.

j
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Our analys is will begin with a very simple bus problem ,

an d the results will then be extended to more complex

problems with corresponding increased realism . First ,

however , we d igress to describe the aspects of scheduling

theory upon which our approach is based .

~~J. Combinatorial Ontimization ~ .~~~~~~~~ Travellins Salesman

Problem

Recently there have been some theoretical advances in

the understanding of combinatorial optimization problems.

Most important has been the acknowledgement that there

exists a class of ‘hard problems ’ (NP—complete problems ).

These are hard in the sense that the computing time required

to find their solution by any known algorithm explodes

exponentially as the size of the pro.blem increases. For

these hard problems , then , there seems to be no way to

avoid , essentially, the enumeration of a very large number

of possible alternatives. This is inefficient; an

‘efficient’ algorithm would be one with an execution time

behaving as p (n), a polynomial function of n. These

notions have been made mathematically precise — see Aho

et. ml. (1], Coffman [5].

For exam ple , the TSP has been shown to be NP—complete

[16], and there are no known efficient algorithms for its

solution . To solve it , we need to evaluate very many of the

_ _  
~~~~~~~~~~~~~~~
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n/2 1 possible orderings of the points , or tours.

Furthermore , the ex istence of an efficient algorithm for the

TSP would imply, and be implied by, the  ex is tence  of

e f f icient al gor i thm s for  a whole  class of har d sche dul ing

and other combinatorial optimization problems. At present ,

this appears extremely unlikely.

This is indeed bad news , but practical problems must

s t i l l  be solved. To this end , note  tha t we re qu ired a bove

that the algorithm guarantee the optimal solution. An

eas ier ques tion wh ich mig ht b e aske d woul d be one w ith  the

optimality requirement relaxed. So , find an efficient

algorithm A (if one existsl) that will provide a possibly

nonoptimal cost — call it c(A) — but one that is close to

the optimal cost , c~ . More precisely, an al gor ithm A is

said to solve the problem to within the ratio y ( y is a

real number , larger than 1) if

0(A) .~~ yc (2.1)

(We shall also use the terminology: A is c—optimal if

0(A) .�. (1 + c)o’ )

This approach has been found to be very useful for

certain special problems , and of no use at all for certain

others. For the travelling salesman problem the best that

has been achieved in this sense is an algorithm

(Christofides (3)) that solves the problem in polynomial

time to within 3/2.
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This ratio is still a little high and one mignt expect

to do better. For , given an in s t a n c e  of the  t r a v e lling

sa lesman  p ro b lem , it is not too nard to draw a path which

looks pretty much the shortest , an d one m igh t t hen  be

tempted to say that with high probability it is close to the

optimum . This implies that we should relax not only the

optimality requirement but also the guarantee which the

algor ithm promises. This notion coincides with a very

recent approach , suggested by Karp (93 .  Suppose that the

problem instance is derived from a certain known probability

d~ stribution. Can we then produce an efficient algorithm

that will perform well (i.e. to within an acceptable ratio)

with high probability? This probaoilisti.o approach can best

be illustrated via the TSP.

Let us suppose that a particular problem instance of

the TSP is chosen by drawing n points independently from a

uniform probability distribution over the planar region B.

Let L~ be the length of the shortest path through these

n points. Then L~ is a random variable.

The following theorem~
2
~ is due to Beardwood

* et. ml. (2].

t

(2) The problem studied in (2] is actually the closed TSP in
which a closed tour is sought. It is easy to see that the
th eorem •till holds for the open TSP.
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Theore m .1

If t he re gion R is boun d ed an d has area a , t hen

there exists an absolute constant b such that

lim 
~.fl 

b./~ almost everywhere (a.e.) (2.2)
[ ]

The existence of the limit in (2.2) is part of the

a s s e r t i o n .  The c o n s t a n t  b has been estimated by Monte

C a r l o  e x p e r i m e n t s  to be .75 .  Of course , the rate of

convergence of the sequence L~ /.Tñ is important; this

aspect of the problem will be discussed in detail in Section

1L3. We shall also discuss there the case in which the

probability distribution is not uniform .

By Theorem 1 , t hen , the length of the shortest path , a

ran d om var ia b le , is asymptotically (i.e. for n large)

eq ua l to b,ui,/~ with probability 1. The value b./i../~ is a

non— random function of n and so for large n there is no

d i s t i n c t i o n  b e t w e e n  the  r a n d o m  and non—random versions of

the pro b lem , and we can predict with probability 1 the

length of the optimal tour through any random points. In

par t icular , sup pose t h a t  an al gor it hm A yiel d s a tour

lengt h of L~ t h r o u g h  n ran d om points , an d t h a t  n is

very large . Then , by definition ( 2 . 1 ) ,  this a l g o r i tm  solves

the proble . to within L~ /b./i./ii with probability 1. It is

in this asymptotic probabilistic sense that we are able to

investigate the optimality of various algorithms.
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Cons id er the  fo llow ing a lgor it hm (s imilar  to t hat of

Kar p (9]) which yields a path for any instance of the TSP.

Algorithm .1

Div id e t he re gion B i n t o  m s u b r e g i o n s  each  of area

a / n , and label  them r1,r2,. ..rm . Using an optimal

algorithm , c o n s t r u c t  an op t imal t r ave l l ing salesman tour

within each of these regions individually. Now , visit the

regions r l , r2,...rrn in order; upon completing a tour in

region ri, visit t he closest unv isited point in reg ion

ri+1 (take rm+1 = r1 ) an d t hence t raverse  the  tour in

that region. [3

For n large enough there will be n/rn points in each

region; the tour within each region has length~~~ (by

Theorem 1)

= ~~~~ (a.e.).
,~m,jm m

Call ing t he tota l  di s tance  T~ we hav e

+ mA (a • e.)

(3) It should be clear that these equations and inequalities
hold in the asymptotic probabilistic sen3e only. The
derivation can easily be made rigorous . The appendix of
Chapter II will illustrate how this can be done.
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where .A is the diameter~~
’
~ of the region B.

Hence ,

in I bJi + ( a . e .)

and , giv en any  c , fo r  n l a rge  enough ,

in I b./~ + c (a.e.)

So , loosel y speak in g , Algorithm 1 is ‘asymptoticall y

o p t i m a l’ . More f o r m a l l y ,  we have

Corollary ].

Given any c>O , t he r e  ex is ts  an N (c ) such tha t for

any ran d om pro b lem of size n , with n�~N (c), Algorithm 1

is c—optimal with probability 1. [3

It can f u r t her b e ea sily  shown — see Kar p [9 ]  — tha t  if

• grows as loglogn (so that m/n+O as n#~
) an d an

O(~~.2~~) algorithm (e.g. that in [Si) is used within each

su b reg ion , then Algorithm 1 runs in time O (nlogn) a.e.

(e) The diameter of B is min {Iix— yII ; x ,yeR}. The term
tnvolv ing the diameter becomes negligible in the limit. The
formulas are independent of the shape (or convexity) of the
region. For example , in a re gion with  shape

the travelling salesman tour will still be hardly likely to fexit fro. the region if n is large enough.

L~,
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2....2 S t a t i c .  Single—Bus Problems

2.2.1 Ontimal Alzorithms

The simplest s t a t i c  bus  problem is one in which there

is only a single bus. We wish to choose a feasible tour

through the n demand pairs so as to m i n i m i z e  the total

distance travelled (this will be the same as minimizing the

time by which the final passenger ~.s delivered). This

problem d i f f e r s  f r o m  the  TSP only in the feasibility

constraint.

As a f i r s t  o b s e r v a t i o n , n o t e  t h a t  t h e  p r o b l e m  is

NP—c omplete (see Observation 2.0 in Appendix II).

Let us def ine~
5
~

Ln length of the optimal travelling salesman tour

through n random points in B.

length of the optimal feasible bus tour through

n random demand pairs in B.

Observe  t h a t , by d r o p p i n g  t he  f e a s i b i l i t y  cons t ra in t ,

we woul d ob ta in a tour  of lengt h L20. Hence

L2n S (2.3)

An u pp er boun d to !~ can be obtained by any suboptima].

algor ithm which might be suggested. For example , if we

first visit all origins in B and then visit all

destina tions , we would obtain a tour with length L~ +L~~,

(5) Both L~ and Y~ are random variables
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where L~ an d L~ are the lengths of the two travelling

salesman tours on n random points each. This yields

Y~ 5 2L~~.

We can easily improve on this upper bound as follows .

Div ide R into two equal subregions of area a/2 each ,

calling them regions ri and r~~. First , visit all origins

in r 1 (there will be n/2 points , from d emands of t he

fo rm (r 1 , r1 ) and (r1, r2) for n large). Second , visit

the origins and the destinations from demands (r1, r 2 )  in

r2 (there will be 3n/~ points here). Third , visit r,

again , vis iting the remaining points there — these will be

the n/2 destinations from demands (r1, r 1 ) an d (r 2 , r1 ).

Final ly, vis it the last cestinations in r
~ 

— t h e r e  v i i’  be

n/4 points from demands (r2,r2). For n large this tour

nas approximate length (a.e.)

b (I ~77 + ./3 n / ~ + ,~j:j7-7 + ~~~~ ) .1177

L 96bJiVi~ 1.9 6L ~~.

The obvious generalization is easy, and we can give the

following algorithm , producing a feasible tour whioh we call

0T~~.

Altorithrn 2 (producing the tour T~ )

Partition the region B into m equal subregions ,

each of area a/a , and label them rl ,r2,...rm . Visit the

regions in numerical order; in each region rj collect all

the origins as well as the destinations from regions

rl ,r2,...rj.l. Thu is the ‘first passage ’ through the

_ L
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r e g i o n s .  F o l l o w i ng  t h i s , a g a i n  v i s i t  t h e  r eg i o n s

r 1 , r2,. ..rm in order , visiting all the remaining

d e s t i n a t i o n s  in e a c h .  This is the ‘ second passa ge ’ t h rough

the regions. Each time a region is visited , the tour is a

travelling salesman tour. [3

It is shown in bemma 2.2 that the tour T~ has len g th

+ ./~O (1/m) (2. ’)
3

If we now ass ume , as appears reasonable at this stage ,

that there exists an absolute constant c such that

lim !n = c./1 ( a . e.) (2.5)
n4~~~J~;

t h e n  (2.4) and (2.5) (noting that L2fl = J ~~ bJ 1 = J2L~~)

toge the r  g ive

.12 5 c .~~ ~4./2b/3.I
More d i f f i c u l t  is Lemma 2.3 where it is shown that the

value of I$.12b/3 is also a lower bound to c (the rigorous

proofs in the appendix do also guarantee the existence of

the limit in (2.5) and hence too that c exists). We give

a rough outl ine to the proof of Lemma 2.3. Given any

J 
optimal tour with length 

~ ra~ it is possible to construct a

suitable division of the area B into m equal subregions

(for any m �i ) such that the following infeasible tour does

yield a lower bound to the value Y
~~
. This infeasible tour

visits the regions successively, twice  each , in exactly the

manner of the tour T ,  except that the destinations of the
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form (ri, ri), i:1 ,2,...m , are  v isite d in each reg ion r i
on the  f irst  passa ge th rough  t he re gions and not  on the

secon d~
6
~~. Letting m4~ t he  len g ths  of the infeas ib le

tours  conver ge to 1~./2b./~/3 , a.e.

From Lem mas 2.2 and 2.3 we can state

Theorem 2
lim ~~~ = .~i7bii a.e.

3

= 1. 89b./i . [ ]

Henc eforth for convenience we write

c 4.17b/3.

We shall also refer to the ‘optimal tour T°’ with

length o/~./i, where  T° lim T~~; by this rough statement

we mean that we can approach arbitrarily close to the

optim al va lue  of Y~ by a tour T~ given by Algorithm 2;

this is still asymptotic in n (with n/m4~~ a c .

Mor e p rec ise ly ,  we get from Lemma 1 ,

(6) Note that if there are ni points to be visited in a
certain region ri and if n and n ’ are visited on the
first and second passages through ~~j  respectively, then
the tour in ri has length behaving as

i b./Vi ( + ./~~~~)

with n~ • s
Tb. value y~ is min imized  if ln~—n~ I is made as large asposs ible.

Al
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Corollaj~y

Given any c>O , there  ex ist N (c ) an d rn (e)  suc h

tha t for n�~N , t h e  t o u r  T~ given by Algorithm 2 minimizes

the total distance travelled to within 1st , w it h

probability 1. [1

2.2.2 Comments on .~~~~~~~~ Tour

.LL.1 Uniqueness ~~ Lb.t Tour

Note  t ha t  t he tour  T° descr ibed above does not

uniquely solve the minimum distance problem . Consider a

tour T whi ch v isits the reg ions (r 1 ,r2,. . .r~~) in the

same manner as T on the first passage through the

regions. On the second passage , however , the re gions are

visited in the order (rm , rm...,,...rl ) ,  and once again all

feasible destinations are visited in each region. Clearly

and T have the same length (asymptotically s.c.)

and

T z lim T ~

would also solve the problem .

(7) This statement can be strengthened slightly: Given any
c)O there exists an M (c) and 0a function N(m ,c) such

that for all m~$, the tour T~ minimizes the distance to
within Cis c ) a c ., whenever n�.N (.,t).
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In l a t e r  sec ti ons , particularly for the dynamic

pro b lem , we sha ll be interested in other criteria; there is

then an inefficiency i n  t h e  t o u r  T~ as it is ‘tail—heavy ’

with passengers having on the average a longer travel—time.

This justifies our present emphasis on the tour T~~.

There is yet another tour which minimizes the distance

travelled. Consider visiting regions (ri,...r m ) in the

same order on two separate passages. On the first , col lec t

in each region rj all origins of the form (ri, rj), jji.

On the second passage , collect all origins of the form

(ri ,rj), j>i and simultaneously deliver all feasible

destinations (these will be all of the destinations in ri).

It is easy to see that this tour will have the same length

as the tour T~ , but will be even more tail—heavy than was

0 ’Tm

We might emphasise the easy principle underlying the

optimal tour 7 , which will later be seen to be important.

Visit the regions successively; each time the bus exits from

a region choose as next region the one with the most

unvis ited feasible points (break ties arbitrarily ), and

visit all of these points.

(ii) Simnie Tours

This is a suitable Jun c ture at which to digress to make

a further important observation on the tour  T0. It belongs

to a class of tours which we shall term ‘simple ’.
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Conce pt u a l l y ,  a simpl e tour is one that visits the points in

B reg ion—by-region . The tour segment in ri can be

constructed at the tine at which the bus enters r j ,  in

that all points visited in ri were feasible at this tine

of entry .

More prec isely, let m be any inte ger , m �~1. Define

S~~, the set of ‘simple tours on m subregions ’ as

follows . A feasible tour T belongs to Sm i f t he re

ex ists a partition of B into at least m subregions of

area a/rn each , with  t he two pro pert ies:

1) if T ente rs  a re gion r i at t ime t j ,  t h e n  t h e  poin t s

which are visited in rj were already feasible at time ti ,

2) if T visits p points in ri, then we can assum e tha t

these p points are randomly distributed over ri (and that

T performs an optimal travelling salesman path on these

p points).

Now def ine

3 g U S j

j  

izl

Then any tour in S is feasible , and

C Sj.,.1 C S for any iil ,2,...

W. call S the set of ‘simple tours ’.

By Corollary 2 , for the single—bus static problem it is

enough to consider only simple tours. Most tours which we

encounter will be simple; in Chapter III we shall restrict

our consideration to simple tours only.

L..
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2.2.~ Interestina Subootimal Alaorithms

It is of interest to describe briefly some suboptimal

a l g o r i t h m s .  These  are closely related to currently used

techniques and will be needed subsequently.

The following might be considered to be the ‘Michigan

A l g o r i t hm ’ , d e s c r i b e d  in C h a p t e r  I , for  t he s ta t ic

single—bus case.

P a r t i t i o n  t h e  region B into m subregions.

C a l c u l a t e  an o pt imal t r a v e l l ing sa lesman tour  on the  or igins

within each region. Visit all regions , performing this

optimal t ou r  in each , and linking the regions together using

some fixed—route , of any length g. Then , again return along

the same fixed—route , deviating within each region to

deliver all destinations , us ing an optimal  t r ave lling

salesman tour within each region.

Let be the total length of this bus tour.

The n
N • ~~~~~~ + 2g

and

J 

h R  in • 2b11 s.c.

The distance g travelled by the fixed—route bus is

asymptotically negligible. It will hen oeforth be convenient

to think of the region B as the interior of a circle , and

th. subregions as sector. (see Figure 2.1).



Figure 2.1 Partition of R into subregions

It is then easy to visualize , for exuple , a bus visiting

the subregions in any required order , and to eliminate the

need for a fixed—route bus . However , this convenience is

not necessary.

The ‘Michigan tour ’ d escr ibed above is now seen to be

only a very simple extension of Algorithm 1 to the bus

problem . With respect to distance travelled , it can be

considered the same as the tour T~ given by algorithm 2.

Most important , from the practical point of view , is

J that (see (2.1)) the algorithm solves the problem to within

2b/o = 1.06 a.e.

A second suboptima ]. algorithm is the following 4
‘fixed—route ’ algorithm . again the region is divided into

• subregions and a priori it ii specified that the regions

will be visited first in the order r1 ,...r1 and then in
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the order rm , rm_ 1,...rl . On the first passage , or igins of

th e form (r i , rj), i.�~j are c o l l e c t e d  an d des t ina t ions of

the form (ri ,rj), i<j are delivered. In region ri,

there wi ll be (m—i+1)n/m 2 origins and (i— 1)n/m 2

destinations visited , a total of n/m points. On the

second passage all remaining origins and destinations are

visited in each region (this will be feasible).

Let be the total length of t h i s  bus  t o u r .  Then ,

= 2 m b J ~~J
~j m J m

or , more prec ise ly ,

him ~~ = 2b./i~ a.e.
n+~ .fi~

an d this algorithm also solves the problem to within 1 .Ob

a.e.

2..~..3. Static. Multiple—Bus Problems

2.~~.,1 Introduction

We now consider the static problem in which there are

k buses. The problem laced is essentially one of

multiprocessing . Any passenger can be served by any bus and

we are to aLlocate the passengers to buses in some optimal ‘

fashion.

~
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Two possible generalizations of the previous criterion

imme di a t e l y  ar ise , and we get the problems:

(1) Minim ize the total distance travelled by all Ic buses

(i.e. minimize fuel used), and

(ii) Minimize the time—to—completion (i.e. time—to—d elivery

of the runal passenger).

A feasible solution to the problem is given by a set of

k tours , one for eac h bus. For any such k tours , let

x~j = distance travelled by bus 1, i:1,. ..k

k Ic i£ x~
i:1

max (x~j, i=1 ,...k).

In (i) we wish to choose the tour to minimize z~~; let

be the optimal such value . In ( i i)  we wish to minimize

y~~; let be this optimal value . (Z~ an d are

random variable..)

Note that

1 1Z5 T m T m
(T n is as defined in the last section).

It is easy to see that for any instance of the problem

we can always achieve

5
— simply use only one bus and keep k— I idle. It appe ars

reasonsb l~ to claim that Zn s T~ . This claim is in fact

verified by Lemma 3.1.

k.
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Lemma
Ic

lim ~~ = c./i
n3a:~./7i [3

T h u s , by increasing the number of buses we do not

i m p r o v e  upon t he  t o t a l  distance travelled or upon t h e  f u e l

consum ption. If instead , t he  f i n a l  t i m e — t o — d e l i v e r y  of all

passen gers is of in teres t , we mus t i n v e s t i g a t e  Y~ . Then we

re qui re that  each of the buses a b sor b s pa r t  of t h e  loa d , and

the  jobs of co l lec t ing an d del iver ing passen gers mus t  b e

executed in parallel. For e f f i c i e n2 y ,  a l l  p a s s e n g e r s  shou ld

tr a v e l  an equa l di s t a n c e , so t h a t  a l l  buses a re b us y a ll the

t ime . C l e a r l y  too , we m u s t  have

k

We ask , un der wha t c ir cums tances  do we in f ac t  get
Ic I

~~
Ic

Theorem 3 to fo l low indicates  t h a t  thi s lower  boun d is

a t t a inab le  ( in the  limit )  if passen gers may tr a n s fer~~~
b etween buses , as in the scheme at Michigan. If passengers

cannot transfer , so that the bus collecting a passenger must

also deliver him , as in the scheme at Rochester , then each

(8) The proof of Lemma 3.1 which is given in the appendix is
somewhat indirect , and an easier proof has been found to be
evasive . How ever , the proof does identify additional
problems as being of interest: these are problems in which
at most i transfers are allowed during the tours of the
buses , for isl ,2,3,...

(9) At a ‘transfer point ’, at least two buses meet and the
passengers on board are able to move arbitrarily between
them .

L
.
~ ~~~~~~~~~
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bus must travel a greater distance.

2.~~.2 Transfers Alloyed

Theorem .~~

If tr a n s f e r s  are  a l lowed
Ic

l im in s.c.
k I ]

Consider the following algorithm , producing a tour

Ic°which we call Tm

Figure 2.2 Algorithm 3

Ic01 Lt o ii th m .3 (producing T~ 
)

Let m be any positive integer. Partition the region

B into mk subregions each of area a/km . Bus i will

be visiting only regions r (i_ 1)m+1 ,...rim , i*1 ,...k.

First , let each bus A visit region r (i ..1)m+i , collecting

all origins ;nere. Then , let all buses meet at a
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prearranged transfer point (the point 0 in Figure 2.2) and

p a s s e n g e r s  t r a n s f e r  o n t o  t he  bus  t h a t  w i l l  u l t i m a t e l y  be

visiting the region containing the required aestination.

Each bus  i t h e n  v i s i t s  region r (j.,)m+2 , co l l ec t ing all

or ig i r.s t h e r e  and  d e l i v e r i n g  a l l  f e a s i b l e  passen gers (from

r (j . . 1 ) 1 + 1,  J = 1 , . . . k) .  The Ic b u s e s  mee t  a t  t he  nex t

transfer point when passengers who have j u s t  been c o l l e c t e d

again transfer to their required buses. In t h i s  w a y ,  a f t e r

m t r a n s f e r s , t h e  buses  w i l l  have  c o l l e c t e d  al l  o r i g i n s .

Then  ( i n  t h e  m a n n e r  of A l g o r i t h m  2 )  bus i revisits regions

r(i...1)m+1,. . .rin, delivering the remaining passengers. H

The m t r a n s f e r s  e n a b l e  a passenger  to be on the  bus

v i s i t i n g  his  a e s tin a t i o n  as soon as p o s s i b l e .  W h e n e v e r  a

bus  e n t e r s  a r e g i o n  at  t i m e  t , i t  is able to visit every

dest ination there that was feasible at t , irres pective of

which bus visited the corresponding origin. Each bus visits

2n/k points and effectively serves n/k passengers.

Furthermore , each bus travels through (1/k)th of the total

area a (also , each passenger needs to travel at most

through an area a/k) and travels a total distance

o/~7~ IT7~ z c./~/i/k. The following corollary is then

obv ious (but see the detailed proof of Theorem 3).

Corollary 3

Given any c>O tnere exist N (c) and m (e) such that
Ic0for n.2N the tour T1 given by Algorithm 3 is c —optimal

for problem (ii) (i.e. minimizing completion—time ) with
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p r o ba b i l i t y  1. [3

For t he to urs T~ given by Algorithm 2, we defined a

‘ tour ’ T 0 = l im T~~. The re  was no c o n c e p t u a l  d i f f i c u l ty  in
m4~

d o i n g  t h i s :  the  l a rge r  m became  the  sooner  t h e

destination whose origin had just been collected became

k0
f e a s i b l e .  The t ou r  Tm of Algorithm 3 now requires m

t r a n s f e r  p o i n t s ;  in t he  a n a l o g o u s  l i m i t  as m+~~, a l i m i t i n g

o p t i m a l  t o u r  w o u l d  r e q u i r e  c o n t i n u o u s  t r a n s f e r s  on t h e  f i r s t

passage through the region B. We thus refrain from

d e f i n i n g  a c o r r e s p o n d i n g  l i m i t i n g  ‘t o u r ’ .

If we d e f i n e  t he  ‘M i c h i g a n  t o u r  w i t h  Ic buses ’ t o be
Ic0

the tour yielding T1 (so this tour has only one transfer )

w h a t  do we lose? As b e f o r e , t h e  d i s t a n c e  t r a v e l l e d  by each

bus before the transfer (i.e. n / k  o r i g i n s  in an a rea

a/k are collecte d) is b./ii7~,/i 7~ . A f t e r  t he t r a n s f e r ,

n/k destinations are visited in the same area. Hence , if

kMT~ is the completion tine which this algorithm yields ,

t hen

kM
l im  

~~~~~ = 2kdi s.c.
k

Theorem 3 gives  t h a t  t h i s  tour  solves problem (ii) to within

( 2 b / k ) / ( o / k )  • 1.06 a... once again; we lose but 6% by

restr icting ourselves to only one transfer.

L
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It  is pos s ib l e  to improve on this algorithm slightly.

P a s s e n g e r s  w i t h  bo th  o r ig in  and d e s t i n a t i o n  in t h e  same a rea

service d by bus 1 , sa y ,  night in fact be able to be

delivered before the transfer point. Thus , divide the

region into mk subregions , wit h each bus servicing m

re gions , and a single transfer tak ing p lace after t he f irst

passage through these regions. £~~ 
m can be ma d e la r ge

with no conceptual difficulty~~
0
~~. Such schemes will be

discussed in greater detail for the dynamic problem of

Sec t ion  3.3 .

~~ T r a n s f e rs A l l o w e d

We now t u r n  our  a t t e n t i o n  to schemes in which transfers

are not allowed. Of course , Lemma 3.1 still nolds , but

Theorem 3 does not. It is easy to see t h a t

.~~ 
(2.6)

and , for  k ) 1 , i t  a p p e a r s  t h a t  a strict inequality holds if

there are to be no transfers. We do not have results as

strong as Theorem 3 for this case.

kM ’
(10) This scheme yields a completion—time , T~ satisfying

him . £bIi((1 + 1/k)
3”2 - (1 - 1/k)3”2] s.c.

3

The proof of this ii similar to that of Theorem 6 (Appendix
III).

4.



-37-

.L~JJ. Two—Bus  Case

For k = 2  c o n s i d e r  t h e  following algorithm , wh ich is a

‘fixed—route scheme ’ for two buses (recall the fixed—route

algorithm with one bus). Once more divide B into m

subregions r l , r2,...rm . Let bus I visit the regions in

order (r1, r2,...r~~) collecting and delivering all

passengers with demands (rj ,rj), j>i. Let bus II visit

the  r eg ions  in  o r d e r  (r m , r m _ 1 , . . . r l ) , c o l l e c t i n g  and

delivering passengers with d e m a n d s  ( rj , rj ) , j < i .

Passen gers w it h d eman ds (r i ,rj) are divided evenly between

the bu ses an d , as we can let m+~ these passengers will not

cause  d i f f i c u l t i e s .  (See Figure 2 . 3 . )

H
Figure 2.3 Two-bus static scheme without transfers

Bach bus will visit n/a points in each region as

before: for example , bus I in region r1 will collect

(m— 1)n/m 2 origins (rl , rj ), j>1 , a/2m2 origins
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(r1, r1 ) and will deliver n/2m 2 destinations (r1, r~~).

T h u s , i f  Y
~ 

is t h e  c o m p l e t i o n — t i m e  w h i c h  t h i s

algorithm yields , then

h im in = mbIi{
n-~~ ./i~

= b./i a.e.

H a v i n g  c o n s i d e r e d  n u m e r o u s  o t h e r  t w o — b u s  s c h e m e s , we

a re  lead to c o nj e c t u r e  t h a t

u n  ~~ 
b./~ a.e.

n+~ In

i.e. that this scheme is asymptotically optimal (a.e.) for

the minimal completion—time problem (problem (ii)) with no

t r a n s f e r s .

Be this as it may, from (2.6) we obtain
2 1

lin ~~~ ~~ . him _Ln_
n9a 11 n+cn 2J~

= .21i a.e.
2

so tna t the fixed—route scheme at worst solves problem (ii)

w i t h  no t r a n s f e r s  to w i t h i n  b / ( c / 2 )  = 1 . O b  a . e .

til) Three-Bus Case

A similar scheme which we conjecture to be optimal for

kz3 buses is ~‘e following. (See Figure 2.11.)
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Figure 2.4 Three -bus static scheme without transfers

Divide R i n t o  3m subregions ri, re,... r3m . Let

m 2m 3m
B 1 = (3 rj ,  B 2 U ri, R 3 = U rj. Tnen bus I

i=1 i=m+1 i=2m+1

serv ices deman ds (R 1,B 1), (R 1, R2) and (R2, R 1) by

travell ing in order through (r,,r2,...rm ), through

(r2m ,r2m..1,...rm+1 ) and through (r11 r2,...r5) again.

(Call these the first , second and third passages

respectively.) On the first passage the bus collects in

ri, 15i5m , all origins of the form (ri ,rj), iSjS2m , and

delivers all feasible destinations , i.e. of the form

~rj,ri
), 15j<i. On the second passage in regions

rj, m+1ji52m (in reverse order!) origins of the form

(r i ,rj), ljj<i and all feasible destinations

(r j,rj), l5jjm and i<j52m are visited . Finally, on the

third passage , all remaining destinations in ri, 15i5a are

visited , 1... (rj, rA ), m.15jj2a and (rj,rj). At the
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same t ime , bus II serv ices d em an d s (R2,B2 ) ,  (B 2,R 3)

and  ( R 3, R 2 ) ,  and bus III services demands (B 3, R 3 ) ,

(B 3, R 1 ) a n d  ( R 1, R 3 ) ,  in a similar way .

As m+~ , the distance travelled by each bus , defined

3Fto be T i., s a t i s f i e s

him ~~~ = .798b,/i a.e.
n+~~ ,,/~~

We derive this fact in the appendix , in Proposition 3.2.

( i i i)  k — B u s  Case

The a p p r o a c h  t a k e n  above  can be used to o b t a i n  w h a t

app ea r to be goo d sc heme s for k buse s, with k large.

Suppose  t h e r e  are  k = s 2 buses. Divide B into s

sub regions an d let each bus serv ice a part icula r

demand—type , i.e. (ri, rj) ,  i ,j=1 ,2,. . .s. For iij, the

bus serv ing (r i ,rj) will collect n / s 2 p o i n t s  in each  of

t h e  reg ions  r i  and  rj ,  y i e l d i n g  a t i m e — t o — d e l i v e r y  of

2b ~~ = 2 b../~~/i ( a s y m p t o t i c a l l y  a . e .)  ( 2 . 7 )
s

The buses serving demands (ri ,rj) would complete their

tours in less t ime , so (2.7) is the maximum

time-to—delivery.

If kzs~.s— 1), we are able to do better since it is

then possible to have all buses busy all of the time. Again

with s subregions in B, let each bus service a d emand

(rj,rj ), iij and 1/2 (s—1) of each of the demand s (ri,rj)
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and (ri, rj). Then in each of its regions , a bus will visit

1 ~~~~~~~~~~~~~~~~~ = _____ 
points.

(s— i) ~2 ~2 s (s—i)

The total distance travelled by each bus is then

2bfjJ n
Js ,~s(s_1)

• 2b r 2na 11/2 (a.a.e.) (2.8)
Lk ( 11_ 11k— 1)J

For very large Ic the values in (2.7) and (2.8) are

not of too muc h interest. However , it is believed that the

values are then ‘almost optimal’ : they indicate the minimal

time—to—delivery as a f u n c t i o n  of Ic , fo r  Ic l a r g e .

The schemes for the multi—bus problem that we have

analysed are seen in retrospect to have a cer ta in

s p e c i a l i z a t i o n  of t he  buses  in common .  For t he  case in

w h i c h  t r a n s f e r s  are  a l lowed , t he  b u s e s  are re str icte d to

specialist reaions. For the case in which transfers are not

allowed , the buses specialize in c o l l e c t i n g  dem and s  of a

certain type only.



CHAPTER ilL

Ili.~ AVERAGE FLOW-TIME CRITERION 
~
jjQ Ijj~ DYNAMIC CASE

Two inadequacies of the models in Chapter II are the

distance criterion , whi ch is not really relevant to an

individual passenger , and the static nature as, in

a c t u a l i t y ,  we m u s t  c o n s i d e r  an ongo ing  process , w i t h  deman d s

arriving over time.

T h i s  c h a p t e r  in v e s t ig a t e s  th ese as pec t s  of t he p r o b l e m

by generalizing the previous results. In the dynamic case

we shall consider the average flow—time criterion , so

Section 3.1 investigates this criterion for the static case.

T hen , Section 3.2 analyses the (single-bus) dynamic problem

an d its relationship with the static problem . Finally,

Sections 3.3 and 3.~4 stu dy the multiple —bus dynamic problem .

Once again , details of proofs are collected in an

appendix. The notation and assumptions are the same as

those described in Section 2.0.

3.~..j. ~~~~~~~~ Sta t i c .  Sintle—Bu s .~ Ave raa e Plow-lime Problem

The criterion used in Chapter II — that of minimizing

the time—to—delivery of the final passenger — is not

necessarily satisfactory for an individua l passenger. For ,

-43-
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he is interested rather in his personal wait—time and

t r a v e l — t i m e .  T h e r e f o r e , c o n s i d e r  m i n i m i z i n g  t h e  a v e r a g e

f l o w — t i m e , i . e .  the average time—t o— delivery , of al l

passengers. This criterion will be used in t he  d y n a m i c

p r o b l e m ; t he  presen t .  s e c t i o n  is needed  as a l i n k  b e t w e e n  t h e

s t a t i c  and d y n a m i c  cases .

We need some additional notation. For any given

p r o b l e m  i n s t a n c e  of s ize  n , le t

= set of n o r i g i n s

set of n destinations.

Any f e a s i b l e  tour  I d e f i n e s

t ( oj I T )  t ime  at w h i c h  o r ig in  oj  is v i s i t e d

t (d jIT )  = time at which destination d i is visited.

Let

n
v~ (T) = .]. £ t (o i I T )  • average waiting time of T

n i:1

na .1 £ t ( d i I T )  a average flow—time for all
n ial

destinations of I.

j  

The pro b lem is , then , given a set of n demand pairs

distributed at random in the reg ion B with area a,

minimize fn (T), with respect to all feasible tours.

We shall be solving a simpler version of this problem :

essentially, we discretiz e the tours by considering only

simple tours in 3, those that visit the points in B
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region_by~ region
M). Then , decisions are made at discrete

instants of time - whenever a bus exits from a region. The

choice of a tour corresponds to the choice of a strategy ; at

each stage that a bus exits from a region we must decide:—

(1) which region is to be visited next ,

(ii) which points are to be visited in that region.

The restricted problem is

minimize (f~ (T), TeS) (3.1)

In order to provide a Beardwood—type result for problem

( 3 . 1)  we f i r s t  c o n s i d e r  a p rob lem wi th  an easier solution:

minimi ze {V n(T) + f~ (T) ,  T
~
5m } (3.2)

We draw on classi~ al scheduling theor y for our informal

discussion. Recall the following result (see e.g. Conway

[63). Given a single macbin, and n jobs to be processed ,

the average flow— time is minimized if the jobs are ordered

in increasin g processing —time order .

Suppose that each of the m subregions has area s/a,

and that nj points are visited in a certain region. Then ,

the time spent there is , for large nj , approximately

(1) Recall the definition in Section 2.2.2.
It might seem that the restriction to S is a stringent

one. However , for the minimum distance problems in Chapter
II there is no loss of genera lity if we restrict ourselves
to S, as we are in teres ted in c— optimal solutions: for
any optimal tour there exist an Pt and a TM in SMsuch that

T(T~) 1(T’) < a a.e.
for n large enough. It is believed that this observation
is valid for th. average flow— time problem too, but a
rigorous proof promises to be awkward.
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b.1~j ./~.7i , an d we can take the time spent on each of the

p o i n t s  to be b ./i/ .1i.J~ii. (Recall that t he  n j  p o i n t s  are

randomly distributed in the region and nj is l a r ge , so we

can  a s s u m e  t h a t  t h e  t ime  s p e n t  be tween  v i s i t a t i o n s  is

c o n s t a n t .)  Now , to m i n i m i z e  t he  f l o w — t i m e  of a l l  n o i n t s ,  the

scheduling result described above implies that we must visit

first the points which will require least time , i.e. we

• m u s t  m i n i m i z e  bui/ .1~J~~. To do this , use the following

rule.

Alaorithm 
~~~

P a r t i t i o n  t h e  r eg ion  B i n t o  m subregi ons of equal

area. At each stage , upon ex it ing from a region , choose as

• next region that with the most feasible points , and visit

all feasible points there. [3

This p r o c e d u r e  c o r r e s p o n d s  p r ec i s e ly  w i t h  t he  t o u r  T~

given by Algor i thm 2 (t ies are b roken ar bi trar ily) .  It

minimizes the average flow—time of all points, i.e. origins

and d e s t i n a t i o n s, w h i c h  is the  c r i t e r i o n  of p r o b l e m  ( 3 . 2 ) .

Observe  t h a t  the  tour  10 has a long a v e r a g e  w a i t i n g

time , wn(T°): passengers wait for collection while as many

previous passengers as possible are delivered. Since T°

minimi zes w~(T) • f~ (T) in (3.2), we might expect that j
works well at minimizing f~ (T) in problem (3.1).

This is indeed the case , and 1
0 is asymptotically optimal

in (3.1) again. This is stated and proved (in the appendix)

in Theorem 11.



-47-

More precisely, in Lemma 11.1 we derive the facts that ,

fo r  the  t o u r  T g iven  by A l g o r i t h m  2 ,

him w~~(T~~) .575bJ~ • Oi.1/m) s.c.
n+~ J ~
lim f~ (T~) = 1 .1~!2b,/i + 0(1/a) s . c .
n4~ ,/~

Hence w e hav e , from the considerations above ,

Lem ma j .~~
Let w~ + f~ = inf(wn (T) + 

~n~
T
~~’ 

TeS)

• Then ,
+ +

lie w~ + 

~n = i.717b11 a.e.
n.~~ J~

Further , given any C>O , there exists an M(c) such that

for m.�tl and n large enough , T~ is c— optimal for

problem (3.2) ~~~~~~ ( 3

Theorem .~(

Let f~ = inf (f n (T), TCS).

Then ,

lim !.~ a 1.11117b./i s e .

Furtner , given any c>O , there exists an M(C) such that

J 

for m�N and n large enough , T is c—optimal for

problem (3.1) a c .  ( 3

Thus , we have that the tour 10 is nicely robust. It

minimizes a cost relevant both to the passengers and to the

operator of the system.

(2) Recall the footnote at Corollary 2. We requ ire this
stronger statement for the proof of Theorem 11.
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It is worth observing that by combining Lemma ~L 2  an d

Theo rem ~~ , we obt a in t he r e s u l t  t h a t  t he tour T° minimizes

with respect to T~ S any criterion

g.w~ (T) + tn (T), g e [0 , 1) .

As b e f o r e , it is possible to compare the performance of

suboptimal schemes. Let us look at tours in 5m’ for  f ixe d

m.

It was seen earl ier t hat t he ‘Michigan Scheme ’

co rres pond s to T~’. The bus spends approximate time b./~i

collecting the passengers and b,./~~ delivering them . The

average time—to— delivery is then

• f~ (T~~) = b./Fii + b./~~/2

= 1.5b.J~ii.

Comparing with f~~, we obtain that this tour solves the

problem to within 1.5/1.1417 1 .314 , an d we lose over

30% by restricting ourselves to tours in S~~.

Nonetheless , the se quence {f n (T~~), m = 1 ,2,...)

converges qu ite rapidly. For ma2 , f~~(T~~) = i.330bJ1i1

and so T~ solves the problem to within

1.330/1.1417 1.165. For m=3, f~ (T) 1.269b.fiui

solving the problem to within 1 .112. Finally, for ma4 ,

tn (T) 1.238b,/~~ , solving the problem to within 1.08.

Thus , by restricting ourselves to S4 we lose only 8%.
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~~~ 
Dynamic Case~ Sm ile—Bus Problem

Possibly the most glaring inadequacy of the previous

problem formulations was the assumption that all demands

were known at the starting time , taO . For a more real istic

f o r m u l a t i o n  we m u s t  assum e that t he d eman d s ar ise as time

proceeds according to some intermittent arrival process. In

t h i s  s e c t i o n  we study the extension of the results from the

static case to this dynamic version.

As before , we shall assum e that an y part icular deman d

has bot h origin and cestination drawn inoepenoently from a

uniform probability distribution over the region B and

that the demands are all independent of one another. For

3 simpl ici ty ,  we assume~
3
~ that deman ds ar ise at a constan t

rate , q.

To complete the problem specification we need a

performance criterion. It is clear that , to minimize

dis tance  o n l y  w i t h o u t  r egard  to t ime , is uninteresting : we

can always wait until next year and tnen collect and deliver

all demands together. So we choose to minimize the average

flow—t ime . Thus , if a particular demand arises at time

and the destination is visited at time t2, the flow—time

for this demand is t2— t 1 ; this is averaged over all

demands .

(3) This assumption is unnecessarily harsh , and certainly we
could a ssume a Poisson arrival process with mean q.
Iowsver , the assumption is consistent with our informal
presentation and it eliminates the need for man y
‘expectations’
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As in Section 3.1 we discretize the problem by

restricting ourselves to the class of simple tours , S.

A standard easy heuristic for solving the dynamic

v ers ion of a d ec isio n p ro b lem is to use t he so lu ti on of t he

sta ti c ver sion recurs ivel y — t hi s loo sely corres pon d s to the

‘open— loop— optimal feedback’ control scheme described by

Dreyfus [7). For our problem the technique is the

following . At each stage compute the optimal (minimal

flow—time) static tour for visiting all remaining points ,

assuming that no new demands will arise. Use this tour to

yield the initial decision for the dynamic problem — i.e.

which region to visit next , and which points there. By the

time this has been implemented , new d em an d s w ill have

arisen. With this new initial state , recompute an optimal

static solution.

In genera l , the heuristic is suboptimal as it does not

take into account that future demands will arise. But ,

consider its application to our problem. We claim that the

stat ic minimum flow—time problem which is faced at any

particular stage is solved by the same principle given in

Algor ithm 4: at each stage visit the region with most

feasible points and visit all such feasible points there.

We do not prove this claim; a detailed proof would be as

long as , and more involved than , the previous proofs , and no

additional insights would be gained.
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The following is a transiation of the heuristic into a

proposed solution for the dynamic problem — Algorithm 4 is

applied recursively. We call the tour T~~; it is believed

that no confusion with the static tour can arise.

Algorithm 5 (yielding the tour T~~)

Part ition the region B into m subregions of equal

area. In each subregion which is visited , pe r f o r m  a

trav elling salesman tour on all teasible points. Upon

exiting from a subregion , c hoose as the next one th at w ith

most feasible points. ( ]

In or der that th e pro pose d stat ic tour at each sta ge be

(almost) optimal , the arrival rate q must be very large.

Then the tour T~ will visit the regions consecutively.

For , with probability 1 , the region with the most feasible

points will also be the one with longest elapsed time since

it was last visited.

How well does Algorithm 5 perform? Using a fundamental

result from queuing tneory we argue the following lemma in

the appendix.

Lemma Li.

If the system is in steady —state , then with probability

1 , the tour T~ given by Algorithm 5 minimizes , among tours

ifl Sm , the average flow—time of all passengers. [3
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With this knowledge it is possible to give a

Bear dwood— type relationship for the dynamic problem when it

has reac hed an equilibrium . Since q is the arrival rate

of passen ger s, in or der t h a t  t h e  system be in a s ta b le

steady—state , we must serve q passengers per unit time.

Thus , on avera ge , 2q points must be visited per unit time.

For t he  tour T~ in Sm described above , let

= the time spent in each subregion when the arrival

rate is q.

During this tine , 2qe q points must be visited; so by

Theorem 1 (recall that the buses travel at unit speed),

lim 
_____ = b [ a.~~.

q4~~ ./2qe q
• i.e. lim ~.! = 2b2i, a.e. (3.3)

q4~~~q m

Def ine Pq = m6~ as t he ‘period’ — this is the  t i m e

re quired for the bus to perform a c ircuit around B ,

visiting all subregions. Then ,

him !.S = 2b2a a.e. (3.4)
q9~~~q

From t h i s  it is easy to derive the formula below (see

the appendix).

~~~~ Theorem 5.
Let Fq,m be the optimal average flow—time for t o u r s

in S5 when the arrival rate of passengers is q. Then ,

lie Fq,m 2b2$(1+1/.) a.e. (3.5)
q+~ q
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Hence , if Fq is the optimal average flow—t ime for

tours in 5 , t h e n ,

h a  !! = 2b2a a.e. (3.6)
q-
~~ 

q 1]

This theorem is analogous to Theorem 4, but for the

dynamic problem. It is trivial that , by restricting

ourselves to S5 instea d of to S, we solve the minimum

flow—t ime problem to within (1+1/a) a.e.

L.~ Dynamic Multi ple—Bus Problem1 Transfers allowed

Now let us extend the last section to the k—bus

problem .

To introduce the approach , cons id er a ‘Dynamic Michigan

It °Scheme ’, a tour which we call (again) T.~

Algorithm £.J . (yielding T~~~)

Partition the region B in to  k subreg ions , each of

area a/k. Let all buses meet at a common transfer point~
4
~

at times e,2e,30 During time Lie ,(i+1)e) each bus

visits its own subregion collecting passengers who arrived

during ((i—1)e ,e) and delivering passengers who arrived

during ((i—2)e ,(i—1)e]. At the transfer point each

passen ger transfers onto the bus serving his required

destination. [3

• (~~) Recall Section 2.3.2 where this was justified by Figure
22. We o u t  any mention here of a ‘line—haul ’ bus.

H

~A~J
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H ere , S = 5q ’  t h e  s t e a d y — s t a t e  t i m e  spen t  by each bus

in its region. During this tine q0q additional demands

arise with 2qSq/k new points in each region. Then , as

b e f o r e ,

h a  8q = bf~ a.e.
q+a ./2qSq /k J k

e 2i.e. him ..j = 2b a a.e.

k2

The per iod P~ equals 0q, SO

P 22b i a.e.
q+~~~q k 2

Now seek t h e  average time—to—de livery. Consider a

passenger arriving during time (O ,Sq] where 0 and

are transfer times. This passenger is collected during

[S q,28q] and is delivered during [28q,38q ]. The average

time— of— arrival is S
~
/2, the pick—up time is on average

and tP”~ delivery— time is on average 58q’2 (the

expected wait— time is 0q, as is the expected travel—time).

So the average flow—t ime by this algorithm , viz. F~~,k, is

28q satisfying

Pt
• him ~q, k = 4b 2a a c .  (3.7)

~~~ 
q k2

• With kal this tour is pre cisely T~ and thus (3.7) is but

equation (3.5) with •al , as it should be.

The tour T1 is in 3k~ 
A demand arising during

(0 ,O q ] mus t  wait u n t i l  the  n e x t  pe r iod  before it can be

collected. This wait—time can be improved by further

dividing the region of each bus (with area a/k) into .

1.
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equal subregions of area a/km each. Let each bus visit

al l of its m subregions sucessively, v is it ing as many

origins as possible in each , an d all t he feas ible

destinations — now ‘feasible ’ refers to the fac t that the

c o r r e s p o n d i n g  o r i g i n  has  n e e n  v i s i t e d  in.~, t he  passenger  is

on the  b u s .  A t e r  v i s i t i n g  th e i r  a sub reg ions , t he buses

all meet at the same transfer point as before , passengers

t r a n s f e r , and  the cycle is repeated. We call the resulting

t ou r  T~~,1; i t  is in SSk and  i t  r e q u i r e s  a s ingle

transfer per period. Compared with T1 , the waiting—time

of passengers  is r educed  and  passengers  w i t h  o r ig in  and

d e s t i n a t i o n  both  served  by the  same bus might not have to

v i s i t  the  t r a n s f e r  p o i n t .  I t  can be shown (t hi s is a

special case of Theorem 6 to f o l l o w)  tn a t  t h i s  flow—time ,

viz. F
~~;i ,a, satisfies

• k 2
h im F q ; i , m = b qa - + J.~~ ) a c .  (3.8)
q4~ q k2 L k akJ

With kzl , (3.8) corresponds to (3.b) as it should.

IC° kIn what sense are the two schemes T1 and

op t ima l?  The answer  m igh t  be fo r seen  f r o m  the  r e s u l t s  of

the static case and Theorem 5. An optimal tour in Smk
would require m t r a n s f e r s  per period , one at each time

that the buses (simultaneousl y) complete tours in their

subregions of area a/km . This would ensure that a

passenger who has been collected is transferred as soon as

possible onto the bus that visits his aestination. As a

special case , T1 is optimal in 3k~
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But , as pointed out earlier , i t  may  be of interest to

limit the number of transfers per period . Suppose we insist

on o niy  one t r a n s f e r  per  pe r iod , and c o n si a e r  tours in 5mk~
Then  T

~~~m is o p t i m al l

More general ly,  conaicer t~he k — b u s  p r o b l e m  in w h i c h  we

have at  mos t  h t ransfers per per iod , and we allow tours in

5khm~ 
Then we have the following algorithm yielding the

t ou r  T~~, m .

Aisor i tha  L..Z (producing T
~~,m

)

Divide the region B into knm subregions of equal

area. Designate ha subregions for each of the k buses

and label  t h e m  
~~~~~~~~~~~~~~~ i= 1 , . . . k .  Let  bus i v i s i t

s u c c e s s i v e l y  i t s  r eg ions  ~~~~~~~~ . .r~~) .  F o l l o w i n g  t h i s ,

all buses meet at a p reass igned  t r a n s f e r  p o i n t .  Tnen  bus

i visits regions ~~~~~~~~~~~~~ and a secon d transfer

occurs . After h such transfers , the buses again visit

i iregions (r 1,.. .r5) and the cycle repeats.

Every time a bus visits a region it visits as many

points as possible in that region; these are all the

uncollected origins and all the feasible de s t i n a t i o n s  of

passengers already on board. (3

Theorem j

The tour T~ ,m is optimal (asymptotically a . . . )  for

the k—bus minimal flow—time problem when tours are

restric ted to 3kh m ’ and only h transfers are allowed per

.~.
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Let F~~;h , m be the average flow—time resulting from

this tour. Then ,

k
h im F q;h ,a = ~~ [2 + J...(1+1/k) + .1(1_ i/k)] a.e. (3.9)

~~~~ ~ k mh h t]

From (3.b) , when there is a single bus , the o pt imal

average flow—time is 2b2aq. From (3.9), when there are k

buses , the conceptual optimal tour in S = S~~ with

c o n t i n u o u s  t r a n s f e r s  ( i . e .  h+~~ has  a flow—time of

2b2aq/k2, and we have a k2—fold improvement. This is

ana logous to the static case~~~~; each of the k buses

visits (1/k)th of the total area a and has an effective

arrival rate of q/k.

Using Equation (3.9) it is possible to investigate the

optimahity of suggested algorithms with respect to any

restricted problem formulation.

For example , asong tours in which only a single

transfer is allowed per period , what is lost by using the

tour T~’ ? Well ,

• fq (T~
’) a Ib2aq i.e.

k2

Lettin g a+~ with hal we get from (3.9) teat the Optimal

tour nas a flow—time of b2aq (3— 1/k) /k 2 and so T~ solves

J the problem to within

(5) In th. static case in Seotion 2.3.2, the tOtal distance
travelled was (asymptotically) proportiona l to /~ /i ,
yielding a k— fold improvement.
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_____ = 1 + 1 e (4/3, 2)
3— 1/k 3—1/k

and we lose a t  l e a s t  33~ %. This is c o n s i d e r a b l y  more  t h a n

t he loss of 6% ob ta i ne d fo r  t he s ta t ic p r o b l e m .  For t he

dynamic problem , t hen , more is to be gained by having m

large.

Or , w h a t  can  be g a i n e d  if  we a l l o w  two  t r a n s f e r s  per

per iod ins t ea d of one? W ith a single t ra ns f e r  we have  a

flow-time (m4~ ) of b2aq(3—1/k)/k 2. Wi th two transfers

t h e  v a l u e  is b2aq(5/2 — 1 /2 k ) / k 2 . The ga in  is

1 — 5/2 — 1 /2k = 1 — 1/k 17%
3 — 1/k 2(3 — 1/k)

for k large.

These numer ical values s hould not b e ta ken too

literall y. But they do give qualitative insights into the

relative optimality of suggested schemes .

~~~~ Dynamic. Multinle—Bus Problem: Transfer— Free

Let us lastly consider some dynamic multiple bus

schemes w i t h  no t r a n s f e r s .  As in t he  s t at i c  case of S e c t i o n

2.3.3, we do not guarantee optinality. However , simple

interesting schemes can still be studied.
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~ .4 . 1  Two—Bus Schemes

Consider the f o l l o w i n g  scheme , T ’ ( 2 ) , as shown in

Figure 3.1. Partition B into m subregions. Bus I

visits the subregions in order (r,,r2,. ..rm,...), and bus

II visits them in order (r m ,rm ..1,...r,,...). Bus I

serves demands of the form (rj, rj ) where

I (j—i)modm l < m/2 , and bus II serves demands with

k J — i ) m o d m l > m / 2 .  D e m a n d s  ( r j , r j ) are shared equally

between the buses.

Figure 3.1 Two-bus dynomic scheme without tronsfer

For tnis scheme , let S be the time spent by each bus

in each or i ts s u b r e g i o n s .  D u r i n g  a t i m e — i n t e r v a l  5, qe

demands ii... 2q0 points) arise. In equilibri um , each bus

must collect q~ points in each subregion , i.e.

5 a b /j11i 7 , and S a b 2qa/m. The time for a bus to make

a circuit of the m subregions is P a mS a b 2qa. For a
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lar ge , the average wait—time is P/2 and the average

travel—t ine is P/Il . Thus , for  m lar ge , t he  ave ra ge

f l o w — t i m e  for  T ’ ( 2 ) ,  v i z .  F q ’2
~~, is

‘‘2’ 2F q ’ ‘ = 3.b qa a s y m p t o t i c a l l y  a . e .
Il

A second two—bus scheme T”(2) is similar to that

above , bu t  w i t h  bo th  buses  t r a v e l l i n g  t h r o u g h  the  a

s u b r e g i o n s  in t h e  same o rde r  ( r l , r 2 , . . . rm , . . . ) .  Each  bus

always visits as many points as possible in each subregion

it  e n t e r s .  We can s u p p o s e  too t h a t  t h e  buses  a re  s t agge red ,

w i t h  bus II in r eg ion  r ( i + a ,2 )w o d m  w h e n  bus  I is in

region ri. For this scheme we have that , w hen a is

large , the avera ge travel—time is P/2 and the average

wait—time is P/il , where P = b2qa again. Thus , if t he
“(2)average  f l o w — t i n e  is F q , then for a lar ge ,

“(2’ 2F q ‘ = lb qa a s y m p t o t i c a l l y  a .e .
• II

Althou gh both schemes T ’ and T ” have the same

t average flow—time , T ’ may be more d e s i r a b l e  for a number

of reasons. First , for T ’ the average wait—time is longer

and the average travel—time shorter than those of T”. So,

with T ’, passengers have more ‘cof fee t ime at home ’.

Second , with T” the buses will not always remain staggered

beoause of additional disturbances and uncertain

tr avel — times.  In fact , the buses will tend to merge

together (a similar phenomenon is described by Newell (15])

so additional controls , causing additional delays , will be
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needed. Third , suppose that B is itself a ‘sub region ’

within a larger system , and with a transfer point just

be fore ri , say. Then T” is unfair in that a passenger

originating in r1 will always have a longer travel— time

than one originating in rm . The variance of the

travel—times will be smaller for T’.

3~4.2 A Three-Bus Scheme

• Finally, consicer a three—bus scheme T(3) that is a

simpl e extension of T’(2) above. The region B is

divide d into 3m subregions , each wit h area a/3m. The

buses perform routes as shown in Figure 3.2; a passenger is

served by the most suitable bus , that is, one that will

provide a shortest travel-time for him. Let S be the time

Spent by a bus in each of its subregions. During this time

2q5 points ar ise , and for equilibrium 2q5/3 points must

be visited by the bus . so, 5 = b.12q0/31A/3m and

0 a 2b 2qa/9a asymptotically i.e. Each bus has period

P * 2m0 = 4b 2qa/9. When m is large , the average

wait—time for  a passenger  is P/2. The average travel—time

is clearly less than this , and can be shown to be P/IL

Hence the average flow—time ~~~ is 3P/4 , i.e. when m

is large ,
~~~3) b2qa asymptotically a c .

3



-62-
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Routes of buses I and ~ Route of bus ~~

Figure 3.2 A three-bus dynamic scheme without tronster~.
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We con jecture t ha t this is the minimal avera ge

flow— time for the three—bus transfer— free case. However ,

note aga in that a passenger requiring service from ri to

r2m has a very long travel— time even though the regions

are adjacent. A six—bus scheme might have two buses

t ravel ling in opp os i te di rect ions on eac h of the routes

shown in Figure 3.2 , and this would reduce the

discrimination.

I



CHAPTER 21

TOW ARDS Ifi~ P R A CTI CAL DESI GN Q~ DIAL-A-RIDE SYSTEMS

.~L]. Introduction

In Chapters II and III we have presented a mathematical

theory for idealized bus problems , which we have tacitly

claimed is relevant to the real dial—a— ride problem . In

order to Justify this claim we must relate the real and

idealized problems and draw upon the theory to obtain

implications for real design. In fact , we would like to go

even further and propose an approach for dial— a— ride

sche duling , which is of both theoretical and practical

interest. It  is this that is the goal of the present

chapter.

If a dial— a— ride system is required in a certa in area ,

how should the service be designed and scheduled? Our

response is essentially described by the following three

planning steps. First , at the most basic level , it mus t  be

decided what approach is to be taken. The proposed approach

is through the decentralization of the large problem : ea’~h

bus is required to specialize only in passengers of a

certain ‘type ’, determined by their origin—destination pair.

Once this approach has been adopted , the second aspect of

design is that of designating the decomposition; to do this

65
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we m u s t  s p e c i f y  t h e  ro ies  to  be played by the individual

buses , we must select subregions and plan transfers. At the

t n i rd  l eve l  is t h e  m o r e  de t a i l e d  operational design; here ,

we must establish decision rules that will determine the

D e h a v i o u r  of t he  buses  when  p a s s e n g e r s  a r r i v e .

Th i s  t r i n i t y  y i e l d s  a c lass  of s c h e d u l i ng  a l g o r i t h m s

w h i c h  we w i s h  to propose. The class is described

e s s e n t i a l l y  by f i v e  ‘e l e m e n t s ’ in  Sec t ion  4 . 2 .  We d r a w  upon

t he  t n e o r y  of C h a p t e r s  II and  I I I  to m o t i v a t e  t he se

q u a l i t a t i v e  e l e m e n t s  and  a lso  to d e r i v e  quantitative

t e c h n i q u e s  for  de s i g n .  In Sect ion 4 . 2  too , some of the

t h e o r e t i c a l  a s s u m p t i o n s  and t h e i r  l i m i t a t i o n s  emerge more

clearl y. Adjustments are tnerelore required if the

q u a n t i t a t i v e  a p p r o a c h  is to be pract ically mean ingful , and

some of these are discussed in Section 4.3. Finally, to

give an improved grip on the ideas , we descr ib e an example

in Sect ion 4 • 14, a ‘pseudo—real situation ’, in which the

approach is applied.

LI A Desig n A n nr o a ch

Th is  sec t ion  desc r ibes , in some g e n e r a l i t y ,  an approach

towards the design of dial—a—ride scheduling algorithms with

which we shall be concerned . Given are a region where the

t r a n s p o r t a t i o n  sys tem is to be des igned , and an a n t i c i p a t e d

probability distribution according to which passenger
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demands will arise. A certain scheduling facility (a

computer?) , rece iving these demands , is to determine

suitable tours for a fleet of buses.

The follow ing ar e f ive elements that oharacter ise a

class of dial—a— ride scheduling algorithms:

• (i) Decomposition of Area and S p e c i a l i z a t i o n  of Buses

U i)  Simple  Tours

(iii) Rules for Visiting Subregions

(iv) Transfer Points

(v) Method of Quotation.

Ou r in teres t in these algor it hms is mot iva ted by the  mo dels

of Chapters II and III. We shall discuss the five elements

in d e t a i l  and  d raw upon  t he  th e o r y  to e x p l a i n  and to j u s t i f y

then . For this , it must be assumed that the idealized

models  do i ndeed  focus  upon the quintessentials of the real

problem . Of course , for tracta bility, many assum ptions and

simpl3.fications have bad to be made; some of the more

im portant of these will be discussed in Section 4.3.

Despite the assumptions , the many reasonable qualitative

implications do yield interesting algorithms. And the

algoritnms , wnen extended to the real problem , have many

features or practical interest to boot.

Undoubtedly, fundamental to the idealized algorithms in

Chapters XI and III is their decomposed and discrete nature :

the buses specialize in certain demand —t ypes only, and the

tours are all ‘simple ’. For example , recall Theorems 2 and
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3 an d the tour T~ wh ich approximate to any required

a c c u r a cy  t he  o p t i m a l  p e r f o r m a n c e~~’~~. Even  v e ry

s i m p l e — m i n d e d  a l g o r i t h m s  of t h i s  f o r m  y i e l d  good

performance. Thus we are led to claim that the following

two e l em e n t s  of d e s i g n  a re  w o r t h w h i l e .

.LjJ. D e c o mn o s i t i on  ~j  Area i.n.~, Soeci a l iz a t i o n  ~~

Buses

I n i t i a l l y ,  the  r e g i o n  in w h i c h  t he  t r a n s p o r t a t i o n

system is to be constructed , is partitioned into a

l a rge  number , m , of s u b r e g i o n s .  Then , a

p a s s e n g e r  requesting service from a subregion ri

to a s u b r e g i o n  rj  can be d i r e c t l y  c l a s s i f i e d

acco rd ing  to h i s  d e m a n d — t y p e , ( r i , rj ) — t here

a r e  a2 such  d e m a n d — t y p e s .  Now , a s s ign  to each

of the buses a fixe d set of subregi ons w hi c h i t

v i s i t s .  Each bus is to s p e c i a l i z e  w i t h i n  i t s

subregions in serving certain demand—types only.

That is , it v isits only the ir or igins , or

destinations , or both. A bus may also

periodically visit ‘transfer points ’. At these ,

I it collects additional passengers and it delivers

a subset of its current passengers , each of whom

will be collected by some other bus.

(1) The measure of performance is distance travelled or
average flow— time. The schemes have thus been found to be -•
robust , minimizing criteria relevant both to th. operator of
the syste, and to the passengers. We shall discuss these ,
and other measures  of performance , subsequently.
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By the d i s c u s s i o n  in Sect ion 2 . 3 ,  we shoul d ass ign

buses to the d eman d s in such a way that all b uses share an

equal portion of the ‘load’ an d t h a t  each  bus is busy  a l l

the time. We should also ensure that the buses are always

suitably dispersed over the area : this will promise good

serv ice to t he future d eman d s that ari se accord ing to the

given probability distribution.

The number n of su b re gions to wh ic h each b us is

assigned is important , particularly in dynamic problems.

• However , this number does not nee d to be too large before

good performance is attained (see Sections 3.1 and 3.2).

When the demand distribution is uniform , t h e  s u b r e g i o n s  can

all s imp ly be of equal area , yet oth erw ise ar bit rary~
2’
~. In

practice , however , physical constraints such as boundaries

of towns , major roads , and  so on , wi l l  i n f l u e n c e  t h i s

choice.

Once the buses have specialized , the demand—type of a

passenger who requests service will trivially determine the

bus , or sequence of buses , to which he is to be assigned .

The central scheduler that receives the demand performs no

• long search , but only informs the relevant bus and provides

the book— keeping .

(lii Simale Tours

Pas se ngers ’ de .ands arise over time. Depending

(2) Add itional remarks will be lade in Seotion 
~~.3. •~•

_ _



-70-r
upon the actual requests , tours for t he buses

w i t h i n  their subregions must be determined. Any

point which a bus visits must be ‘feasible ’ — it

m u s t  be an o r ig in  or a d e s t i n a t i o n  of a passenger

who is a l r e a d y  a b o a ra .  (Tn ese  p o i n t s  are of

course within the bus ’s speciality.) The points

are to be visited in some ‘optimal’ order. The

p r o b l e m  is s i m p l i f i e d  by constructing tours in

discrete stages , wnenever a bus enters a new

s u b r e g i o n .  At  t h i s  t i m e  of entry, let the bus

calculate an optimal travelling salesman tour in

the upcoming subregion; any point visited there is

feasi ble at tnis instant of time. The calculation

is to be done on-line .

We have termed tours of this form ‘simple ’. Recall

t hat t he use of th ese tours was just if ied for the stat ic

problems of Chapter Il , and it was claimed that they were

suitable for the dynamic problems too (Chapter III, page M3,

footnote (1)).

If the subregions are small and only a few points are

to be v i s i t ed  in each , it may be easy for a driver to ‘see ’

• what route he should take. Otherwise , he might have a

minicomputer aDoard that finds a tour for him . Efficient

approximation algorithms for the travelling salesman problem

are given in (12 ,3]. In t h i s  way, the calculation of tours

is decentralized — it reduces to a number of small discrete
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problems. By choosing the numoer of subregions carefully,

it  is poss ib l e  to g u a r a n t e e  t h a t  t he  t o t a l  c om p u t a t i o n  time

is bounded  by a po lynomia l  f u n c t i o n  of q ,  the  a r r i v a l — r a t e

of passengers (see Karp [9)). Note too that the

c o m m u n i c a t i o n  b e t w e e n  the  buses and the  c en t r a l  s chedu le r

does not  need to be c o n t i n u o u s , so r e l a t i v e l y  cheap

c o m m u n i c a t i o n  e q u i p m e n t  s h o u l d  suffice.

(iii) Rules .f.~~ Visitina Subrealons

Two questions remain whenever a bus exits from a

subregion at a time tj: which region should it

enter nex t, and which points should it visit

there? Well , in any region it ente rs , it must

visit all points within its specialization that

were feasible there at time ti. And , it shoul d

visit its r egions success ive ly~
3
~~, in a fixed

order.

These rules were proved valid for the case in which

demands were uniformly distributed , in Section 3.1.

Essentially, they re quire that buses ‘alwa ys do as muc h as

is possible ’. They imply that a bus will not deviate in a

backward direction from its prospective route to service

(3) This should be further qualified. It holds when the
distribution of points is uniform . In the case of more
general distributions , a generalized rule may be required.
For exam ple , visit next the region with largest ‘point
density ’ (i.e. the number of feasible points per unit area)
— ii. Section 4 3 (i)
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newly arr iv ing demand s , as this may delay future passengers.

A f t e r  t j ,  feasible points that arrive in the subregion are

not collecte d: a passenger who just misses the bus must

wait for the next one to enter the subregion. Even though

som e pas sengers are inconvenience d , tneir contribution to

the average performance is kept small.

It may happen that , in a particular subregion , there

are no feasible points. Then , the bus can simply bypass

tnat subregion or travel through it as efficiently as

possible to the next. We can think of the bus as t~ravelling

through its subregions along a fixed route and deviating

within each subregion to collect and deliver passengers

there. Passengers then know the direction in which the bus

is proceeding, and should be happy, knowing roughly where

they are headed.

(iv) Transfer Points

The transfer points (see (i ) a bove ) at whi ch a bus

stops from time—to-time are typically on the

boundary of some subregions. They must be

considered during the calculation of the optimal

travel ling salesman subtours. Our description has

been sufficiently general to allow , for example ,

that some buses have ‘null subregions ’, travelling

only between transfer points; these are the

familiar line—haul buses.
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Transfer points were shown to be necessary in Sections

2.3.2 and 3.3 if the delay incurred can be neglected. For ,

they prov id e vast imp rovements in performance , and this

improvement increases with the number of transfers.

However , too large a number of transfer points is clearly

impractical , an d passen gers might at tach an additi onal cost

to the number of transfers they have to make. Also , the

theoret ical approach of having all buses meet at the same

transfer point may not be aesirable:- the additional trip

from the region to the transfer point will not be negligible

when the number of passengers is small. In this case , the

line—haul bus effectively creates the single transfer in a

practical way .

.L~i. Quotation Times

In the statement of the dial—a—ride problem in

Section 1.1 it was required that , at the time a

passenger requests service , he be quoted a time of

collection and delivery. The scheduling procedure

we have described has not needed such a quotation.

We regard it as a separate secondary problem ,

requiring that an estimate of the ‘load’ on the

system , and hence an estimate of the speed of the

buse s , be made .
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The a pproac h wh ich we have descr ib ed guarantees a

certa in average service to the set of all passengers. Thus ,

if quotations are made to individual passengers , and if

these are then introduced as additional constraints , the

average service to passengers will be reduced. In practice ,

qu otat ions are re quired , but the scheduler nee d not be

committe d to them . We believe that simple constant

estimates of the times of collection and delivery will

usua lly suffice. It is known through which subregions a bus

is to travel:  the t ime spent dev ia ting in eac h su bre gion

coul d be estimated and quotation times could easily be

provided. So , an accura te prediction of travel—time between

points is avoided.

The elemen ts (i)— (v) above outline , in somewhat general

terms , a class of scheduling algorithms. The basic approach

is described by (i) and (ii) and we have claimed that this

approach is justified in an asymptotic probabilistic sense.

The detailed operational design is described by (iii) for a

J 

special case , and in the next section it will be seen that

this can be extended fairly generally. What is lack ing ,

then , is a methodology for selecting a suitable ~•
decomposition and for organizing the manner in which the

buses specialize .

j • For the special—case idealized models of Chapters II

and III no such methodology is required since the s o l u t i o n  • •

is relatively easy: when the demands are uniformly
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distributed over the region , partition it into subregions of

equal area. Then , in the manner of Algorithm 6.2 the buses

specialize in disjoint subregions and have cyclic tours

through them when the arrival—rate of passengers is large.

In general , however , the answer is not as easy and

difficulties , besides the nonuniformity of distributions ,

abound in practice. Indeed , let us remark upon a few

pract ical cons id erat ions which indi ca te that a general

me thodology for the aetermination of subregions and

bus— routes would surely be very complex.

First , what criteria actually determine good service?

The criteria assumed in Chapters II and III , viz, the

distance travelled by the buses and the average flow—time of

passengers are not all-important , but are only first

approximations to real requirements. Tnere are , for

exampl e , the  variance of passengers ’ travel—times

(mea suring , in a sense , the ‘rairness ’ to the passengers)

and the maximum of all passengers ’ travel —ti mes (since we

wish to provide all demand —t ypes with good service ) . Or ,

there are questions of the reliability of the system (what

happens if a bus breaks down?) and its stability (what

effect will additional delays and uncertain travel—time

have? ) .

Fur th erm ore , a new dial—a—ride system would have to

suit the existing circumstances. Boundaries of towns ,

rivers or roads may impose physical constraints on the way
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in which the region can be subdivided. We may wish to

supply a special quality of service to certain demand—types

(e.g. to disabled persons , or see Example 4.4). A

dial— a—ride system must be compatab].e with existing public

trans portation systems: it should supplement them , an d yet

could also depend upon them . For example , ex isting bus— or

subway—routes might reduce the number of line—haul buses

that are needed if the subregions are designed to take

advantage of them .

Thus , dial— a— ride schemes must be tailor—made to suit

inaividual complex requirements. Even though a general

methodology has not been proposed , our study has yielded

many qualitative insights , and no doubt additional

principles could be obtained with further research.

On the other more favourable hand , however , we wish to

suggest that our a pp roach does yield a pract ical des ign

tool. The emphasis throughout Chapters II and III was upon

the com par ison of algor it hmic performance (see Def inition

(2.1)). In general , it is possible to quantify the

performance of a suggested scheme whenever a distribution of

demands , a decomposition of the region into subregions and

an organization of specialist buses , are given . For , one

can estimate the time spent by each bus in each of its

subregions (using Beardwood ’s formula , Theorem 1) and

evaluate its dynamic Dehaviour as it travels around its

I
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subregions and visits its transfer points~~~~. The service

supplied to the various demand—types by the suggested scheme

can then be evaluated with respect to average flow—time and

to many other performance criteria. Thus , a su gges ted

scheme can be quantitatively studied. Usually, close d—form

analytic formulas should be obtainable to express its

cnaracteristics. Then , investigations can be made to

analyse the behaviour of the scheme when the paramet ers —

e.g. the number of buses , the demand distribution , the

number of transfer points , and so on — are varied. Finally,

• alternative schemes , wi th alternative regional decomposition

and bus—specialization can be evaluated and compared. These

are analytic studi es , and avoid the need for complex

simulations. An example that briefly illustrates such a

quantitative investigation is given in Section 4.4.

It is in order , finally, to make some additi onal

remarks on the design approach which we have expounded in

this section.

The approach can be applied on a broader scale. The

‘city ’ may itself be a module , connecte d to others within a

larger system . Also , the method is relevant to

‘one—to—many ’ systems , (21], where passengers have a common

origin and wish to be taken to various destinations . For ,

it is eas y to assign incomin g passen gers to buses

(4) This was illustrated for the simple models in Chapter
III.

.•J _ 
• ~~•_ _ _ _ _ _ _ _ _
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simultaneously, merely treating the single origin as a

transfer point. ‘Many—to—one ’ systems are similar.

In [21], the existence of ‘a dvance  re ques t s ’, where

passengers request service some tine in advance , is regarded

as important. With our approach these demands are easy to

handle. If the ‘period’ of a bus is P — this is the tine

it takes for the bus to make a circuit of all its subregions

— the passenger can be promised collection during

[t 1, t1+P) for any suitable time t 1. Then , when the

region is entered , the passenger will be collected if this

can be during (t1, t 1+P], otherwise the collection is

deferred . Delivery by a certain time can similarl y be

guaranteed in advance.

There is a further important implication of the

decom position described in (i) above. The success of a

transportation system depends ultimately upon the

co—o peration of the bus—drivers , particularly if they have

t decision—making capabilities. Since each bus has certain

fixed demand—types assigned to it , it is poss ib le to measu re

the efficiency of individua l drivers. If each driver

travels as well as possible through his subregions , the

total system performance will be maximized . So , some

incentive might be given to the drivers that will encourage

them to perform well and , for example , to reduce the number

of unnecessary stops. Furthermore , since the drivers

communicate with the central scheduler only intermittently,
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the ‘big—brother ’ paranoia of continuously—watched drivers

is reduced.

L.~ Quantitative A.~nects .gj Desian

In Section 4.2 It was described how suggested schemes

can be investigated by quantifying their behaviour.

I n v est i g a t i o n s  such as t h e s e  are  l i m i t e d  by the  many

theoretical assumptions of Chapters II and III , since

inaccu racies are then produced In the resulting

measurements. In this section we discuss some of the more

important of tnese assumptions and investigate to what

extent they can be relaxed. We indicate how the

inaccuracies might be reduced by making adjustments in the

applied formulas.

_____ .I ~~ Demand Distribution

In deriving formulas measuring , for example , the

average flow—time for a suggested scheme (see Theorems 5 and

6) Theorem 1 is used to obtain the time spent by a bus in

each of its subregions. For this , it must be assumed that

the points which are visited in each subregion are drawn

froa a uniform probability distribution there: this was the

case in our previous analyses since the demand pairs were

• • ‘rand om ’.

_  

H
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ro babilit a tr ibuti on acco rding to wh ich pas s e nge r
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Suppose , now , tnat the points to be visited in a

subregior~ are not uniformly distributed , but arise according

to a probability density function , p, say. Then it has

been shown in [2] that the optimal tour—length Ln

satisfies

lim ~fl = b f p ~
”2dv a.e.

H

When p 1/a , we have the uniform distribution. Since

I p~~
’2dv .~~. 

I~ , nonuniformity of the distribution decreases

L~ . Consequently, the additional structure in the

nonuniform distribution can be used to advantage.

The expression above might be used to improve the

analyses when the distribution is nonuniform , and when all

origins and destinations are independent of one another.

The discretization imposed by simple tours will remain

useful , however. For , if the whole region is divided into

m subregions and if we approximate the distribution p to

be uniform within each subregton , then by making m large ,

the approximation can be made arbitrarily negligible.

Now , consider a bus visiting its subregions. What rule

( i . e .  element (iii)) should it use? It is not hard to see

tnat in order to minimize average flow—time the bus should

a lways ‘d o as much as possible ’ (compare with Lemma 5.1).

Tlw•. macsever  i t  enters a subregion it should always visit.. •.c~ point, as possible there. But , which subregion

~~~~~ i t  v i s i t ?  It , in each of its subregions

• , s. . II .,. a r e nj feas ible  points to be visited

IT.
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and if t hen T i (ni ) will be the time spent in each , choose

i so as to minimize T~~(nj)/nj. Even when the

arr ival—rate q of demands is large , it may be tne case

that the bus does not visit its subregions successively. In

gene ra l , the analytic calculation of average flow—times will

be more difficult than before , but will still be feasible.

Note that these remarks are not true if the origin and

destination in a demand pair are correlated.

Finally, it is in order to comment upon the stochastic

process by which demands arrive over time. We assumed a

constant arr ival—rate q, and th e analys is coul d be

extended for a Poisson process with mean q. In practice ,

q will change over time . This change will be relatively

slow — at certain times of the day alternative designs for

the decomposition and specialization might be selected , so

as to suit the changing operating conditions. It is

believed that a few discrete such changes should suffice in

practice.

4.~~ 2 ~~g Met ric

We have taken as the distance between any two points in

the city their euclidean separation — i.e. the length of

the straight line joining them . In reality, the distance

travelled by a bus is not as s imple .  If the actual dista nce

can be approximated by a constant multiple of the euolid.an

distance , the analysis of Chapters II and III remain s valid



(1) The measure of performance is distance travelled or
average f low—time .  The schemes have thus been found to be

• robus t , minimizing cri teria relevant both to the operator of
• 

~ 
the system and to the passengers.  We shall discuss these ,

:1 and other measures of performance , sub sequently.
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with very minor modifications.

Alternatively, the distance between two points x , y

may be better approximated by a multiple of the ‘Man hattan

metric ’, or L~ , given by

distat.oe(x ,y) = Ix 1— y 1~ + x~—y~i.

Again the results hold , this time with a different value of

the constant b [2].

More general metrics that take into consideration

indirect or faster roads , promise to be an order of

magnitude more difficult: for , there is then no result

• corresponding to Theorem 1.

4 .3 . .~ Azymntotic

Possibly the most glaring inadequacy of the approach is

that it is asymptotic in the number of passengers. The

expressions which are obtained are laws of large numbers ,

• and require that the number of passengers and their

arrival—rate q be large. To apply the formulas we would

ideally seek a ‘central limit’ result allowing us to

estimate the probable magnitude of the errors when q is

small , and to determine the size of q needed for reliable

estimates.

Sadly, a general result of this nature is not

avai lable .  A theoretical analysis is hard and results

depend , for example , upon the shape of the region. For P

p

~ 
k~~;
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a square , the best that it has oeen possible to do

analyt ically on the convergence of Theorem 1 , is to show

that~~~
E[L n] b./i + O (logn/n)

-

where E[L~ ) is the expected length of an opt imal t r a v e l ling

salesman tour for a ran d om instance of the problem of size

n. It m ight be hoped that the actual rate of convergence

is faster than this.

In this spirit , let us invest igate em pirically the

conve rgence of Theorem 1. We shall consider only points

which are distributed randomly in a unit square , and shall

seek to est im ate E[L~~] as a function of n. Comparing

E[L~~1 with b./’~ will yield an expected error in the

prediction. This error will enable us to bound , in a sense ,

• the error due to the asymptotic approximation in dynamic

versions of the problem as well.

The value of EtL~ ] was estimated for n=20 ,30,... as

follows . Random travelling salesman problems were generated

by scattering n points on the unit square (x and y

coordinates were generated uniformly and independently). A

number of instances of each problem size a were solved~
6
~ .

(5) This can be derived in the manner of Beardwood ’s Lemma
6.

(6) It should be remarked that a s imilar  experiment was
performed by Christofides and Eilon 14j ; howev er , details of
their numerical results and the algorithms used were not
provided .



are given in (12 ,3]. In this way, the calculation of tours

is decentralized — it reduces to a number of small discrete
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The algorithm used was a heuristic of Lin and icernighan

(12]: it uses modest computation time and has been found to

‘practically guarantee optimality ’. For n large the

computation time was still high , however , an d f ewer  pro blems

were sampled. The results obtained are tabulated in Figure

11. 1. From these , we est imate  th e va lue  of b to be abou t

.765; Figure 4.2 compares the empirical expected

tour— len gth with the value of .765.J~. In Figure 4.3 we

p lot E [L n]/J~ versus n, indicating how it converges to

.765. The curve .7b5 + 4/n is given for comparison : it

seems clear that E (Ln]/./~ converges at a faster rate than

0(1/n).

It is interesting to note that for every random

problem—instance tried , with b = .765,

bJ~ .~~ 
L~ .

So , with high probability the tour—length predicted by

Theorem 1 is less than the actual value. Indeed , from

Figure 4.3,

b/~ .j E(Ln] .j b./~ + 4/n (4.1)

This yields a rairly close bound on the magnitude of the

error implicit in Theorem 1.

Now let us obtain an estimate of the convergence rate

for a bus problem — we are interested primarily in the

dynamic vers ion. In evaluating the perform ance of a scheme •

the time spent by a bus in each of its subregions is

estimated , so we can utilize the results above. We consider

~~~~~ A~-•
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• de nsity ’ (i.e. the number of feasible points per unit area )

— see Section 4 3 (1)
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only a very simple problem : a single bus is serving a

region of unit area and visits a subregions successively.

Each subregion is a square with area 1/a , and the sys tem

is in steady— state.

Let q be the arrival—rate of demands , and let E[P q]

be the expected period — i.e. the tine for the bus to visit

all a subregions. In Equation (3.4) we predicted that

EIP~~) woul d behave asymptotically as 2b2q. We now ask

the follow ing simplified question: can we bound the

relative error in this prediction by a function of q. That

is , seek a bound to

error E(P 0] — 2b2q (4.2)

2 b2 q

Let us ma ke another simplifying assumption. Suppose

that , as the bus travels through its subregions , it visits

the same number of points , n , in each~
7
~~. Then , the

expected time spent in each subregion is E[L~~]./17i, and

the expecte d period is E(P~~] = mE(L n]./T7~ . Dur ing a

period , mn points are visited ,

i.e. q z ___________ (4 .3 )

2E[L53/171

(7) This assumption drastically simplifies the analysis.
The number of points to be visited in each subregion is
really random and we get

Expected time in a subregion ~ pq (n)E(L n)117 3
n~0

where pq (n) is the probability that there are n points
in the subregion when the arrival—rate is q. (Note that •
th ere is a correla ti on b etween the number of points n • . . •~

visited in successive subregions: there will be sequences
of large a and sequences of low n.)
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From (4.2),

error = — b2n/E[L.~)

b2n/ELL~ ]

Using (4 .1) ,

er ror  •�. (b,/i + ‘4 / n ) 2 
— b2n

b2n

= 8bJ~ + lb/n
b2n2

With b z .765, the relative error given by (4.2) is less

than 12% when n , the number of points visited in each

subregion , is 20; it is less than 7% wnen n is 30;

and it is less than 5% when n is 35. For any  a ,

(4.3) determines the corresponding arrival—rate , q.

4.~~.4 Additional Uncertainties

The following are a few additional issues (mainly

J 

related to stochastic variations) that we have neglected and

that we now wish to note.

(1) The speed of a bus is not constant as has been

assu med. The travel—time between two points is uncertain

and is subject to traffic and road conditions.

• (ii) Delay, that occur when a stop is made have been

neglected. £ bus may have to wait for a passenger to appear

and for his impedimenta to be loaded. Similar delays occur

for alighting passengers.

(iii) A bus is also deta ined at transfer points. The time
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taken is not instantaneous , but is a function of the number

of passengers who transfer. Indeed , if buses are to meet at

transfer points as was required in Chapters II and III,

waits are inevitable.

liv) From a passenger ’s viewpoint , the time spent on a

line—haul bus (including his wait) may be appreciable. In

our asymptotic analysis these , as wel l as the time ta ken for

a bus to travel a fixed bounded distance were neglected .

(v) Consiuer a bus travelling a circuit around its

subregions. In Chapter III we calculated the equilibrium

value of the average flow—time . If, now , the bus is

delayed , additional passengers still arrive , and the time

spent in the following subregions will be longer than

anticipated So, the delay will persist and the equilibrium

will only be re—achieved gradually.

Because of these assum ptions , t here will be yet f u r t her

errors in the derived formulas. However , it is believed

that many of them could be taken into account in a practical

analysis. For example , studies of urban traffic behaviour

• might be used to more fully understand the travel—times; and

we might be able to estimate the time spent by passengers on

• 
• the line—haul system . Then , the tools which we have

propo sed could be further sharpened and calibrated.
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y
Finally, a more sophisticated technique for the

detailed operational control — one that will take into

considerat ion the random fluctuations — can be suggested.

Consider specifying in advance a schedule of tines for the

buses to be at transfer points. Then , if a bus is running

late , it can improve its speed by selecting carefully which

of its passengers it should collect: some passengers remain

uncollected until the bus (or the next suitable bus)

• re— enters their subregion. This feature would require

additional machinery if it is to be analysed . A measure of

the ‘state ’ of each bus would have to be cefined , and it

would be nontrivial to determine the schedule in advance —

certain ‘slac k ’ would be required to allow for random

• disturbances . The schedule would have to be ‘stable ’ with

• respect to reasonable perturbations and ‘flexible ’, so that

changes can easily be made if things go awry. To study

J 

these topics would require new methods of some ‘stochastic

scheduling theory ’.

j,~ ~ Examnle

Let us suppose that we have a city, H , in which we

want to cons truct a dial— s— ride transportation system. This

city is essentially composed of two distinct regions as

shown in Figure 4.4 — downtown , Rd, with area ad, and

su bur bs , B1, with total a r ea a a .  There is already an

efficient public transportation system operating in 
~~~ •.~
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commun icate with the central scheduler only intermittently,
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R~ 
_____

Figure 4.4 An example : the city

For most  of the day there is heavy t r a f f ic trave l ling

between H5 and Rd in both directions. The dial— a— ride

scheme is to be designed for this scenario.

Suppose we can approximate the distribution of demands

• that a x e to be served by our system by the following. Any

particular demand pair (o,d )  is of the form (R,,Rd) with

probability p/2 , pe (0,1); it i~ of the form (Rd,Rs) with

probability p/2; and it is of the form (R ,,R5) with

probability (1—p ). This distribution , then , i~ nonuniform .

The system is not required to serve demands (R d,Rd ).

Fur ther , the value of p is large , i.e. fairly close to

unity.

As remarked , the approach which we wish to adopt is one

in which B is decomposed into subregions and in which

buses special ize.  The theory of Chapters II and III has not

~~
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‘random ’ .
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given a general meth000logical procedure for designing this

decomposition when demands are nonuniform , but the following

could well be reasonable for the present example.

In order to discourage persons who travel between H5

an d R d from using tneir private venicles , let us provide

them with attractive transportation , say a transfer—free

service. We describe first a scheme for only these

(R s, R d) and (Rd,R5) demands. Consider a division of

H3 into k regions , r l,...rk, each of area a5/k , for

an integer k. It might be desirable to have natura l

divisions here , described by boundaries of suburbs , roads

an d so on. This is depicted in Figure 4.5.

Figure 4.5 Portition of suburbs, R,

Now allocate a bus b j  to the  region r i ,  for

iz i , .  . . k ;  bus bj will serve passengers with origin or

destination in rj and will travel also in R d . Each bus

L



162 HARVARD UNIV CAMBRIDGE MASS DIV cc ENSIPEEPINB *110 —ETC F/S 12/2SCICD4JLINS 01*1.—A—RIDE TRANSPORrATION SYSTEMS : AN ASYMPTOTI C AP —— ET CCU )SEP 77 0 M STEIN N0001N—75 C.O6flUNCLASSIFIED 11—670 Nt

‘.1 , __ fl u .
1

•

I p ~JI



will travel a ‘simple tour ’ (see Section 2.2.2), so

subdivide rj, i:1 ,...k and Rd further , into

subregions each. Bus bi trave ls a route as shown in

Figure i .6. It makes a circuit around its 2m subregions ,

visiting them successively. If it enters a subregion rj,j

at a time t , it visits there all possible points that are

feasible at t. These are the origins of demands that have

arisen during the time since rj,j was last entered , and

all destinations in rj,j of passengers who are already

aboard bj. The tour in ri ,j is an optimal travelling

salesman tour , and can be calculated at t. If the number

of points to be visited in rj,j is small , the driver might

easily be able to choose his best tour . Otherwise , there

might be a minicomputer aboard that calculates the tour for

him . Efficient approximation algorithms that might be used

for this are those in (12,3).

Figure 4.6 Route token by a single bus in o region

~‘ 
.
~~~~

- .
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The buses communicate with a central computer (or

scheduler) that informs them of the points to be visited in

tneir subregions. This computer monitors all demands and

assigns them to the buses; the assignment decisions are

trivial — no long or hard search is needed.

With k regions of B3 and k buses , each travelling

at unit speed , the asymptotic equiLibrium average flow—time

for the (R d,R 3) and (
~~s,~ d) demands in the above scheme ,

can be calculated using the techniques developed in Chapter

III as follows . Consider the route of a particular bus.

Let 0 be its period , the time for it to make a circuit of

its 2m subregions~
8
~~. Let 0d be the time spent in each

subregion of Rd, and let 0~ be the time spent i~ each

subregion of rj. Then ,

O m05 + med

During 0, there arrive 2pqO/k points that are to be

served by this bus , i.e. pqe/k. in each subregion. Thus ,

by Theorem 1 ,

z bj2..9.!~~~
,j k J .

s b~pj !f~j  (4.7)
J k Jkm

Prom (4.5), (4.6) and (4.7),

0 b2Pg{/j~~+ J
~~]2

j  As in th. proo f of Theorem 5 we get tnat the average

(8) Note that we are being rather loose hers . Tnese are the
equilibrium values of 0 when q is large ; th. equations
to follow hold asymptotically, with probability 1.
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flow—time of tnese passengers is

Fq - 

b2P~ [J~~ 
+ 
J!~]2

(1+1/2m) (4.6)

for q large. This approximation to the value of Fq

should not be taken too literally: some of its limitations

are discussed in Section 4.3.

Various other similar schemes might also be suggested

for serving the (R s,Rd ) and (B d,fis) demands. Suppose

that the number of buses is increased . Then , the average

flow—time will be minimized if we increase also the number

of regions of B5, and retain a single bus in each.

However , it might also be desirable to have more than one

bus in each region ri. For example , two buses travelling

through the subregions as shown in Figure 4.7 would provide

a more equitable service to passengers (i.e. e

variance of travel—time ) arid a lower value of the ma ~um

flow— time . Tnis scheme is also more reliable: if a bus

brea ks down , its passengers can still be collected by the

otner bus . These are all considerations that are important

in practice.

Having described how passengers travelling between Rd

and B5 might be served , we now turn to suburban d eman d s ,

of the form (R5,R5). In general we have seen that a

servios with transfers will yiel d an average flow—ti me that

is better than that with . a transfer—free servic. . So ,

consider a scheme with transfers.
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Figure 4.7 Route token by a pair of buses in a
region

With j buses , partition B5 into .1 regions

ri,.. .rj as was done before , and assign a bus to each.

Also specify a transfer point in each region and a route for

a line—haul bus , travell ing between these transfer points ,

in the manner of the ‘Michigan Scheme ’, as described in

Section 1.1. This line—haul bus will play the role of a

transfer point: the distance which it travels is

asymptotically negl igible , and it is clearly not alwa ys

practic al to have all regional buses meeting at the same

transfer point as was required in Alg orithm 3. For our

example , this is sketched in Figure 4 .8.

Once more , subdivide the regions rj; the regional

buses perform simple tours in their subregions in the same

manner as those before , visiting the transfer point each

period . The previous remarks on the numbsr of buses in each
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line-haul
route

Figure 4.8 Decomposition for suburban demands

region are again pertinent.

If there are j reg.Lonal buses and j regions , with

m subregions each , the asymptotic average flow—time can be

calculated from Theorem 6 (set k:j; h=1) to be

Fq - .i~ 2.a’ [3 
+ .1 — .1(1_i/n)] + Qi ( 4 . 9 )

Here , Q1 is the average time spent by a passenger on a

f i x e d — r o u t e  bus — it depends  for  example  upon the  number  of

these buses and upon the ac tua l  route t aken .

This scheme corresponds  to a s ingle  t r a n s f e r  per

period . It is possible to obtain fu r t her imp rovemen t in

averag, f low—time by hav ing ,  say, two t r ans fe r s  per period .

Then , we need 2 j  regions of B 5, wi th  each bus assigned

to two of them , and a t r ans fe r  point  in each.  A bus v is i ts

its two regions a ]ternati ngly, performing a tour through the

sub regions in eac h , and visiting the transfer point

;~~‘~ 
.
~~~
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thereafter (in the manner of the tour T
~ ,m 

of Algorithm

6 ) .  The a s y m p t o t i c  ave rage  f l o w — t i m e  can be c a l cu l a t ed  as

b e f o r e  to be

F q - 
!~~_ i .Pj9!.~, [2. 5 ..J.- — .~]_ ( 1_ 1 / m)] +

W i t h  t h i s  approach , then , it is possible to calculate

t he  a s y m p t o t i c  f l o w — t i m e  and o the r  p e r f o r m a n c e  c r i t e r i a  for

var ious su gges ted schemes as in (4 . 8 )  and (4 .9 ) .  It is

indicated in Section 4.3 how adjustments in these  fo rmulas

might be made to reduce their error. Then , a parametric

s tudy  can be made to ana lyse  the behav iour  of a l t e r n a t i v e

system des igns .  For examp le , given a fixed number of buses ,

determine how they  should be aJ i oc a t e d  between the suburban

and c en t r a l  subsys tems .  Or , ca lcu la t e  the  possible  gain in

f l o w — t i m e  if the  number  of buses is increased or if there

are more t r a n s f e r s  on the  suburban  s u b s y s t e m .  Dif f e r e n t

schemes w i t h  a l t e r n a t i v e  decompos i t ion  of the  area  might

also be s tudied , an d other per formance cr iter ia  suc h as the

average w a i t i n g— t i m e  or maximum t r a v e l — t i m e  mi gh t  be

inves t iga ted .  This can all be done analytically, avoiding

the need for complex simulations.

4

~ 

,
~j
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CONCLUSION

Our first aim in this report has been towards the

development of dial— a— ride scheduling algorithms. We have

attempted an analysis of the problem at its most fundamental

level , i.e. to question what design approach should be

taken. In our study we have viewed the system

macroscopically — by considering the statistics of the

a r r i v i n g  demands , we have  a n a l y s e d  p r o b a b i l i a t i c al ly  the

combinatorial aspects of the problem for suitable

mathematical models. This has led to a d e r i v a t i o n  of a

class of a l g o r i t h m s  (or , s c h e m e s)  for whi ch pe r f o r m a n c e  can

easily be evaluated , and hence to an a pp roac h towar d s the

design of dial—a—ride systems.

The proposed approach , then , is justifiable in a

mathematical sense. The justification is with respect to

simple criteria that are pertinent both to the operator of

the system and to the passengers. The mathematical sense is

asympto t i c  and p r o b a b i l i s t i c , and wi l l  be d iscussed  sho r t l y .

From a prac t i ca l  v i e w p o i n t , the  design approach has

many attractive features. Most important is that the

schemes have a decomposed , modular  nature . This y ie lds  a

remarkable simplicity at many levels. Computational

:~~~ 

. 
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requirements are kept low: no long searches  a re  needed , and

tou r s  fo r  t h e  buses  are  c a l c u l a t e d  at d i s c r e t e  i n s t a n t s  of

time in a decentralized fashion. The systems are simple and

easy to visualize: passengers should understand their basic

operation and anticipate the type of service to be provided.

It is possible too to provide incentives for the

bus—drivers: if each driver performs as well as he is able ,

good performance for the whole system will result.

A further feature is that a tool for design has been

provided. It is possible to calculate analytically the

dynamic behaviour of each bus , and hence to measure the

performance of a suggested scheme in terms of the parameters

(e.g. the number of buses , the size of the region , the

number of transfer points , and so on). One can thus choose

parametric values ‘optimall y’ an d can evalua te an d com par e

al ternative schemes .

As remar ked , we have concerne d ourse lve s wit h th e

fundamentals of algorithmic design. Therefore , we have had

to avoid operational details — there are very many practical

aspects which we have barely, if at all , touched upon . So,

there is scope for much additional work. Further ana ly t i c

work could focus upon a specific methodology for choosing a

decomposition of the region and a spec ia l i za t ion  of the

buses in subregions , particularly when the demand is

nonuniform . W~ have but indicated (in Chapter IV) how the

design tool might be sharpened and calibrated if stochastic
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disturbances , low demand rates and additional travel—times

are considered . A computer simulation might be used to

develop these methods. A final validation of the approach

would be in a real implementation: the schemes do appear

promising since a related system at Ann Arbor , Michigan , has

been successful.

The approach has been justified via the mathematical

models of Chapters II and I I I .  This brings us to the second

concern of our report: Scheduling Theory as studied in

Operati lesearch .

..e start , we wished to question the asymptotic

approach to combinatorial optimization suggested by Karp

(93. Kar p ’s approach has permitted a global view of the

pro blem: when a new d eman d ar ises th ere is no nee d for a

large combinatorial manipulation of the existing solution ,

and a small adjustment suffices. It yields simple ,

decentralized algorithms that are efficient (in terms of

computational requirements) and yet are nontrivial.

Optimality can be essentially guaranteed when the problem

size is very large. When the problem size is small , the

theory is no longer valid , but the resulting algorithms are

nonetheless re levan t .  Thus , we are led to claim tha t  Karp ’ s

approach does appear  to have prac t ica l  wor th .

In applying [9] to our transportation problem we have

generalized a result of Beardwood et. al (2]. It is

tempting to conjecture that similar generalizations ,

1~
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yielding interesting practical algorithms , night be possible

for other travelling salesman—like problems that abound in

Operations Research.

Traditionally, scheduling has been regarded as a

combinatorial problem . This emphasis has produced largely

intractable problem formulations and , except for some

special cases (see Conway et. al. [6]), few insights. Our

study has essentially avoided combinatorics. It is believed

that many of the features we have obtained are more

generally relevant to scheduling applications. Particularly

when there are stochastic disturbances (as is the case in

most large real problems) it is felt that combinatorial

aspec t s  can be d i s s i p a t e d  in a f a i r l y  s i m p l e  w a y ,  by

decomposing and disoretizing the problem suitably. Then ,

other effects predominate: these are problems of

coordination and of designing the schedule in advance. The

schedule  shou ld  be ‘s tab le ’ w i t h  r e spec t  to r e a s o n a b l e

disturbances and should be ‘flexible ’ so that changes can

easily be made when required . Phenomena such as these are

not well understood within the present framework of

Schedu l ing  Theory .



APPENDIX I.Q CHAPTER .1.1

This appendix is a collection of detailed proofs of the

assertions in Chapter II. All notation and terminology is

as described there. For the most part the results are

proved rigorously ; for the sake of clarity in Proposition

3 .2  we do revert to a more informal presentation.

First we make some preliminary notational remarks , and

restate the law of large numbers and Beardwood’s resu lt for

com pleteness.

Preliminary Remarks

Throughout the appendix we shall be dealing with random

variables. We must explicitly identify the underlying

probability space and describe our notation.

Let w z ((oi, d 1),(o2,d2), ..) be a countable sequence

of pairs of points in the planar region B. Let

* ((oi, d i),...(o n , dn )J be the first n pairs of w.

The set W of all sequences w is the sample space. It we

regard w as a sequence of ‘random ’ pairs , each element of

(o 1, d i , o2 , d2 , o3, d3 , . .j  being i n d e p e n d e n t l y  and u n i f o r m l y

drawn from the points in B, then we have a probability

space. Random variables are all def ined on this space. The

-105-
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set of ‘problem instances ’ of size n is {w n ,  wew).

For example , Y~~(w) is the length of the optimal bus

tour through the first n points of wCW , and Y~ (’) is a

random variable. If X~ (), n= 1 ,2,... are random variables

then ].jmsup X~~(~~) and liminf X~~(~~) are well defined
n+~

random variables. If X and Y are random variables ,

means X(w).�Y(w) for all yew; X.IY almost

everywhere a.e.) means PrtX(w)~ Y (w)] = 1.

For clarity, in what follows , we shall omi t explicit

mention of the sample space and the parameterizat ion on the

w ’ s.

Kolmoaorov ’s StronE JJ~ .~j 1.ar~~e Numbers f 141

Let ( X j, i:1 ,2 ,. ..} be a sequence of independent

identically distributed random variables , such that

E (X 1)<~~. Then

n
.1. £ Xj converges almost everywhere
fl j:1

and

n
lim ~ ~ X i = E (X1 ) a.e.
n-*~~ n izi

I,
I
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Li. I~~ Travellina Salesman Problem

Theorem .1 (Beardwood et. al. [2))

Let B be a planar Lebesgue set with area a>O and

le t Ln be the length of the shortest path through n

points which are uniformly and independently distributed in

B. There exists an absolute constant b , independent of

the problem instance and of the shape of B such that

Urn ~~ = bIi a lmost  e v e r y w h e re  ( a . e . )

Let us prove an easy initial lemma that will be

required in many proofs to follow: If the number of points

in a certain subregion is random , we can replace this random

number by its asymptotic value in Beardwood’ s formu la.

Lemma j ..~~
Consider a particular region of area a in which there

are p~ p o in t s ;  Pn is a random v a r i a b l e  s a t i s f y i n g  for

som e cons tan t  g ,

J _____ 

u r n  .~.n g a.e. (A1.0)

Let h~ be the  l eng th  of an optimal travelling sale sman

tour  on these  Pn po in t s .  Then ,

iii !n = b,/j ./i S . C .

Proof

By Theorem 

h 

have

lim ~~ s b./~ s. c. ( A 1 . i )
~~~~~ 1~~~~
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4 By (A1.O),

lim = 4 a . e .  ( A 1 . 2 )
n9~~ n

Let any C>O be given. Let = m a x {C / 3 , C/3 b ,/ i)  and

c 2 = m a x ( e / 3 , C / 3 ,/ j }.  From ( A 1 . 2 )  we have that there exists

N 1 such that for n�.N i ,

(ij~ c
1 ),/~ .~~ ~~~~~~~ .1 ( ./j+ c.~)./~ a.e.

From (A i .1), there exists N 2 such that for n.�~N2,

(b ,/— c2)i~~ < hn < (bIi+c2)J~~ a.e.

Thus , for n �~ 
m a x {N 1, N 2 ) ,

(b.J i _ C
2

) ( J ~ _ c
1

) < ~ < (b./i+c2)(./j+
C
1 ) a.e.

i.e. b./~./j - C < b./L/j + c a.e.
[)

and the result follows .

~~~~~ Static Sinale-Bus Problem

Observation .a.~
The single—bus static problem is NP— complete.

Proof (See Aho (1] for the notation.)

It is easy to see that the bus problem is in NP.

Given an instance of the TSP of size n , we can

transform it in polynomial time into an instance of the bus

problem of size n as fol lows . Let the g iven  n po in t s  be

or igins ( 0 1 , . . . 0 n ,  and let all have as common destination

a point p, a distance of at least D~. from every origin ,

where D is a v.ry large real number and A is the
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m ax ( H o j—o j IJ , I,j=1 ,...n). For D large enou gh , an optimal

bus tour will visit all origins first , and only then visit

p. Clearly, the subtour visiting all origins is an optimal

open travelling salesman tour . (3

For the proof of Lemmas 2.2 and 2.3 we require an easy

preliminary lemma.

Lemma L..1

2m
1 ~~IT *

1*1

Proof

y
3 -

y=/x +1

Figure A2.1 Diagram for Lemma 2.1
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From Figure A2. 1 ,

2rn 2m 2m
fI~~dx � £ ,1T .~ fI~~T dx0 i=1 0

i.e. 1 r~( 2m ) 3121 .~~ ~ 
2rn 

~ r z ( 2m+1 )312—~m312L3 J rn 3”~ 
~~~~~ n312L3 3

2 2m /2i.e. .~~ . 2~~’~ .�. 1 ~ iT .j £ (2+1/m)~ — 2

m 3’~
’2 i=1 3m 3”2

2m
i.e. ~~~ .~~ 1 ~ IT ,~~ ~~~~~ + 0(1/.)

1=1 3 (3

Lemma LI

limsup Li .j ~j./~b./i a.e.
n-*~ ,/~~ 3

Proof

Consider the feasible bus tour T~ given by Algorithm

Let 
~~ 

be

’ 

the number of origins in each region

di be the number of destinations in rj that are

visited on the first passage (with origins In

regions ri,r2,...ri_1)

dj be the number of destinations in ri that are

visited on the second passage through the regions.

Let s
~ 

be the length of the shortest tour through the

j+dj points in ri visited on the first passage , and

5~ be the length of the  shortes t  tour  t h rough  the

points visited on the second passage — these are random

var iables.

H
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If ~~ is the length of the optimal bus tour then

m
1n ~~ 

+ + 2~A (B) (A2.1)
i= 1 i= 1

where .A(R) is the diameter of B (so ~A (R ) / . /~ 3 0 as

Now , the law of large numbers yields , as n+~~

2.1.. —* .1. a.e.

-~ 
~i - 1)

n

and 
~~~ —4 m—i+1 a.e.

Thus , by Theorem 1 and Lemma 1.0 ,

lim 51 + Sj = b i. + (i~JJ ~~ + b m-j +1 a.e.
n+~ I~ m .~ jm 

~~~ Jm

bJi (/m—1+i + .Im—i+1) a.e.
~3/2

Hence ,

2 2m
lii J.,. ( 

~~ 
s~, + ~ s13 = b./~ ( £ 11 + ii — ../~

‘m] a.e.n+cn ./ 1*1 i=1 p3/2 i:1

Inequality (A2.1) now yields

2m
linsup !.~ .~ bJI C ~~ I T)  + bC1-I!) /1
n+

~~ 
./~ ~3/2 i*1

This hold s for arbitr ary m , so we can let m4~i, an d we
obtain by Lemma 2.1 ,

limsup Li .j ~.I!b/i

J 
n+~~ I~ 3 (]
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Lemma 
~~~~

liminf ~~ ~ )j./~b,/~ a.e.
n-*~~ ~~~ 3

Proof

First , som e notation. In any problem instance , let

°n be the set of n origins and D~ be the set of n

destinations. Let T0 be any optimal tour (which has

length Yb ). By this we mean that T~ is that connected

subset of B which is traversed in visiting °n U Dn. A

tour segment through P (where P ~ T~ ) is the minimal

connec ted su b se t of T~ that contains P.

The optim~al tour T~ induces a feasible ordering on

the points of O~ U D5. Let us label the origins in O~

such that

i<j < x > 01 proceeds oj on the tour T~ .

Let dj be the destination corresponding to 01.

Let m be any integer , .>1. We partition B Into

m L.ebesgue subregions , each of area a/rn.

I Let (T 0)
1 be the tour segment through

(O1~ O2~~ ••O (n/a3 }
~ 

where (n/rn] Is t he sma lles t integer

larger than n/a. (The segment (T0)~ possibly visits some

I destinations en—route.) Similarly, let (T n)~ be the tour

j segment through 1°((j—1)n/m)+1’” ° jn/m~~~ 
There exist

I partitions of B into rn Lebesgue subregions ~1’...ãm

i .  J each with area a/rn and bounded perimeter (length of

1 boundary ) such that the origins in are precisely those

in (T~)~~, for 3.1,... .. Let A 1,...A1 form a partition

~~ I
~~~~~~~~~~ 1

~ ~., ._,I
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of B drawn at random from the space of such partitions f1
~~.

We can assume that the origins in Aj are uniformly

distributed there.

Let us define ~r each subregion A j, j=1 ,2,. ..m ,

~nj 
num ber ~~ .rigine in A j z (n/rn] or tn/m]+1

dnj = number of destinations in A j

d~ j : number of destinations in A j which also belong

to {d 1, d2,.. ~
d Enj/m]) — i.e. destinations in

A j whose corresponding origins are in

L i U A2 U ... U Aj.

(1) An example of suitable A j, j:1,...m , is provided by

the fo l lowing .

Le t Bj, i:1,. ..n, be a ball around o~ with radius

£< 1 / n 2 and w i th  Bi ~ B j  = 0 for Ui. That is ,

c < min (1/n2, min (Hoj—ojH/2, i,j= 1 ,...n, Uj})

and Bj s B Cl tx , IIx—oj II<~), isl ,...n.
m

Now p a r t i t i o n  B— U Bj  r a n d o m l y  i n to  m equal  regions
iz i

Xj, j.1,...m , suc h tha t each X j is a Lebesgue set with

perimeter less than a fixed , suitably large number , K.

Finall y , le t Aj be X j together  with the balls

around the origins in (T~ )
3, i.e.

• Xj U B((j_1)n/a]+l U U

The perimeter of A j is less than

K • n.2I/n~ * K + 2w/n

(This is a bounded functio n of n , as is to be required in

( A 2 . 6 a ) . )
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-
“dnj = number  of d e s t i n a t i o n s  in A j  Cl (T0) — i.e.

d e s t i n a t i o n s  w h i c h  a re  v i s i t e d  by the  segment

CT 0)3 in A j.

Note that d~ j .�. d~ j.

Since the regions A j were randomly selected , and the

destinations were uniformly distributed over B , the random

variables dnj and d~ j satisfy, by the law of large

num ber s,

—4 .j. a • e • as n+w
n

—+ J.. a • e • as n+a

Also , —+ .1. as n3ci,
n m

Thus , given any £>0 , there exists N 1 >0 such that ,

for n.�.N 1,

- C < — •]~ 
< C a . e .  ( A 2 . 2 )

O m

— C < — j  < C a.e. (A2.3)
n a2

and — c < .~~1 — .~ 
< C (A2.1l)

o m

Now , the tour within A j, viz. T0 Cl A j, cons ists of

one or more connected pieces. Discard any such piece which

does no t contain a poin t  of ~~ U D~~. The c losure  of any

surviving piece will be called a 3—piece. The set of

3—pieces can be partitioned into two parts (see Figure

£ 2 . 2 ) :

are those that belong to CT0)
3

j(2)_pi eo e s are the remainder.
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+ + o( 
d

d 0 \\
0 ‘ ‘ 

0 f d

/ d
.
‘-~ .,

0
d

___ ~~~ d
d + *I~++.hd ~-....subregion A j ,

with area a/rn

Figure A2.2 The Tour

Port of the optimal tour ~~ is shown. The arrows indicate the
direction traversed.

jW~pieces ore shown 
j~
2
~-pieces are shown + + +  + + +

(Ta ) ” - segment is the - — — — and — path.

Thus , the j~~
1)_pieces contain all 

~~j origins in A j as

well as the d~j destinations . The j~
2
~ — pieoes contain

— d~j destinations.

Let ~~~~ be the length of the i
(1)_ pieces

•~
2) 

be the length of the j(2)_pieoee.

Clearly,

a
Tn .�. ~~ (~~(1) + ~(2 ) ) (*2.5)

3.1

Let ~~~1) be t he length of an optimal travell ing

salesman tour through the + d~ j points of the

A~I ___________________________
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i
(1)_ pieces.

Let ~~(2) be the length of an optimal travelling

salesman tour through the d03 — d~ j points of the

.j~
2
~ —piece s.

For k= 1 ,2, Beardwood et. al. (their Lemma 2) have

shown that there exists a such that

~~ k)
3 —+ 0 as n-*~ (A2.6a)

satisfying

~ 5(k) + .A~~
c) (*2.6)

This is obtained by constructing a feasible travelling

sa lesman tour  t h rough  the  po in t s  of the  j~~~~— p i e ces , ea ch

traversed just once , together with a part of the double

circuit of the boundary of A j. (An example is diagrammed

in Figure A2 .3.~)

Now , there exists an N2 such that , for all n.�.N2,

(k)
o < ____ .E for kzi ,2; j=1 ,2,...m . (A2.7)

m

By Theorem 1 , for n>N 2,

eM )
b [ - E ______________ a.e. (*2.8)
J m m ,— —~ ~1/2~Onj +

and __ 
•(2)

b I A — C 53 s.c.
J a a ., 1/2

— d0ji

Pro . ( *2 . 8 ) , ( A 2 . 9 ) , ( *2 . 2 )  and (A 2 . ~~) ,  we get for

n>N aax (N 1,N 2J ,
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--I
+1

.4..-a-- ±tt~.~’

t
d

~~~
— ~~~~~~~~~~~~~~~~ - - J

Figure A2 .3 The Tour T — ( i i )

j~
2
~— pieces ore show n + + + + + +

The tour — — — — — is an upper bound to the length ~~~~ ~~~
.
,

optimal travelling salesman tour through the destinations
in the j~~- pieces .

+ ~.(2) ~ bJ~~[n i  + d ~j]~
’
~
2 

• bJi[~
0i;  ~~II ] 1/2

— !10n3 + d031 — ~1dnj d031 S .C .

J tm~. J,
~ b (~~f~

—ne.d j1~
”2 + b [ 1.a_ n C_ d

~j1’’2
J 4~1. J

- L1~.2nc,~~1L~
2 

- £1.~ .En]~~
”2 s e .

a J  ILa J
It is true in general that , for any a>b>y>O ,

argmin (J~~i * • y
xe (O ,y]

So , since d 3 e (O ,d~ 3], and with (*2.3) we have

4 .
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+ ~.(2) 2. bJ [.~
—OE+d ii]

””2 + 
bJ

[n_nc_d ~ i]
’”2

- £r~+
2nc+n4V’2 — .~1.n~ n 1’”2 a.e.

mLrn m’J mLm J ( A 2 . 9 a )

2 bJ~ [n_
2nC+J1~

]

”2 + bfi[n~ +

— £f~.2nC+~~1
’”2 - ~1.n+ € n 1’’2 a .e.

mLm m J  mLm J

From (A2.5),

Li 2. b [ J.,. ~~ (Ii~~~ + I i~~ ) - .!
,Jm m~ 3 1  m j = l L m  m 2J

- c
[1+

C]’”2 a . e .

But , C is arbitrary, and the coefficients of C are

bounded above , so

m
lia inf  Li 2. b./i ~~ ~~~~~~~~ + ./i~3) a.e.
~~~~~ “s rn3”~ 

3= 1

2.
= bIi I 1

L.312 3:1
This holds for any m. Thus , by Lemma 2.1 ,

lirninf Li 2. ~ /~bII a.e.
3 ()

I
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L.3 Static Multinle-Bus Prob lems

Lemma .3.,J.

lim !LA = c.1~ a.e.
n9~ ./ ~

Proof 
-k kDefine the random variables c and ~ as follows.

k k
c = limsup !~

k k
= liminf !,~n+~ IE

Note  f i r s t  t h a t  it is f e a si b l e  to have  k — i  buses  id le

and to use only one. Thus ,

z~ .� r~
( Y~ is as in Theorem 2 . )

Hence , ~k 
~ c a c .  by Theorem 2.

We now show that c ~. a.e.

With the fact that ~ ~k, we shall have the required

resu l t

De fine for 1.0 ,1 ,2,... a u x il l i a r y  p r o b l e m s  as

follows.

‘Problem j~.: Let Y~ (i) be the minimal total distance

travelled by k buses through n random demand pairs ,

allowing j~ most i t r an s f e r s  of passengers  — Y~ (i) is a

random var iable .
k .~~Let liasup T~~( i )  ~ ~ (1)

liainf T~ (i)

Now , for i.O ,1 ,2,... , we have

AP~~~
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Y~ (i) 2. Y~ (i+1)

and

Y~~(i) 2 Y~~.

So,

~ k ( i )  2. ~ k ( i + l )

and also

2. ~k for all 1.

Thus , the {.g~~(i), i=0 i ,2,.. .1 form a monotonically

decreasing sequence in 1 , bounded ,~,pelow by ~~~ Thus ,

lim .~~(I) 
‘~ ‘ ~k exists , with ~~1C 2.

It  is shown in the Lemma 3.1 .1 below that

= ~k (A2.10)

For any fixed I, consider the optimal tour—length

T~ (i) — a random variable. It is possible to justify —
J see Lemma 3.1.2 below — that

+ (i+1)(k—1)~A 2. (A2.i1 )

where is the optimal distance travelled by a single

bus , and ~A is the diameter of the region B.

Dividing (A2.11) by ~~ and letting n3~~ we obtain

by Theorem 2 t h a t

2. c a.e.

This holds for any I; thus ,

2. c s.c.

and , b y (*2.10),

2 c s.c.

- 
~~~~~ This proves the result , module the two lemmas.

_ _
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Lemma I.~1 .1

We need to show that = ~k Suppose to the contrary

that > ~k at some wew . Let c — ~k > 0. Now ,

there exists an I such that for i.�.I,

— C/6 < .~
k(i)

A lso , since

£
k(j) = liminf _____

n+~

there exists N such that for all n�.N ,
C (j )  2. ~k(~~) — C

6

— see Boyden 120 , page 37].

Thus , for 12.1 and n2.N,

Y~~(i) 2. ~k -
3

= k 
+ aC (*2.12)

3

Since
k kliminf ~fl 

:
n+~ ,/~

there exists an h>N such that

< ~k ~ (A2.13)
3

— again , see Royden (20 , page 37].

But is the length of an optimal tour on h

demands. This tour can have only a finite number of

transfers , so there exists an integer ph (C) such t hat for

almost ever y problem instance , Z~ re qu ires at most  Ph ( t )

transfers. Thus , for i> ph (~~
),

. !~(j) (A2.1a~)
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Hence , for n2.N an d 1 2. max (I, ph (C)}, we have from

( *2 . 1 2)  — (A2.14) ,

k k
+ 2.~~~ < ~ +

3 3

This is clearly absurd and the lemma is proved.

Lemma 3.1.2

We assume that the buses start their tours from certain

f i x e d  (b u t  a r b i t r a r y)  p o i n t s  in B , and t h a t  al l  buse s

terminate their tours at a common final point in B.

Consider the following acyclic directed graph , G ,

representing the tour with length Y~~(i) for any problem

instance.

Represent by nodes the k starting points , the

transfer points (there are at most i of them) and the

final terminal point. The tour of a particular bus i is

represented by a path through G: edges into a node

represent the buses which transfer passengers there , and the

indegree equals the outdegree at all nodes representing

transfers. An edge thus represents the path through B

t aken  by the corresponding bus , and G represents the given

set of tours with total length T~ (i).

An example best Illustrates this definition of G.  The

graph in Figure A 2 .~4 represents  a tou ’ w i t h  7 buses and 6

transfer points.

ij 
Suppose the k tours are executed by a single bus in

the following way. Pass along the same routes ,

‘backtracking in a straight line from each node to a

previous one as far a s is necessary, so that all incoming
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o 0 0 0 0 0 0

\/ \/

Fi gure 42.4 Representation of fours and transfers by a graph

edges have been execute d ’. (We do not feel that it is

necessary to be more specific here. The idea is precisely

t h e  reverse  of the  s t anda rd  d e p t h — f i r s t — s e a r c h  a lg o r i t h m  —

see e.g. Abe et. al. (1].) At worst we will have to

backtrack k— i times at each of i.1 nodes (the transfer

points and the terminal point), an d eac h back trac k will

involve a distance of at most ~~ , the diameter of B.

This leads to a feasible single—bus tour with length

a ~~ !~(i) + (k— 1) ( i . s . 1) 4A

yielding inequality (A2.11).

Lemma 3 .1  is t h u s  proven.  ( ]

- A~-
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V Theorem ~

If transfers are allowed

h a  Li = a.e.
k

Proof

k
4 is the total distance travelled by the optimal tour.

i= 1

If Z~ is as in Lemma 3.1 , then

k
X 0 2. Z 0

i = i

k
Now , k Y~ 2. 4 by d e f i n i t i o n  of Y~~.1:1

Dividing by ./~ and letting n9~, we obtain , by Lemma

3.1,
k

limiri f .~E!ja 2. c./i~ a.e .  (*2.1 5)
n+co

k0
Consider the tour Tm given by Algorithm 3. For this

tour  let

a~j(w) be the total distance travelled by bus

h~~( m )  be the  to ta l  l e n g t h  of the  t r a v e l l i n g  sa lesman

tours covered by bus i in its regions.

Then ,

.~ h~ (a) +

where .A is t h e  d i ame te r  of the  region B .

Now , by Lemmas 1.0 and 2.2,

hi.sup h~ (a) ~ .c[i~~ . o~ii.) a. . .

Hence ,

liasup 4(m) ~~ oil + 0(1/.) a
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By the optimahity of we have

.~ m a x ( s~1 ( m ) ,  i= 1 , 2 , . . . k )  fo r  a n y  a .

T hus ,

himsup !.~ .i c,/i + 0(1/a) a.e. for any a.
n+~ ii~

Letting m4~ ,

limsup .~~ c/i s.c .  ( *2 . 1 6 )
n4~ ii~

The i ne q u a l i t i e s  ( *2 . 1 5 )  and ( *2. 16)  p rove  the  l e m m a .

( ]

Pronosition .3.L.a

The 3—bus fixed—route scheme , described in Section

2 .3 .3  y i e l d s  a t i m e — t o— d e l i v e r y  ~n s a t i s f y i n g

3F
him LI... = ..J.... (I ~ + /~ + 1) b/i a • e.

ii 3d!

.798b./i a.e.

Proof

We use the same notation as that used for describing

the algorithm in the text. Our derivation will be i n fo r m a l ,

but hopefully transparent. We need only consider bus I

since the other buses have analogous tours and so distances

trav•lled will be the same (asymptotically a...).

Bus I first visits regions (r1,r2,...rm ). In each rj

((m—i..1 )+a3n/9.2 origins are collec ted and

(I— 1]n/9m 2 destinations are dehivs red .

So , by Lemma 1.0, there is a tour—length of b/i73m /2fl/9m

in rj. - .,-
‘
~

_ _  

- - -_ _ _ _ _ _  _ _ _ _ _ _L
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Second , the bus visits (r2m, r2m_ 1,...r a+1). In each rj

I ( m + ( i - 1) ] nL 9 a orj gj~~s j ~~~cokiected and

( ( m — i ) + m ) n / 9 m 2 d e s t i n a t i o n s  a re  d e l i v e r e d .

The t o u r — l e n g t h  in each of these  a reg ions  is

b./a/ 3mJ  ( 3 m — i  ) / 9 m 2./~ .

Finally, the bu s visits (rl,...r m ) again. In each ri

(a+i)n/9m 2 destinations are d e l i v e r e d .

So in rj there is a tour— length of bIaI3mj (m.i)/9m 2J~.

The total diatance travelled by the bus is thus

bJi./~ ( .1! + 1T 17j + IT+ 1 Ia)
31!

= b ./L/~ (17 + .1! + 1) + 0 (1 / a) ./ ~~

Letting a+~ we obtain the required result. ( ]

— l

3 ~ . :
~ 

,‘ -,
~~~.

~ 
~~~~

~~
,

— I
1 ;.- ~-
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APPENDIX I.Q CRAPTER ~~~

This appendix collects proofs of the assertions in

Chapter III. In contrast with Appendix II , proo fs ar e

informal. With additional work the results can be made

rigorous — for example , Lemma 2.2 can be used as a model for

Lemm a iL l and Lemma 2.3 as a model for Theorem iL However ,

it is believed that this would blur their simplicity.

L..]. I~.g Static. Sinale—Bus Problem

Lemma La_I.

Ci) h a  wn(~~i .~.. (817 — 7) b,/i + 0 (1/rn) a.e.
n4w /~ 15

.5752b./l + 0(1/a) s.c.

(ii) h a  t0(T~ ) = .J_ .. (11817 — £ i 73  b./i + 0(1/a) a.e.
n+~ ./~ 105

; 1 .1~~17b./i + 0(1/a) a.e.

Proof

Label the a regions rl , r2,...ra.

Py Lemma 1.0 , we can assume that , for an y i,3z 1 ,. . .m ,

there are n/m 2 demands of the  form (r j rj ) .  Let

t 1 be the time spent in r1 on the first passage

tj be the time spent in r i on t he secon d passage

a
T • E tj • time— to— ooapletion of first passage.

., 
‘

-~ isi
- a

-127-
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For n l a rge  enough  we have , with probability 1 ,

t~ b./~ ./m+i—i (*3.1)

a3 / 2

since n/rn - origins and (i—l)n/m 2 destinations are

collected. We can assume that the expected time at which

any of these points is visited is (t1+t 2+ .. .+tj...1+tj/2).
Similarly,

b,/~ ./~~~i+~[ (*3. 2 )

m 312
since (m—i+i)n/m 2 destinations are visited in each region

ri. The expected time at which these points are visited is
, IT + t1 + t2 + . ..  + tj/2.

First , let us consider the waiting times. The sum of

the  w a i t i n g  t imes  In reg ion  I is

a i— i.n I tj + tj/2].m j=1

The to ta l  ave rage  w a i t i n g  t ime  is t h e n

a i— i
w0(T~ ) .1. .n ~ I ~~ tj + t j / 2 )

n a 1.1 jsl

a
• bi~ ( ! (a-i+1/2),Im+i—1)

a7”2 i=1

by expanding and using (A3.1).

Using a technique similar to that of Lemma 2.1 , it can

be shown that t his ser ies conver ges and

_ _ _I ! ( m— i + 1/ 2 ) i i~L —i • L (8.17 — 7) + 0(1/a)

•
3/2 1.1 15

: .5752 + 0(1/ .)

This proves Equation C i ) .  Equation ( i i)  is somewhat
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p
more cumbersome .

For destinations which are visited on the first

passage , the sum of d e l iv e r y  t imes  is

a
G 1 = ~ (i—1L.n. (t1 + • . . + ti_i + ti / 2 )

i•1 2
a

a 
______ 2 2

• bn~ j. £I~~.i.T (a - a - i  + 2 i — 1 )

a7”2 
2 i= i

Again  it can be shown t h at
G 1 = b 1.Z(25~

2
~ 1) — j (27/ 2

_ 1 )]  + 0 (1/rn)

n 3”2 L~ 
7 J

The sum of delivery times for passengers delivered on

the second passage is

02 ~~ + + + tj . i  + tj/2) (m-i+1)n
i=1 a2

= bri 3’2 ( ~ Ii+i~~T i (m+ 1)  + ~~ (m—i+1)5’~
’2)

m7’2 i•1 2 1=1

Once again it can be shown that

= b 1.1(23/2_ i) + .i l + 0(1/.)

p3/2 7J

Finally, t he avera ge f low time is (G 1 .G 2)/n, i.e.

f(T~ ) b 1Z(25’2— 1) — .j(27.
/2_ i ) + .1(2

312 _ 1 ) + .1] • 0 (1/m)
15 7 3 7J

• . k._ (1i8d! — ~7)  • 0(1/.)
105

i.11$17b + 0(1/.). 1)

The proof of Lemma 1L2 follows easily from Lemma ~.1

and th. discussion in the text of Section 3. 1.
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Theorem ~

Let f~ = inf’{f~ (T), TeSJ .

Given any c>0 , there exists an M (C) such that for

a2.M and for n la~rge enough , T~ is c— optimal for

problem (3.1) a.e.

Henc e ,

him ._.E = 1.lIIi7bJi a.e.

Proof

Throughout this proof we assume that n is very large ,

so results obtained are asymptotic in n. For simplicity,

we drop the parameterization on n.

For any problem instance , let the tour T minimize

{f(T), TCSaJ . Thus , for all a,

f ( T ~~) .1 f(T~ ).

Let c>O be given , and suppose that the hypothesis Is

not true. Then , for  a su bset W ’ of W with non—null

measur e, there exists such that for all a.�t11,

f(T~ ) — f(T ) > 3t/2 (*3.3)

By Lemma 11.3 there exists M2 such that for all

w ( T ) + f(T ) - w + f .~ £/2 a.e. (*3 . 11)

So , for a > max iM 1 ,M21,

f ( T ~~) + w (T ) ~. f’ + w 4 a . e .

2. w ( T~~) + f(T ) — e/2 s.c. by (*3.11)

2. w(T~ ) + f(T ) + £ a c .  by (*3.3)

i.e. w(T ) — w (T ) 2. £ a s .  in W ’ (*3.5 )

For any par t i t ion of R into a equal subregions we

can define a (nonfeasible) tour 3~ that is similar to

I

,$ 
.

~~
-tt.,
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visit the regions successively, as for  tour T~~, but

in addition visit the destinations of the form (rj ,rj ) in

each region ri on the first passage through the a

regions. Clearly,

w (S~ ) > w (T~ ).

But , by choosing m large enough — i.e. rn>M3, sa y — we

have (1)

w (S~~) — w (T~ ) < C/ ~~ (*3.6)

Let M = maxlM 1,M2,M3}. For any m2.M consider the

tour T~ for any problem instance. We construct another

partition of B. (This is again an extension of the method

in Theorem 2; see that proof for notation.)

Divide the tour T~ Into two segments : 5’ is the

segment from the start of the tour to the delivery of the

last origin; S” is the remaining segment containing only

destinations. Now divide S’ into m subsegment s :  S

is the  f i r s t  segment  f rom the f i r s t  o r ig in  to the  (n/rn)th

origin; s j  is the (i)tb segment from the ((i—1)n/m)th

or ig in  to the  ( i n / a ) t h  o r ig in .  There  ex i s t s  a p a r t i t i o n

of B i n to  a subregions trl,...raJ such that

11 Sj’ d 0 (r ~ is the  i n t e r i o r  of r j )

r~~1) S
’j • 0 for Ui

(Note that 5’ might cross i tse l f , in wh ich  case different

segments have points in common.)

(1) Observe that this is precisely th. technique used in
The orem 2, Equation (A2.9a). The relationship ( *3 . 6 )  can be
justified in the same way; the formulas are particularly
cum bersome , and would obscure the simplicity of the
argument.



- 132 -

The space of all such partitions is noneapty . Let us

draw a partition uniformly from this space , and consider the

tours T~ and S~ respectively on this partition of B.

We can assume that the origins and destinations are

uniformly distributed within each subregion.

By construction ,

w (T ) ~. w(S~ ).

So , by (*3.5) and (*3.6),

w ( T ~~) + c/2 > w (S~ )

2. w (T~ )

> w (T~ ) + c

which holds a.e. in W ’. This implies that 1/2 > 1 , a

contradiction.

Thus , the first part of the hypothesis is true. By

letting m+CD we obtain , from Lemma 11.2,

him t.! : l.11117b./i S .C .
(3

3.~~ ~~~ Dynami c Sinale—Bus Probl~~

Lemma j aj

If the system is in s teady — sta te , then with p r o b a b i l i t y

1 , th. tour  T~ given by Algorithm 5 minimizes , amon g tours

in 5m ’ the average f low—time of all passengers.

Label the demand pairs as (Oi,dj), isl ,2,...n ,... Let

t 1 ( i)  be the time of arrival of Coi ,dj); let tCoj) be
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the time at which oj is visited; and let t (dj) be the

time at which d j is visited. The average flow—time of the

demands is then

him .]. ~ (t (d j) — t 1 (i)) (*3.7)
fl+~~~fl isi

Now regard the system as a queuing system (see e.g.

(11)). It is convenient to consider two arrival streams —

the origins (o~ } and the destinations Cd j). The arrival

j epoch of Oj is t 1 (i) and its departure epoch is t(oj).

The arrival epoch of di is t (oi) and its departure epoch

is t (di). Thus , at any time t the ‘units ’ to be ‘serve d ’

which are present in the system are the points which can

feasibly be visited at t.

The average flow—time of all units is

F • him .J_ C ~ ( t ( o i ) - t 1 (i)) + ~ (t(di) - t(oj)])
n4~~ 2n i•1 1=1

n
• him J... ~ (t(d i) — t1 (i)) (*3.8)

n+w 2n 1= 1

which is half the criterion we wish to minimize in (A3.7).

So , m i n i m i z i ng  ( *3 .8)  wi l l  a lso minimize (A3.7).

We seek a sta tionary dec ision rule , X:— whenever a bus

exits from a region , this rule will determine which region

is to be visited next and which points are to be visited

there Any stationary such rule will induce a stationary

arrival pattern on the destinations.

Given any rule I, let

N1 • average number of un i t s  in the system
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P
T1 average time between arrivals

F1 = average flow—time of units.

If the system is in steady—state , a well— known result of

Little [13] gives that

F1 = T1.N 1 a.e.

Note that since X is stationary, the average time

between arrivals of units is constant , i.e.

T1 = 1/2q (*3.10)

(q is the constant arrival—rate of demands).

Fur ther , if n units are visited in a region , then the

average time spent on each unit is tin/n , where h~ is the

length of the path visiting these n points. For n large

enough , ha/n will be a decreasing function of n with

probability 1. Now , to minimize N1, the average number of

units in the system , visit those which will take the

shortest time — i.e. minimize ha/n. Thus , choose the

region with most points and , using an optimal travelling

sa lesman tour , visit all pointa there. By (*3.9) and

(*3.10) this decision rule will also minimize F1 (a.e.).

With (*3.8) the result is proven . ( 3

Theorem ~.

Let F q , a be the optimal average flow-time for tours

in Sm when the arrival rate of passengers is q. Then ,

h a  Fq, m = 2b2a(1+i/a) a...
q+~~~~ q

Proof

By Lemma 5. 1 the  tour  T minimizes the average
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V
flow—time in Sm ,  so we calculate the average flow—time of

this tour.

Let 8 be the time spent in each of the a equal

areas~
2
~~. Then , by Equation (3.3),

2b 2~, a .e .  (*3.11)
q+~~q a

Consider a time interval (0 ,0] during which a

particular region is visited. During t h i s  time qO origins

and qO destinations are visited; we can take the average

tim e—of—visitation as t 8/2. During each of the previous

a intervals , of 0 units each , g O / rn  origins and ge/a

destinations arrived at this subregion — here by ‘arrived ’

we r e f e r  to the  a r r i v a l  of units or points at the queuing

sys tem as described in Lemma 5.1. We can take the average

arr ival times of t hese  2q 0/m p o i n t s  as ti = — (i—1/2)0,

for i=1 ,2,. . .m. Hence , the average flow—time of all points

is

_i_. .~.S! (0 + 26 + . . .  + aOl • (m+1)8
2q6 a 2

By (*3.8) of Lemma 5.1 , the average flow—time of passengers

is twice th is , i. e.

Fq,a = (a+1)e

and

him Fq,a 2b2a(1+1/m ) a . e .  by (*3.11).
q+~~~~ q I ]

(2 )  In the text of Section 3.2 vi called this quantity 0q.
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3.,~ 
Dynamic Multinle-Bus Problems

Theorem ~

The tour T~ ;m described by Algorithm 6 is optimal

(asymptotically s.c.) for the k—bus minimum flow—time

problem when tours are in Skhm and at most h transfers

are allowed per period.

Le t F~~;h ,m be the average flow—time resulting from

this tour . Then ,

k 2
him 

Fq;b ,m = b ~ 12 + J..(1+1/k) + J.(i— l Ik)1 a . e .  ( *3 . 1 2)
q+~ q mh b J
Proof

We shall not prove the optimahity of the tour T~ ;rn . A

proof could proceed along the lines of Lemma 5.1 , and the

same principle would still be valid: each time that a bus

exits from a region , visit next the region with most

feasible points , and visit all feasible points there. For

q large this will yield the tour of Algorithm 6.2.

Fur the r , w i t h  p r o b a b i l i t y  1 , each bus wi l l  spend the  same

time in eac h region , and there  wil l  be no w a i t i n g  at the

transfir point.

Below , we derive (*3 .12) in detail.

Each bus visits a regions between any two transfers.

Let 0 be the time spent by a bus in any subregion. The

period ii then hal. During this time there are qhal new

demands , an d so each bus must serve 2qhmO/k points. In

each region there are 2qh.0/kha a 2q0/k points visited .
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Henc e ,

0 = b 1~! ._L..
k Jkha

i.e. = 2b~~a (*3.13)

k 2 hm
Each time a region is visited qO/k origins and qe/k

destinations are visited .

Consider a bus B visiting a region that is the i—tb

a f t e r  a transfer point. Of the gO/k destinations , gO/k2

were collected (i.e. their corresponding origins were

v i s i t e d)  by bus B itself , and (k—1)qO/k 2 were col lec ted

by the (k—i) other buses. The qO/k2 points were visited

uniformly during the last ha time intervals , of length 0

each. So the waiting—time for these points is

qO (0 • 20 + . . .  + hm0)

ha
j
~.. 
(hm+i)0 (A3 .11l )

2k2

The ( k — i ) q e / k 2 points were collected uniformly during the

ha time intervals before th e las t transfer , (j—i)

in te rva l s  p r e v i ou s l y .  Thus , the  to ta l  w a i t i n g — t i m e  for

these points is

( k — 1 ) q O ( J O + (J+1)e + (j+2)e • . . .  . (hm+ .1-1)0]
— 

k2ha
$ ( k — 1) q O  ( hm+ 2 3 — i ) 0  (*3 .15)

k2

The qG/k origins all arrived during the last ha t ime

intervals. The total waiting—time for these points is

(0 + 20 + ... + haG ) 1~
— 3! (ha+1)e 

(*3 16)2k
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The t o t a l  w a i t i n g — t i m e  for  al l  p o i n t s  v i s i t ed  d u r i n g

this j—th region of bus B is the sum of (A3.11l), (A3.15)

and (A3.16). This is

..3.2...e ((hm+1 )(k+1) + (hm+ 2j—i )(k— 1) ]
2k 2

• and 2q0/k points were visited.

Summing now for ja1 ,2,...m and dividing by 2q Om/k

we obtain the average waiting—time of all points , viz.

a
....~~~_ (m(hm+1)(k+i) + ~~ 

(hm+2j-1)(k— 1)]
Ilka j=i

= ~m....(kha+k+hm+i + khm-mh+mk-m ]
11km

ia I2kh + (kt_Q + (k-i)
a

For the required average flow—time of passengers we must

multiply this by 2. Also , using (A3.i3) we get

F~ ;b ,a = J 2b 2
~~ 12kb + lk + i )  + (k—i)

2k k2h L m

= b2qa 12 + J.(1+1/k) + j (1—i/k)
i 2 L mh h

This gives the required result. ( ]

—~~~~ -~~~~~~~~~-
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