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PREFACE

This report is the second of a series dealing with the manipula-

tion and interpretation of Landsat digital data. The concepts and pro-

cedures reported herein were developed under the In—House Laboratory

Independent Research Program, Project 14A161101A91D, Task 02, Work Unit

095, “Feasibility of Using Landsat Spectral Data for Acquisition of
Terrain Information for Multiple Purposes.” The work was performed

during the period September 1975—June 1976 by personnel of the Environ-

mental Simulation Branch (ESB), Environmental Systems Division (ESD),

Mobility and Environmental Systems Laboratory (rtIESL), U. S. Army Engi-
neer Waterways Experiment Station (WES), under the direct supervision

of Messrs. H. W. West , Project Manager, and J. K. Stoll, Chief, ESB. The

study was under the general supervision of Messrs. B. 0. Benn, Chief,

ESD, and W. G. Shockley , Chief, MESL. Dr. H. Struve, ESB, was responsi-

ble for the development of the interactive procedure for classifying

terrain types by spectral characteristics. Special acknowledgment is

made to Mr. W. E. Grabau, Special Assistant , MESL , for his constructive

criticisms and encouragement throughout the study. Dr. Struve and

Messrs. Grabau and West prepared the report.

COL G. H. Hilt , CE , and COL J. L. Cannon, CE , were Directors of
the WES during the study and report preparation. Mr. F. R. Brown was

Technical Director.
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CONVER SION FACTORS, METRIC (SI) TO U. S. CUSTOMARY AND

U. S. CUSTOMARY TO METRIC (SI) UNITS OF MEASUR EMENT

Units of measurement used in this report can be converted as follows:

Mult iply By To Obtain

Metric (SI) to U. S. Customary

micrometres 3.937007 x 1O~~ inches

millimetres 0.03937007 inches

cent imetres 0.3937007 inches

metres 5 .399568 x 1O~~ miles (U. S. nautical)

metres 6.213711 x 1O’~ miles (U. S. staLute)

kilometres 0.5399568 miles (U. S. nautical)

kilometres 0.6213711 miles (U. S. statute)

square kilometres 247.1054 acres

square kilometres 0.291553 square miles
(U. S. nautical)

square kilornetres 0.3861021 square miles
(U. S. statute)

hectares 2.4710514 acres

U. S. Customa~~r to Metric (SI)

feet 0.3048 metres

degrees (angular) 0.01745329 radians

14



ACQU1SITION OF TERRAIN INFORMATION USING

LANDSAT MULTISPECTRAL DATA

AN INT ERACTIVE PROCE~)UR E FOR CLASSIFYING TERRAIN

TYPES BY SPECTRA L CHARACTERISTICS

PART I:  INTRODUCTION

Background

1. Modern military operations require vast amounts of terrain in-

formation, both for long—range strategic planning and quick—response

tactical planning . There is also a host of more prosaic needs for

terrain information, such as long—range planning for and monitoring of

military facilities uses. The various agencies that supply the U. S.

Armed Forces with terrain information have used conventional air—photo

interpretative procedures for many years.”2 Unfortunately , needs have

grown more rapidly than capabilities , and thus o. requirement for faster

and less costly ways of acquiring the necessary terrain information is

urgent . One possible avenue is that opened by the Landsat satellites

and their proposed follow—ons.

2. There are (1977) two satellites (Landsat 1 and Landsat 2) in

orbit around the earth. Each satellite circles the earth every 103 mm

and contains a multispectral scanner ( rik~3) that  provides radiance mea—

sarernen ts of terrain materials for four spectral hand (0.  5—0. ~~, 0. t— o .7,
0. 1—0.8 , and 0 . i~— L l  lJm *)  for each pixel area (~ 51 by 19 m) of the

terrain sur face.  Spectral data for an area on the ground are tro ~v i~Ied

every 18 days by each orbi t ing satellite, and the two satell i ter  are

scheduled in such a manner that actual coverage (i.e. r i e ct r a l  data) is

* A table Of t’actorc for coriver t .itt~ metr ic  ( S I )  uni ts  ol ’ mt ’a .oo~t ’ment
to L . J. L ’uo t .o r ary units  and U.  S. customary un i t s  to isot r i o  (: t )
un i t s  is presented on paI~e

L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ . . .~~~~~~~~~~~~~~~~~~~~
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obtained every 9 days .* Computer—compatible tapes (CCT ’s) of the spec-

tral data and imagery made from the tapes are made available by the Earth

Resources Observation Systems (E~ oS) Data Center** approximat ely 6 weeks

after an area has been scanned by the satellite sensor system .

Objective and Scope

3. The objective of the research described herein was to develop

a rap id and semiautomated method of classifying Landsat radiance data

in tcrm.~ of preselected land—use categories or terrain types . The pro-

cedure is intended as an interim solution to the problem of mapping very

large areas (in excess of 100,000 kin
2
) in terms of relatively crude

categories in very short periods of time. \ major requirement was that

the procedure operate with a minimal amount of processing of primary

Landsat data. Ideally , it would operate by manipulating Landsat data as

it is recorded by the satellite, without data decompress ion , calibra-
t ion, or other modification.

Rationale of the Procedure

it . Any semiautomated procedure must be somewhat anagolous to the

procedure(s) used by human interpreters; therefore , an understanding of
the various methods by which human interpreters identify terrain and

land—use information from images is necessary . There appear to be three

basic techn iques :
a. Identification of features or materials by spectral

analysis. This process assumes prior knowledge of the
absorption and ref lect ion character is t ics  of the feature
for which a search is being made. Identification is utaje

* At the t ime th is  report was being publ ished , the National Aeronautics
and Space Administrat ion ( NASA ) was rescheduling the handsat coverage
intervals . Af ter  the proposed launch in 1918 of Landsat C , Landsat 1
will follow Landsat 2 six days later , and Landsat C will follow
L.andsat 2 nine days later .

** United States Department of the Interior , Geological Survey , EROS
Data Center , Ciou.x Falls, S. Dak. 57198.



by matching the known spectrum with the spectrum as
revealed by the sensor system.

1. Identification of features or materials by pattern
recognition. This process assumes that each feature or
material  exhibits a unique pattern of colors or shades
of gray . Recognit ion is achieved when a pattern on an
image can be correlated with an object or material on the
ground.

c. Ident i f ica t ion of features or materials by a s soc ia t ion .
This seems to be the major process used by the human
interpreter. Despite the fact that it is widely used , it
is very poorly understood. In fact , it cannot even be
defined except by an example : A smooth gray area aroun d a
residential  building is almost instantly recognized by an
interpreter as a lawn , not because it is smooth and cray ,
but because it is positioned in a certain way wit h respect
to the building . The precise same shade of gray associ-
at ed with a building ident i f ied as a factory might well be
interpreted as a parking lot. An immense amount of time
is devoted by educational inst i tut ions to the development
of the photo interpreter ’s ability to make associations ,
and an interpreter ’s skill is largely measured by the
number of associations he can reliably make .

5. The interact ive procedur e uses the developed skill of a human

interpreter ; the human makes the primary interpretation and the n speci-

fies to a computer j~rog1’w:1 those combinations of spectral values that

are to be accepted as representing the terrain types of interest on the

ground. The basic reason for  exp loit ing an interactive procedure is

that the human interpreter is capable of m t,king subjective judgments  on

the basis of all three of the techniques des. ribed above ; whereas at the

present level of development , programmed interpretation can be based

only on the first of the three techniques (i.e. spectral composition).

The advantage is that. classifications can sometimes be based on quite

subtle (‘r i ter I a , s io~ }i as th ose th a t  cannot ho revealed or defi :ie 1 Ir:

ri - ’~ us objective analy sis .

t5 . The disadvantages , however , are som; eJ I. i r i ~~. Perhaps the most

important is that each m aCe rise t lie iz1de I eIi th~n t  y s ub~ ec ted to th e

in t e r l  retat ~vc process. A c Lass i f i  cat- i on men on t he  basis of an image

obtained on Monday cannot be reliably carried O V I S t o  an image obtained

on Tuesday . Nor can c lass i f i ca t ions  be r i  l ab l y  tr : i t i spose i to another

7
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Ccog r ap hi5 c region , even if close by. The reasons are many. The most

important are as follows :

a. Spectral characteristics are changed by differences in
atmospheric composition .

b. Spectral characteristics are changed by differences in
reflectanc~.. geometry .

c. Spectral characterist ics are changed by time—dependent
variations in terrain c sditions.

7. The skilled human interpreter can often , somehow , sort out and

subj ectively compensat e for all of these things ; but the basic digital

data , on which a computer program must base its decisions , may be quite

dramatically different from scene to scene. Writing a program that will

automatically make the necessary adjustments nd accommodations is well

beyond current capability. However , it is c., ‘ar that the long—range

goal of programmed interpretation is a program that will make the neces—

sary adjustments. A portion of such a program is discussed in detail in

Reference 3.

8
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PART II: DEVELOPMEN T OF SEMIAUT OMAT E~ PROCEDUR E

Theory

Pr imary data versus processed dat a

8. In principle, the primary record stored on Landsat CCT’s con-

tains all of the spectral data that will be available . The primary data

may be modified by calibrating them to references and thus converted to

true radiance values. They may be corrected for atmospheric transmit-

tance and other effects , but those processes merely change the absolute

values; they do not change the actual informational content . Therefore,

at least in theory , the primary CCT record is as useful for purposes of

terrain classification as those data after calibration and other forms
of processing . That is, if “natural” classes exist, they will be in-
herent in the primary data as well as in the processed data.

9. This suggests that correlations that relate natural classes of

CCT primary data with conditions on the ground ( i . e .  with terrain types )

are at least as valid as those obtained with processed data. If this is

so , then no advantages are to be gained by correcting primary data in

any way prior to classification . Thus, if interpretation is to be based
strictly on the establishment of correlations between spectral composi-

tion of pixels (i.e., values from each of four wavelength bands , if the

sensor is Landsat) and terrain types (not, be it noted , between spectral

composition of pixels and known spectral characteristics of the terrain

types), then the primary data are at least as good. as any form of pro-

cessed data.

Determining spectral signatures

10. To simplify subsequent discussion, the primary Landsat data

defining the spectral characteristics of a pixel is called a “CCT value

set . ” Thus , a CCT value set is an array of four CCT values, one for
each wavelength band.

11. Let it be assumed that the CCT value set reflected from a

particular terrain type always consists of four fixed CCT values under

any given set of conditions (i.e. of atmospheric transmittance and

9
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reflectance geometry). Now suppose that a region including several dif-

ferent terrain types , each always exhibiting a set of four fixed CCT
values , is imaged by a multispectral scanner , such as that aboard Landsat .

If the CCT values of any one of the four spectral bands were assembled

into a histogram of the number of pixels versus the CCT values, the
histogram would consist of a set of discrete bars, each representing the
number of pixels exhibiting a particular CCT value. For example , a

portion of a Landsat scene consisting of 33,600 pixels might exhibit the

histogram shown in Figure 1.

leo -

160

140 -

2 120 - TOTAL SCENE 210 160 PIXELS

IaJ lOO _
x
6

1 8 0
.

60 -

4 ° -

20 -

0
0 l~ 24 ’ 32 40 8 56 63

CCT VALUES

Figure 1. Idealized histogram of one wavelength band

12. However , experience has shown that CCT value sets for a given

terran type tend to distribute themselves to either side of average

values rather than remain fixed values. Therefore, histogram sets of

several terrain types using real world data (Figure 2) will take the

form of a continuous curve rather than discrete bars. There are at

least three major sources that act randomly and in concert to cause

the CCT values to fluctuate.

a. The Lands L L scanner has an internal error of about +2

10

.

~ 

_



________________________________________

a)
11)
V
UI

05
to

11

L. . - -  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~~~~

percent of total range. Thus, for example, a true
radiance value of 30 may be recorded as any value between
28.7 and 31.3. Since the recorded CCT values are always
integers, the values become 29 and 31.

b. Local variations in atmospheric transmittance and terrain
conditions alter the amount of radiation reaching the
sensor.

a. Pixels that fall partly in one terrain type and partly in
another will yield CCT values that are somewhere between
the two. Thus, they belong to no “naturalistic” classes,
since they ~o not really represent a single set of ground
conditions. All Landsat images contain some of these
“spurious” pixels, and most contain very many.

13. Despite the “smearing” of the theoretical values, let it never-

theless be assumed that each peak represents a CCT value characteristic

of a terrain type. It might also be assumed that a distinct “shoulder,”

such as that at 38 in the band—14 histogram (Figure 2a), would represent

a weakly developed peak, possibly because the area covered by the terrain

type is small. The obvious extension of this notion is to divide the

CCT value scale into classes, with the class boundaries at the valleys

of the histogram (or at a break in slope , leading to a shoulder). Each

peak or shoulder would then be , in effect , a modal value for that

spectral band for a terrain type. Table 1 illustrates the product of

such a process. The classes were chosen subjectively ; others may choose

somewhat different class boundaries in some cases.

114. In consideration of the discussion above, a naturalistic sub-

division of the CCT values in one wavelength band is defined as a “CC’T

value class.” Thus, a CCT value class is assumed to be characterized

by a normal distribution of CCT values around a specified modal value,

with the class limits some fixed standard deviation away on either side

of the modal value.

15. Since each pixel in a Landsat image is represented by four

CCT values (i.e. by a CCT value set), it is at this point easy to leap

to the conclusion that each terrain type is represented by a unique

combination of CCT value classes. However, the fact that not all wave—

length bands exhibit the same number of CCT value classes (e.g., band 14
has 7, and band 6 has 9) illustrates a critical point; namely , not all

12
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of the CCT values in a set need be unique. Only the set as a whole is

unique. For example, one terrain type might be characterized by values

in classes 1, 1, 1, 1 (bands 14, 5, 6, and 7, respectively), and another
terrain type characterized by classes 1, 1, 1, 2. Thus, at least poten-

tially, there are as many unique spectral “signatures” as permutations

of CCT value classes. In the example (Table 1), there may be 14032 (7

8 x 9 x 8 = 14032) unique combinations of classes.

16. For future discussion, let an array of four CCT value classes

be called a “CCT class set.” Hence, a CCT class set is assumed to be

the “spectral signature” of a unique combination of conditions on the

ground.

Relating spectral
signatures to terrain typ~s

17. The central questions at this point are : Which of the possi-

ble combinations are “real” (i.e. originate from an identifiable terrain

condition or type on the ground), and how may the relation between the

spectral signature (i.e. CCT class set) and the terrain type be estab-

lished? The following two basic modes by which these questions can

be answered are dependent on the state of prior knowledge:

a. An “unguided” mode with no prior knowledge of the terrain
type spectral signature relation. In other words , the
analyst has no knowledge of the actual distributions of
terrain types on the ground or, indeed, of what types
actually exist in the region. Two major variants of the
unguided mode are known; these are discussed below .

b. A “guided” mode with analyst knowing what terrain types
exist and the geographic locations of some presumably
typical or characteristic examples of each.

18. Unguided mode, first variant. In concept, it would be pos-

sible to construct a map showing the geographic distribution of all

pixels characterized by any specified CCT class set. For example

(Table 1), all class 1 CCT value ranges (22—26, band 14; 15—18 , ban d 5;
17—23, band 6; and 5—11, band 7) would be selected , and all pixels ex-
hibiting any set of values encompassed by these ranges would be located

in geographic space. These locations would then (somehow! ) be examined

in the field to determine what terrain condition or type , if any , was

13
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the source. This process would be repeated for each of the possible

permutations . A situation such as that defined by the Figure 2

histograms would, mean ~4O32 such exercises. In most cases, the e f i e  r

magnitude of the task makes this approach impractical .

19. There is, however , a way of dramatically reducing the size of

the task. It depends on the intuition that not all possible permuta-

tions of CCT value classes represent actual conditions on the ground .

Thus , an obvious approach is to determine the number of pixels in each
permutation of CCT value classes. Since most (if not all) landscapes

incorporate only a very limited number of distinct terrain types , it

would be expected that the result would be a relatively small number of

CCT class sets having a very large number of pixels . It would also be

expected that a relatively large number of CCT class sets would show a

very small number of pixels. The latter condition would be expected be-

cause , purely by chance , spurious pixels (see paragraph l2c) will com-
bine CCT values in such a way as to meet the criteria ~f one or another

of the possible CCT class sets.

20. At this point , an arbitrary minimum number of pixels could be

selected as a cutoff between presumed “real” signatures (those deriving

from actual terrain types) and “false” signatures (those derivirif from

spurious pixels). When this procedure is actually employed , the number

of CCT class sets exhibiting significantly large pixel numbers falls to
relatively small numbers , normally between 20 and 70. This is still a

comparatively large number to field check , but th e number i~; much more

tractable than the original several thousand.

21. It is instructive to examine the reasons for the persistence

of such large numbers of CCT class sets. The basic reason is that the

sensor ‘ sees” and records only radiation , and any change in rad iat ion
intensity is duly eoc rileih . Therefore , any change in condition that

results in a change in reflectance is perceived as a new spectral si~ iia—

Lure. di the other hia r i ~l , human perception of terrain type tends to Ut

based on in trinsic qualities of the terrain. A hardwood forest covering

all s lie ; of a bill i;; perceived as “forest ,” uniform over the entire

bill. ;s w v r , the satei.1 i to sees the slope away from the sun quite

114
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differently from the slope toward the sun and thus records at least two

(and in practice , several) signatures from the same hill. The conse-

quence is that the sensor records several terrain types (i.e. different

CCT class sets) for the feature that human perception and experience

insist is a single homogeneous terrain type . Since it is th e human needs
that must be satisfied, the problem is to determine which of the sensor—
perceived signatures ar e derived from each of the terrain types requ ired
by the human analyst.

22. For example, suppose the analyst wanted to map the distribu-

t ion of only three terrain types : open water , forest , and nonforest.

In effect , this means that the 14032 potential CCT value sets (see para-
graph 15) or the residual 20 to 70 CCT value sets (see paragraph 20)

must be allocated among only those three categories. In the absence of

any information on either the location of actual areas exhibi ting the
three terrain types , or information on the probable signatures of the
three types , nothing further can be done. Further interpretation re-

quires some process by which the relations among terrain types and CCT

value sets can be established.

23. As described above, one of the major sources of multiple

signatures will be variations in reflectance geometry. This fact can be

exploited to assist in the assembly of signatures into groups or arrays

that derive from a single terrain type (as perceived by the human

analyst). When a terrain type such as a forest covers an entire i:i’l ,

the CCT value sets deriving from that terrain type will include examples

from all slope angles and aspects inherent in the relations among topo-

graphic configuration , sun zenith angle and azimuth , and sensor zenith

angle and azimuth. These signatures thus form a graded sequence , with

the constraint that the same reflectance geometry will always produce
the same CCT value set. A different terrain type will also produce a

graded sequence , but the CCT value set for a given reflectance geometry
will be different from that der iving from the first terrain type.

214 . In theory,  the procedure would involve careful placing of the

geographic locations of the various CCT value sets on a topographic map .

Any specific topographic slope degree and aspect would then be selected ,

15
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and all CCT value sets recorded from each occurrence of the specified

slope would be noted. If there are only two distinct terrain types , then

there will be two CCT value sets in the pixels deriving from that speci-

fied slope. If there are three terrain types, then there may be three
CCT value sets, but only if all three terrain types occur in all topo-

graphic expressions. In any event , systematic examination will result

in the assembly of the 20 to 70 CCT value sets into a very significantly

smaller number . Each aggregation of CCT values identified in this manner

can be regarded as a terrain type, and at this point a map of the dis-
tribution of those terrain types (which are actually only aggregations

of related CCT value sets) can be drawn. A minimal amount of field

checking will now establish the relation between ground condition (i.e.

terrain type) and aggregation of CCT values.

25. Unguided mode, second variant. Let it be assumed that the

analyst has no immediate way to establish relations among CCT value sets

and terrain types as they exist on the ground. Nevertheless , there are

circumstances in which the analyst would like to map the distributions

of the naturalistic CCT class sets. It should be recalled that the CCT

class sets are based on all four spectral values , hence no one image
(i.e. no one Landsat spectral band) can be used to properly identify a

class set. Even color composite images are not particularly helpful,

since the human eye is not a reliable spectrophotometer .

26. The “unguided mode , second variant” procedure begins with the

selection of a number of sample sites, directly from a Landsat image.

The sites selected would normally be in areas of homogeneity . That is ,

they would be in patches in which the gray level or tone of the image

(i.e. the CCT value) was reasonably uniform in all four Landsat bands

for at least several pixels in all directions. This minimizes (but does

not entirely eliminate) the possibility of inadvertently selecting a

spurious pixel.

27. The selected pixels would then be separated from the image

array, and all four CCT values for each pixel assembled into a CCT value

set. Since the various CCT value sets are all assumed to be members of

naturalistic CCT class sets, the remaining probl em is to determine the

16
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compositions of the relevant CCT class sets. This can be achieved by

any one of several forms of “cluster analysis.” A rationale for such a ‘1
procedure will be discussed in paragraphs 33—143.

28. The second variant is constrained by a critical problem : sam— •1

pie sites must represent all of the naturalistic classes of CCT values.

If they do not , then many pixels that exhibit CCT value sets will not

belong to any of the recognized terrain types arid so cannot be classi-

fied. Thus , it seems better to err in the direct ion of abundance rather
than to select too few and have residual unclassified areas.

29. Guided mode. The guided mode (i.e. in which the analyst has

at least some prior knowledge of the terrain types in the region as

well as knowledge of the locations of at least some characteristic

examples of each) is a much more direct method of exploiting the natural-

istic CCT value classes. This mode depends on the fact that the analyst

can establish a direct relation among terrain types and CCT value sets

or CCT class sets. In principle , a pixel falling inside the boundaries

of a known example of a terrain type will exhibit a CCT value set that

will be characteristic of one of the naturalistic CCT class sets , as

defined by histograms of the type shown in Figure 2. For example, a CCT
value set of 25, 19, 39, 30 (bands 4, 5, 6, and 7, respectively) would

fall into CCT value classes (Table 1) 1, 2, 6, and 6. If the class

boundaries actually represent realistic natural divisions among terrain

types , the CCT value set is a member of a group of CCT value sets , each

value of which may vary within the limits of the stated classes. That

is , the value of band 14 may vary between 22 and 26, the value of band 5
between 18 and 21, etc.

30. When this has been done, several CCT value sets will be dis-

covered that are actually members of the same population (or CCT class

set), as defined by the naturalistic classes determined from the histo-

grams. Furthermore , since the sample s ites were selected because they

represented the various terrain types of interest to the analyst , the

naturalistic CCT class sets associated with each terrain type can be

readily identified. For example, variations in reflectance geometry

nigh be found to result in five or six naturalistic CCT class sets

11
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being representative of the same desired terrain type. These CCT class

sets can now be used as numerical criteria by which all other pixels in

the scene can be quickly evaluated . In theory , every pixel in the

scene , the CCT values of which fall within the stated limits , will be

evidence of the presence of the terrain type on the ground . With the

identi ficati on of all pixels meeting the specified criteria, a map show-

ing their dist ribution can b~ drawn ; and that map will, in effect , be a

representation of the areal distribution of the specified terrain type.

31. A variant of this method assumes the existence of naturalistic

CCT class sets but does not actually use the histograms. Instead , it

assumes that the CCT value exhibited by a sample pixel is the modal

value of a set of values that is normally distributed about that value.

An examination of the sample histograms (Figure 2) and the naturalistic

classes that can be derived from them reveals that the shapes of the

distributions could , in most instances , be generated by normal distri-
buti ons only four to six CCT values wide (i.e. two or three values on

either side of the “peak”). Therefore , it is not entirely unreasonable

to as sume that  the value of the sample point represents the modal value

of a normal d i s t r ibu t ion  with a standard deviation of 1.5. The values

away from the mode represent system error s, as described in paragraph 12.

32. In effect , each CCT value set is assumed to define the modal

values of a CCT class set. However , if for no other reasons than the

system errors , CCT value sets from different sample areas within the

same terrain type may exhibit slightly different CCT value sets. These

closely related sets should clearly be assembled into an aggregation

that is, collectively, a CCT class set. This involves another aspect of

cJ ~st ~~~i a lalysis that is discussed in the following paragraphs.

_____ Y515

33. To be of maximum utility in meeting the objective stated in

paragraph 3, the cluster analysis procedure must be simple, rapid , and

under operator control during all phases. The primary reason for the

last requirement is that, in at least one context (see paragraphs 29—32),

the analyst will be trying to “force” the CCT value sets into a very

limited number of quite arbitrary groupings. For example, a region

.18 
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might actually display 20 or more “real ” CCT class set s, but the analyst

might desire that his final product consist of a map with only three or

four categories. It is obvious, in such a case, that each mapped cate—
gory will contain several of the naturalistic CCT class sets.

314 . In practice , a CCT value set obtained for a pixel that was

selected as representing a particular terrain type cannot be assumed to

consist of CCT values representing the modal values of the OCT class set

to which it belongs , since instrument errors and other causes can alter

the theoretical values to some degree. Further , the degree of variation

cannot be known a priori, and thus the assumption of a fixed standard

deviation (see paragraph 31) cannot be relied upon. Indeed , there is no

reason to assume that all terrain types will exhibit the same amoun t 01’

variability in their reflectance characteristics , and thus it may be
confidently expected that some naturalistic OCT value classes wifl be

broader than others. An examination of the subj ectivel y selectej class

ranges identified in Table 1 supports this ix I ecta ti ,ri; some classes are

only two CCT values wide , and others as as much as l ine .

35. Obj ect ive cr i te r ia  ~c~ Id , in Ir incipit .~, he .10 ;oiii ed b,v se—

lec ti rp~ many p ixels representing the  :;u;.~ t t  ad ~.y ; c l o  corisi , ie ; i n 6~

them to be members of the same j .  l o ~~~~ it ’n , w i t h  values arrax .c e 1  i n  a

Gaussian d is t r ibut ion. The s im p l e s t  m e t h i o . i  f ach ieving  this  w d —

parently be to select a sanl ie p x  1 r~~~r i.t . irig a ~ut~ ~~~~. rra;n

and then to en large t he  sample to  i n c i s i  ~~~;ix. ar r - t ,~ of ~~~~~ n e i I ’ii1H 1- i l ~~
the sample p ixel. If  only the imx: ie1 i l I ~ a i c ; . ’~. . : s arc ~lo’ - ~d i , t h e -

combined sample would consist .  of a — 1 .  - ixel .trray , w t . i s h i  i s  i i .  ,~oh

to provide a s u f f i c i e n t  est ir ;ia t~ of  s de and st,’ t;td azJ i cv ir r  h n  I f  t h i t

population is internally biomo~ eneoss . t }ia~ is , I he ass s:4 . ion  is v l d i s

only ii the va”iabil i ty r e s u l t; ;  fr u :: suc h so . as i i i ~; r s:o r .t  t :-rer s

small and r andomised  var  m t . i . r , . ; i i ;  t o p u~~r u p b ~ pt , . t t~~ t c :—

ple areas are chosen  with care , hI ass a . :  . ..  is  I i  ~~ l y t .~. l o

acceptable.

36. However , it is not necessa ry  to proceed d I d  ‘ I fan.

If the sample 3— by 3—pixel u i -ray  I;; i riu i vo r t en ~. • . 
~~~~~~ 

: . . ~~~~~~ 
• i t

some of the pixels are in one t e r r a  i n  y l t  and t i e  resal I t ies iii al lot  t i e r
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the CCT values of at least one of the spectral bands will show either

a bimodal distribution or a strongly skewed distribution . Thus , the

obvious step would be to subject the CCT values from each wavelength

band to a normalcy analysis. If the distributions of values in all

wavelength bands prove to be essentially Gaussian (i.e. normal), then

it may be safely assumed that all nine pixels represent a single terrain
type.

37. If several sample 3— by 3—pixel arrays were selected in the

same terrain type, ideal theory would dictate that the COT class sets ,
as defined by the standard deviations of the 3— by 3—pixel samples,

should overlap perfectly . However , this cannot be expected in practice ,

because of small local variations in ground conditions , random instru-

ment error , and the like. In view of the practical realities , simi-

larity was defined to exist between two CCT class sets if all CCT value

classes in the two CCT class sets overlap. For example , suppose that

three 3— by 3—pixel arrays have been selected in a region and that the

Landsat band—14 mean and standard deviations and CCT class set limits

are as follows :

OCT Class
Site No. Mean Standard Deviation Set Limits

1 25.0 0.8 214.2—25.8
2 25.14 0.9 214.5—26.3
3 32 .0  1.7 30 . 3 — 3 3 . 7

On the basis of the c rit eri a for similarity prev iously defined , site;:

1 and 2 are similar , because their CCT class sets overlap; but site 3 is
not similar and , therefore , is presumably a member of a different pop;z-

lation . That is , it is presumably represen ta tive  of a t e r r a i n  t y p e

other than that designated by sites 1 and 2.

38. It should be noted that the establishment of similarity

between two sites may result in a broadening of the effective COT class

set. For example , if only s i t e  1 in the tabulat ion in the tr e vi o u ;

p ar a r r aph i , is considered , t he  COT class set l imit; ;  for the ter ra in  t v ; ’

repres: ’n ed by s i t e  1 are du i .2_ 2 5 . 2 . However , sin ce  the PCI c lass s t  

-.•~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ ~~~~ -- - -  - . -~~
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limits of site 2 overlap , the two sites are defined as denot ing the same

terrain type. This means that the OCT class set limits representing that

terrain type have been broadened to include both sites 1 and 2 and are ,
therefore, 2 14 .2—26 .3 .

39. The implications of thi s are important . First , consider a

natural  slope smoothly curved such that a part of it is at ri ght angles

to incident solar rays and thus is illuminated at maximum intens ity ,

while other part s are at progressively greater angles until  the slope is

parallel to the incident  rays. The result is that the reflected radia—

L i on  will exhibit a smooth cont inuum of values from maximum to minimum

in all wavelength bands. However, the rad iance values in each band wi ll,
for all practical purposes , retain the same relative ratios with respect

to each other . A pixel grid placed over the slope will result in a

series of COT value sets that are generically related. If these OCT

value sets are treated in the manner described in paragraphs 3e- .3~~, the

produ c t is likely to be a series of OCT class sets that sequentially

overlap and form a related series, all of which represent the same ter-

rain type. Thus, to some degree , the vagaries of reflectance geometry

are compensated for by the method of def in ing  similarity.

140. The same situation will be true for other terrain types , of

course, but it must be recalled that it is the relative ratios of

radiance values that determine the uniqueness of each terrain type.

m i s  attribute should allow a number of terrain types to be differ-

entiated , more or less independently of reflectance geometry .

141. The second important implication is that it is entirely pos-

sible to have three OCT class sets, in which set 1 is related to set 2
and set 2 to set 3, but in which an independent comparison of sets 1 and

3 would not indicate a similarity. For example, suppose the analyst

selected four sample sites in a terrain type and obtained COT class sets

for each (see paragraphs $ b — 3 h ) .  Figure 3 illustrates a possible corn-

h~~t ; a t . i o ; ; .  If a “similari ty” matrix is assembled (Figure 3) ,  it will  be

noted that CCT class set 1 is similar to set .;; 2 , 3, and 14, but that set

2 is not s imilar  to ~et 3. The reason is that the COT class sets in

band 6 do sot over lap  in sets 2 and 3. Despite the fact that sets 2 and

21
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Set PCi  Class Set s
l b .  Band 14 band 5 Band 6 Band 7

1 214 .2_ 2 5 .8  lo . 3— 20. 3  38.2—3 9 .3  30 .0—32.8
2 2l~.8_ 26.7 18.6—20.1 39 . 0— 140. 14 30 .0—33.0
3 2 3 . u — 2 5 . O  17.8—19. 2 36.8—38.8 29.2—31.14
14 214 . 5_ 26.7  16 .1—19.8 37 .2—3 9 .6  30.1—32.7

Similarity Matrix
1 14 “Stretched” CCT Value

1 X X X X Set Ranges

2 X X X Band 14 2 14.2 -2 6 .7

3 X 
Band 5 18.1-20.3
Band 6 36 .8— 140. 14

14 X X X X Band 7 29 .2 -33.0

Note: X indicates
similarity

Figure 3. Stretched COT value ranges for
a similarity matrix

3 are not similar to each other on a one—to—one basis , they are defined

in this study as similar by virtue of their mutual relationship to the

entire similarity matrix . To express analytically the type of similar-

i ty shared by all four sample sites, the CCT value ranges of each site

must be extended or stretched in each band to the same limits. The so—

suIt ing  stretched ranges (Figure 3) then represent the OCT class set of

the similarity matrix as a whole.

142. Finally, it will be recalled that the limits of the CCT class

sets wer e defi ned arbitrarily as being one standard deviation away f rom

the mean on either side. There is, of course, no reason in physics why

that value should possess any intrinsic merit. If the class ranges (or

boundaries) are set farther from the mean, the result will obviously be

that c ur e  OCT class sets will meet the similarity criteria. tit js , ad-

justments of the position of the boundaries of the OCT c I ; i s s  sets will

result in various degrees of “tuning” of the similarity categories.

Practice

43. The following discussion of t he semiautomated j r ~ ct lw t ’ is

22



based on the section on theory (see paragraphs 8—142) and on ground truth

data obtained in an 11— by 114—km study area centered approximately

140 km northeast of Vicksburg , Mississippi (Figure 4) .  The study area

was selected to include a representative section of the b ess hills,

forming the eastern wall of the Mississippi floodplain, and a section of

the floodplain , including an oxbow lake and a number of other floodplain

features. Figure 5 is a mosaic made of conventional panchromatic air

photos of this study area. The soil type categories were transferred to

the photograph from the U. S. Department of Agriculture (USDA ) ~‘rail Con-

servation Service Soil Survey of Yazoo County 5 (see paragraph 50).

1414.  Plate 1 is a generalized flow diagram of the steps involved

in the procedure described below (see paragraphs 62—107 for a detailed

discussion).

45. Since the study area undergoes profound seasonal changes and

a general procedure that would be workable in any season was sought, the

intent was to use one data set (specifically the 13 October 1975 data)

to develop the procedure and then to apply that procedure rigorously to

the study area as represented by two additional Landsat images, one in

suimner (11 July 19714) and one in winter (21 February 1975). The July

19714 imagery data were obtained with Landsat 1, and the February and

October 1975 images with Landsat 2. All three scenes were carefully

selected to be free of both haze and clouds, thus providing optimum OCT

values. Table 2 gives the characteristics of the imagery data. Note

that all three data sets were of approximately the same overall quality .

The only obvious differences in the data sets are in terms of solar

zenith angle and azimuth. Figure 6 is an image formed from the October

1975 band—7 (0.8—1.1 jim) data, indicating the location of the study area.

Description of study area

14 6. The study area (Figure 5) contained several different terrain

types , including agricultural lands (plowed fields, fields with crops at

different stages of growth, fallow land , etc.), forested land (deciduous

and mixed evergreen trees), grasslands (summer and winter pasture

grasses , fields with volunteer grasses and other weedy plants), water

features (rivers , lakes , canals, wetlands), and some low topographic

23 
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areas that are frequently subjected to backwater flooding . It covers

small sections of two parts of the Coastal Plain physiographic province:

(a) the Mississippi Alluvial Plain and (b) the East Gulf Coastal Plain.6

The alluvial soils are primarily silts (ML , CL) and clays (OH) with some

sand; whereas, the soils in the East Gulf Coastal Plain are primarily

windblown silts (ML) with subordinate amounts of very fine sand and

clay (i.e. b ess material).

147. The vegetation in the area consists of crops of soybeans,

cotton , and bermuda and rye pasture grasses ; the forested areas contain
different plant densities of oak, gum, hickory , poplar , pine, cedar ,
elm , pecan , and cypress.

148. The relative effects of the different terrain and climatic

factors on the transfer of incident radiant energy to energy that has

been emitted or reflected by the in situ terrain materials (soil, rock ,

vegetation material, and water) and man—made features (paved areas,

buildings, etc.) have not been quantitatively determined. Nevertheless ,

there are some basic factors that almost surely act together in some

fashion and control this transfer process. These factors are extremely

critical to an overall procedure that will allow interpretation of ter-

rain conditions for different seasonal and climatic conditions.

149. Since terrain conditions change appreciably with time and are

affected significantly by local climatic conditions , it was necessary to
quantitatively describe the study area at the time of each respective

overflight. Data pertaining to soil, topographic and flood conditions ,

rainfall, vegetation, and other features were obtained and mapped at an

appropriate scale for comparison with the conditions being interpreted

from the Landsat spectral data. The mapped data were portrayed on a

photomosaic at a scale of l:~4000 (Figure 5) that was made up from 1973
air photos obtained by the USDA .

50. Soil conditions. The soils within the study area were ciaj lp ed

by the USDA Soil Conservation Service5 and consist of silty loazns (ML),

silty clay loans ( C L ) ,  and clays ( O H ) .  A soil map for the study area is

superimposed on the photomosaic in Figure 5. The soils in the alluvial

plain (or cropland) are composed of patches of ML , CL, and CII; whereas,

27

~ 

— ---



- ..-~~~~~~~~~~~~~
, . . — - - ---~~~~~~--~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~—

the soils in the upland forested areas are primarily ML’s.

51. Topographic and flood conditions. The relief within the

study area, as portrayed on a U. S. Geological Survey (USGS) 1:62,500—

scale map with 5—ft (1.52 m) contours, varies from about 85-115 ft

(2 5 9— 35 . l  in ) above mean sea level (msl) within the cropland or agri-

culture region to about 115—130 ft (35.1—39.6 m) within the upland hills

that occupy the remaining portion of the study area.

52. The study area borders on the Yazoo River, a large tributary

of the Mississippi River, and a portion of the agricultural area is sub-

jected to flooding during high river stages. The Corps of Engineers

stage records for the Yazoo River gage at Satartia, Mississippi, in-

dicate that flooding does occur within adjacent low—lying areas when

the stage of the river reaches approximately 95 f t  (29 m)  msl. The

river stage data from the Satartia gage for the period 10 January 19714

through 30 October 1975 (Figure 7) indicate that flooding most likely

occurred within parts of the study area prior to and during two of the

three overflight times (11 July 1974 and 21 February 1975).

53. Since the Yazoo River at Satartia did attain stages that

would permit flooding (Figure 7) in low—lying areas during two of the

three overflight times, it was anticipated that a detailed topographic

map was needed in the event that it became necessary to delineate low—

elevation areas within the study area. The best available map was the

USGS 1:62,500—scale topographic map. The topographic map was constructed

from 1963 aerial photography and does not represent the small changes

and alterations that have been made to the area to make the low-lying

areas more useful for agricultural purposes. Ditches and canals have

been constructed within the area (Figure 8) to provide for drainage dur-

ing wet periods ani irrigation during dry periods. Figure 9 shows the
section of the map covering the study area.

514. Rainfall. The daily rainfall records from Germania , Missis-

sippi (site in the middle of study area, Figure 9), show that the area

received some rainfall within 5—6 days of the July 19714 and February

1975 satellite overflights , and no rainfall within 13 days prior to the

October 1975 cverflight (Figure 10). This record is believed to be

28
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representative of the rainfall received for the entire study area , espe-

cially when compared with the records obtained at other nearby stations

(Onward, Rolling Fork , Vicksburg, and Yazoo City). Figure 11 presents

two years (l97 1~ and 1975) of monthly rainfall  data for the Germania

station.

55. Classification of terrain types. The in situ terrain con-

ditions for the three overflight periods were mapped by using the 1973

USDA 1:10 ,000 aerial photography and ground surveys . Since two of the

overflights (July 1974 and February 1975) occurred before the time

period in which this study was conducted (September 1975—June 1976), it

was impossible to obtain some of the ground truth data that would have

permitted a more complete verification of the Landsat interpretation and

mapping methodology for those two Landsat data sets; however , it was

possible to obtain some data on the area for these periods pertaining to

crop types and locations by contacting various landowners within the

area .

~6. The terrain conditions within the study area were mapped

according to the following category types :

Map Symbol Land—Use/Terrain Types

A1 
Agriculture: foliated cotton

A2 Agriculture: defoliated cotton

A
3 

Agriculture: soybeans

A14 Agriculture: oats

A
5 

Agricul ture:  winter wheat ( rye grass)

A6 Agriculture: volunteer vegetation
(no planted crops)

A
7 

Agriculture: plowed land (no
vegetation )

F1 Floodplain fores t :  90 percent
oak , elm , gum , and pecan ; 10 percent
cyp r es s

F2 
Upland forest: 85 percent oak, gum,

hickory , and poplar; 15 percent
pine and cedar

( C o n t i n u e d )

L - . _ _  _ _  -
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Figure 11. Monthly rai nfall data for the Germania station fi-om

January .L9714 through December 1975
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Map Symbol Land—Use/Terrain ~~rpes

F
3 

Upland fo res t;  oak , gum , hickory ,
and poplar

P
1 

Pastureland : bermuda grass
P2 Pastureland : bermuda and rye grasses

W Water : lakes , rivers , and canals

57. The maps for the three overflight times (Figures 12 , 13, and

114) show tha t the land—use and vegetation types changed s ignif icant ly

from the first overflight (July 1974) to the last (October 1975). Not

only did the type of agricultural crop s change, but changes occurred in

some of the floodplain forested areas. Some of the forested areas were

cleared, and the land was converted to agricultural crops and pastur e

grasses (Figure 15). In addition , local residents indicated that some

of the study area had been flooded at the time of the July 19714 and

February 1975 overpasses.

58. Detailed fieldwork was performed at the time of the October

1975 overflight , and the data c ollected were used to prepare the terrain

map shown in Figure 114. Ground photos were taken of most of the sites

at the same time ; Figures 16—20 present in detail some of the signifi-

cant terrain types that occurred wi th in  the study area . Figure 21 indi-

cates the locations of these ground photos.

59. To obtain add itional information pertaining to the terrain

conditions wi thin the st udy area , low—altitude air photos were taken on

8 May 1976 (Figures 22—30) and -‘re located as indicated in Figure 31.

These air photos show , in uetail , the complexity of the terrain condi-

tions and some of the changes that had been made to the landscape.

Automated data station

60 . An automated meteorological station7 (Figure 32) was in—

stalled near Germania (coordinates 7.8—3.0, Figure 9)  to obtain de ta i~~e0

information on incoming solar radiation , rainfal l, wind speed and direc-

t ion , and air and soil temperatures. The orir i nai intent ion had beet :  t o

collect such data for a least a two—wren period prior to the October

1975 Landsat overpass. However , the equipment c~-u .~d not be made avail-

able at that time, and thus the actual period of record extended ft-on

_ _ _ _ _ _ _ _ _ _  _ _ _  . .—,— -- — -.- - -
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Figure 32. Aut omated meteorological field station
as installed in study area (coordinates 7.8—3 .0,

Figure 5), 28 October— 18 November 1975

28 October to 18 November 1975. While the data obtained are not useful

for determining such conditions as soil moisture at the time of overpass ,

they were nevertheless helpful as a general guide to meteorological

shai’acteristics of the study area during the autumn.

Basic procedure for
guided classification

61. The actual procedure used to obta in an interpretation of

Landsat imagery data was an interactive process , in which the human

analyst performed a number of nonquantifiab le operations from which

quantitative instructions for an assortment of computer programs were ob-

tained. The programs then very rapidly performed a number of relatively

simple bookkeeping operations on the very large number of CCT vtilues

comprisin~; a Landsat imut.e data set. ‘ISis cycle of human interpretat ion

and machine operation was repeated several times. The general scheme is

illustrated as a flow diagram (Plates 1 and 2 ) .  Individual se l ONet l t s  are

ShO WS as ~~~ - ‘ k s ” and numbered equent ial ly .

6o. 51~~s’k I. The f i r s t  step was to obtain from the E~~00 i t t i a

50 
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Center (see paragraph 2)  the C d l ’ s for each of the three Landsat over-

pass dates selected for study (Table 2). The data for each overpass con—

sisted of a pair of 9—track digital magnetic tapes containing multi-

plexed CCT values. Two tapes together comprised a Landsat scene that

covered an area approximately 185 l~~ square.

63. Block 2. The study area selected was smaller than a complete

scene ; therefore, some preprocessing of the CCT data was required. The

problem was to extract the data for the study area from the data array

covering the entire scene. In principle , it should have been possible

to simply locate the study area carefully on a NASA—provided 1:1,000 ,000

image (one of the user product options available from the EROS Data

Center) and then the corner coordinates by measuring in from the edges

of the image. Unfortunately , this procedure resulted in substantial

error. One of the reasons for the error was that the EROS—provided

image was cropped so that it covered somewhat less area than the CCT

data array . Since the amount of cropping is var iable , the margins of

the EROS—provided images cannot be used to precisely f i x  the location of

a point in the pixel array .

614 .  The procedure followed was to write an image of the scene ,

using band—7 data (because of the clarity with which water surfaces are

evident), and simultaneously making approximate corrections for earth

rotation e f f ec t s  and pixel shape , as discussed in paragraphs 103—105 and

in Reference 3.

65. Blocks 3 and 4. The image produced after making these ap—

proximate corrections is sufficiently close to the geornetrics of con-

ventional map projections that it was easy to locate , with only a small

margin of error , the position of the study t O l l .  0. tnt.’e the pixel size

used to produce the image was known (50 ~n t I l l s  ~~~~ ,tid the edges of the

image represented the t rue  edges o h  the COT - t a t  — ass’ s;. , it was easy to

measure t ’rom the image margins and thus a 1- 1ii’~.. x i  at e ly  :‘i x  the locations

of the corner coordinates of the study t.i. i ’ eti i t t  P o t t s; I .1~~’ l - ixe i  and scan

line numbers.

66. Block 5. The scan l ine  and l i x ’l rtur ,b-et-s of the cot-tier It -—

-~ r d : t~t i t c s  were used as the basis for - : : t . i ’ ’ 1’t  I ~~ ~. Iis -  L I  uc~ of t i x e l s
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representing the study area from the complete OCT data array. The

extracted data array was then cop ied onto a new tape, which was called

SA/CCT (study area CCT).

67. Block 6. The next step in the procedure was to write -an

..i’;ts1 ’~s, at an enisIM-.ed scale, of the study area , using selected wave-

length bands . For the current experiment , band—7 data were chosen ,

‘liiefly because water features show so distinctly . The importance of

this will become apparent later in the discussion. In the current

exercise, conventional air photos at a scale of approximately 1:71,7 00

were used for certain aspects of ground t ruth , and so the images were

wr i t t ex1  at approximately that scale.

68. dj o s t k  1. Since a OCT value was to be correlated with a point

on the ground (see paragraphs 29 and 30), the location of the point (i.e.

the p ixel representing that point ) had to be precisely known. An error

in location of several pixel dimensions (a Landsat pixel is a r ectan t -le

approximately 79.1 m long in a direction parallel to the orbital path of

the satellite and 57.2 m wide in a direction at right angles to the

orbital path) could have resulted in an attempt to correlate a OCT value

set with the wrong terrain type. The implication of th is  was that the

SA/CCT had to be corrected to the geometry of an air photo that was used

as the basis for selecting sample items (see paragraph 29). The success

of the procedure for achieving geometric accordance depended on the

existence of common “transfer  points . ”

69. A critical problem was the selection of the transfer points.

They had to be such that they could be located in toe Landsat image or

data set regardless of the season at which the data were obtaIned. In

the current instance, data for three widely ; .1. i’fereri t seasons ( summer ,

fall, and winter ) had to be used. It must be recalled that tile transfer

points must also be clearly recognizable on the air photo as well as in

the Landsat data. The following features usually provide p~ool i  t r a n sf e c

t ransfer  points :

a. A small (approximately 2.5—ha) roughly circular lake
surrounded by dry land or contiguous vegetation .

1. Intersection of two large (i.e. 50—rn wide ) streams .
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c. The j u n c t io n  0 1 ii lt .u’~a’ S t t ’~~’ tt~ and ti -

0. In t e r sec t i on  of tw~ s . : -  r-,’ids or air t ’i c l - i  r’a nw :ty ;

‘ s. ti e l a rge—scale  ‘~raa~ i’ of  ~~~~ -
- 
‘. - . ty area (

~ l o ck  6) and Sri air

photo of a p p r sx i r : s i t s ’ly  the u:cs t -  s~~t~I.e ~ ‘ t ’  - ~t t ~~ J 1e i  Cat’ L’i ’ IfliLy .

t i i f t) €T t r a n s f e r  p o i n t s  , A , B , arid 0, ~~ - - . t e  L O P e d  (Figur e 33). t hey Lil’e

not ideal ly l o c a te - I ; i t  w~ have h es’r~ bet t e r ’ lisa they  been more wIdely

separated . C - w e ;-:’, as it happens , the ~ s-~~t l ie i ’ r i  en - I of the study ares

o f fe red  few oppor tuni t ies  for  s u i t a b l e  t r a n s f e r  points. Lnw—aitlto-r€-

oblique air photos (Figure 3 14) i l lus t ra te  the kinds of features at

t ransfer  points A and C.  The t ’eatuo’es were ident i f iable  in the Landsat

data sets for July 19714 as well as - ‘ - b i ’ u’ sr ’ ; tin- i Oct -Ills ’ s L i 1’ - . Fi~ —

ure 35 presents a 10— by 10—pixel mat r ix  of the band—7 OCT values aroun d

t ransfer  point A. Note that in each data set the j unc t i on  of the st i ’~’:ut

with the lake bridge shows as a higher value than the “ lake ” pixels and

that the small wide spot in the stream , jus t  before it enters the lake

and south of the j unction , shows as a value significantly lower than the

surrounding dry land. The junction is , of course , readily identi fiable

on the air photo.

11. Block 8. The problem now was to stretch (or “rubber sheet ”)
the OCT pixel array in such a way that p ixels representing t ransfer

point s are located at the same coordinates as their correlative points

on the air photo. The procedure was to assign coordinate positions to

the air—photo locations of the transfer  points by f i r s t  designating one

of the transfer points as the origin of a convenient but arbitrary

Cartesian coordinate system and then determining the X and Y coordi-

nates of the other points with respect to this origin . Likewise , the

transfer points within each Landsat data set were located by determining

the number of pixels (Ny) in the X direction and (Ny) in the Y

direction of each transfer point . The map coordinates of the transfer

points were then related to the pixel coordinates within each Landsat

data set by the following two equations :

X. coo 0 , — Y . sin 0 = 11 , ,  D
1 t i f Xi  Xi

X , sin 0 + Y , coo ii - = 0 , . D
I i i  Yi
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where

X . and = the X and Y air—photo coordinates of each respec-
tive transfer point

= Landsat flight path angle with respect to true north

Nx . = number of X—coordinate pixels of the transfer point
within the Landsat data set

Dx1 = width of the Landsat pixel
N~~. = number of Y—coordinate pixels of the transfer point

within the Landsat data set

Dy~ 
= length of the Landsat pixel

Equations representing each respective transfer point were written and

then simultaneously solved for the flight path angle and the size (D
~

and D~ ) of the pixel within each Landsat data set. The values of

and pixel size for the three Landsat data sets are listed in Table 3.
The average values for O

~ 
, D

~ , and D~ were then computed and used
in the equations above to bring the terrain reference system and CCT

value data for each data set into geometric accordance.

72. The number of transfer points needed to bring Landsat data

sets into geometric accordance depends on the size of the area being C

considered and the relief within the area. It is estimated that in most

regions in the United States between 12 and 20 points would probably be

required for an area the size of a NASA scene (~~314,000 k~
2
) Reference 8

describes a procedure for bringing Landsat data into geometric accordance

using up to 20 transfer points.

73. Block 9. The next problem was to select the sample sites

(see paragraph 29) to be used in the “guided” interpretation mode . How-

ever , before making the selection, at least a few examples of each
terrain type had to be actually located. In the present exercise , th is

was accomplished by a combination of air—photo interpretation , using the

photomosaic in Figure 5, and ground truth data , as described in para-

graphs 146—6 0 . The initial classification was comprised of onily three

terrain types: open—water surfaces, wooded land (or forest), and non—

wooded (or open) land. On the basis of all available information , 30

sample sites were selected (Figure 33) that, it was hoped , would include

every significant variation of condition in the study area. As noted in
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Figure 33, a Landsat pixel is an area about 1.1 mm long and 0.8 mm wide,

with the long dimension north—south. Thus, a 3— by 3—p ixel array (see

paragraph 36) is a rectangle 3.14 mm N—S and 2.14 mm E—W Each sample

site was selected at the center of an area of homogeneity as perceived

on the air photo and in an area as large as a rectangle 3.14 by 2.14 mm

(Figure 33).  By the use of available ground truth data and air—photo

interpretation, the terrain conditions at each site during each satellite
overpass were established (Table 1 4) .

7 14. Blocks 10 and 11. A 3— by 3—pixel array of values around each

sample site was isolated from the SA/CCT and subjected to a “normalcy”

analysis to determine actual homogeneity . Table 5 gives the mean and

standard deviations of the COT values for each wavelength band for the

October 1975 overflight. As noted , the standard deviations vary consid-

erably ; for example , the standard deviations are quite large (greater

than 2 . 0 )  for sites 17 and 29. Also , Figure 33 shows that there are

situations such that a 3— by 3—pixel array cannot quite be f i t ted  into

an area of complete homogeneity . These sites would , of course , be

expected to exhibit more variance than others. Ideally,  the variance
exhibited by a 3— by 3—pixel array should be no larger than the variance

produced by normal instrument error . Since the normal instrument error

is about +2 percent , the ideal standard deviation would be + 1 . 2 6  OCT

units  (maximum OCT value of 63 multiplied by 0.02 , the normal Landsat

instrument error). The assumption is that any 3— by 3—pixel array

exhibiting a standard deviation of ±1.26 would be likely to represent an

absolutely homogeneous terrain type. In practice , such homogeneity c:.~r~—

not be expected because of small—scale randomized variations in surface

geometry , soil moisture, etc. Since there is no way of telling ahead

of time how large such variations are likely to be , the analyst should

be permitted to control the amount of variance that is used to ,i udge the

homogeneity of a sample site , with the proviso that the variance should

in no case be less than about +1.3 (÷1.26 rounded to the n earest 0.1).

This controlled parameter, which was used to determine the acceptability

of the 3— by 3—pixel arrays, will henceforth be called the “screen ing

window .” Because some degr’~e of site varianco’ uris anticipated , +1.5 CL]’

58 

-.-—- ~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



-~~~~ - -  S. -~~~~~~~~ S . -  --

units were initially accepted as the screening window. Those sample

sites that exhibited standard deviations of greater than +1.5 OCT units

in one or more of the four spectral bands were eliminated from further

consideration. The assumption behind this decision was that a larger

standard deviation would be prima facie evidence that two or more terrain

types were represented in the sample. Thi s decision drastically reduced

the number of samples used in analysis; for example, only 17 sites re—

mained, out of the original 30 for the October 1975 data.
‘i’5. The specification of a particular screening window as the

criterion for homogeneity is, of course , a specification of the amount

of variance that will be permitted in a sample site. If the acceptable

screening window is made larger, more sample sites will ‘be found to be

acceptable. Table 6 illustrates the effect of increasing the screening
window on the number of accepted sample sites.

76. Examination of the photomosaic (Figure 3~ ) sheds little light
on the reasons for the variances or lack thereof , since some sites that -

‘

appear on the photomosaic to be very homogeneous actually exhibit quite

large variances. It seems that subjective analysis of air photos will

not guarantee the selection of homogeneous sample sites. Therefore , the

best approach would be to select a large number , expecting that many

will prove unsuitable, at least initially .

77. Block 12. The initial terrain classification was to consist

of three categories: water, forest , and nonforest (see paragraph 73).
t i tu s , each of the sample sites that survived the normalcy analysis (i.e.

that met the screening wifldow criterion (Blocks 12.1 and 12.2, Plate 2))

must be assumed to be a member of a “cluster” of sample sites, each ~~

which represents , in some degree , one of the three terrain types. Thus ,

the first truly subjective decision must n~ .~s1 on the appar ent i’ e~ -r  t et~—

tativeness of the selected sample sites (Block 12.3, Plate 2). If only

two or three survive the normalcy screening , and the terrain  i s  k n o - u r t

to be complex in any sense , then it may be that the number of oelccteJ

sample sites is too small. In this event , the ob vj u u s  - t e l  is to en—

IrirCe the screening window so that a d d i t i n a !  sample I - i - j i l t s  are included

(Table i - ) .
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78. For the October overpass data, it was decided that the se-

lected sites adequately represented the desired terrain types. The next

step was to test the selected samples for similarity. Ideally , all of

the samples denoting one terrain type should exhibit a relatively close

degree of radiometric similarity. In practice , this means that the OCT

values of all of the samples designating a desired terrain type should -:

show a sort of family resemblance. Furthermore , the COT values repre—

senting the samples in a ‘terrain” t~ y-e should tend to “cluster” about a
common value , and the cluster for each terrain type should be discrete ,

i.e. should not overlap.

79. The first step in the S.LOt~ jI0 process was to select a “vari-

ance” window (Block 12.14, i-ttate 2). i- .ieally , the smallest variance win-

dow should be equal to or larger t han th * maximum instrument error , and

thus , when dealing with Landsat data , it should be equal to or greater

than +1.26 COT units. However , the selection of the variance window is

entirely subjective and must be made by the analyst. Generally , it

appears to be better to f i~’st choose an initial value relatively close

to the limiting minimum . This variance window (which is both positiw~
and negative) is then algebraically added to the mean value of all four

spectral bands of the selected sites (Block 12.5, Plate 2). The result—

in~~ values are then rounded to the nearest integer , simply ‘because the
COT values are always integers. Table 7 presents the effects of this
process , using three different variance windows . The two integer values

that bracket each mean value represent class limits for each spectral

band. In effect , the concept is that all COT values that fall between

or on the limiting values are assumed to bc equivalent. For example ,

OCT values of 15, 16 , or 17 in spectral band 14 (Table 7) would be as-

sumed to be members of a population that included site 1, given a vari-

ance window +1.3 OCT units. However , note that increasing the size of

the variance window tends to broaden the width of the class. In physical

terms , this means that a wider range of COT values will meet the limiting

criteria and are thus categorized as belonging to the class.

- - 0 .  The next procedural step (Block 12.6 , Plate 2)  was to c oi l —

struct  a “cluster matrix ” (Figure 36) for the 13 October data , using as

I it) 
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— 

X 
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x

Figure 36. Cluster matrix , 13 October 1975
data , with variance window of +1.5 COT units

a f i r s t  choice a screening window and a variance window of + 1.5 COT

units. The matrix is simply an orthogonal array with the identification

number s of the select ed sites arranged in numerical  sequence ilon~ both

abscissa and ordinate.

81. To “f i l l” the matrix , “X’s” were placed at each matrix posi-

tion that corresponded to a similarity of spectral signatures ‘between

sites. Note that the COT class limits in Table 7 for sites 1 and 14

indicate overlap on every band and hence are similar. Thus, an X was

placed in the cluster matrix at the (i,14) and (14 ,1) positions. Ob-

viously,  the diagonal elements (e.g. (1,1), (2,2), etc.) all contain

X’s since each site is always similar to itself. The procedure was

continued until every permutation of pairs of sites had been compared.

83. The problem at this point is to determine whether there is

any order in the array of X’s (Block 12.7, Plate 2). The procedure in-

volves the rearrangement of the sequence of site numbers so that sinni—

larities are brought together into related “clusters.” The process 01’

rearrangement is called “diagonalization, ” and results in diagonaliz ing

6i 
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the cluster matrix ( i . e .  rearranging the cluster matrix into diagonal

form). For example, site 1 is similar to site 14, so the mati’ix is AC —

arranged to put sites 1 and 14 into juxtaposition. Oites 10 and 12 are

also similar to site 1, so they too are brought into juxtaposition . The

result is a cluster matrix as illustrated in Figure 37.

S 1TE NUM BEF~S
I 4 10 12 2 9 15 18 19 20 21 22 23 25 ,i’ 28 30

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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83. Considering the  r ca r ’ I  n~ro-: m a t r ix , it  is clear that sites j

14 , 10, an’  12 ar’ - _ ’ i i 0 s i r ’ r i la r  tn~’ o t i s i ’  - ~~~ , - n t - i ‘ Ft t t ’’ ’’ I th l ’i ’ - l f sr e

coni s tit ot e  a c ’J u s t~ -r .  ~i to 2 is s i m i , ,’iz’ to site ~‘5 , an~.r -ni .y - . - - 015—

arrangement to bi-ing these t w -  i n to  j u~st a i -~ - , l it i n ‘t ’SLuts in the m at r i x

in Figure ~~~ From the cecon t - .t ~‘~‘arl’a: gcr : cI lt  ( F ig u r e 35), it can be seen

that sites 23 and 25 are sirs ] lar  s r i t e  ~~~, and t i c’,’ can t hen be hn - ou g l i i .

together (Fl.gui’e 39). It is now evident t ha t  sites 11- , 07 , and 30 are

similar to site 15. Br lug tug t hese  tojg i-’t i i e t ’  y i elds the t h i r d  :u’n’an~a- —

ment (Figure 140). v x a i n i n i at i o n  of this new a r ’ t ’ a n l gemi ’IC t  r’ evi’a ir an i n —

complete cluster formed by sites 15, t o , 27, and 30. It also d is c l o s es

that site 22 “overlaps” the c luster , being similar to three of the - ‘our

elements in the cluster. 1 - l o v l n -  site 22 into juxt aposition with the
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Figure 140. Cluster matrix , 13 October 1975
data , with sites 15, 18, 27, and 30 brought

into contiguity

cluster yields the four th  arrangement (Figure 141). This process is

called diagonalization because any cluster that results is arranged along

the diagonal , as in Figure 141. Given a matrix of this form , a cluster

can be defined as a collection of elements (i.e. occupied matrix posi-

tions) that can ‘be internally (within the cluster ) connected by off—

diagonal connections but that have no connections with external (outside

the cluster) elements except ‘by the main diagonal of the cluster matrix.

814. The matrix in Figure 141 was interpreted as consisting of four

clusters , three distinct and uniqu e and one somewhat indef in i te  and

incomp lete. However , the fact that not all matrix positions in the

cluster are filled does not lessen the uti l i ty . The po int is that all

of the elements of the incomplete cluster are related to each other ,

even if only indirectly , while none of its elements are related to ele-

ments in any of the other clusters. Further , no arrangement ol ’ i ts ele-

ments will y ield a c o n f igu rat i o n  of t wo or nore discrete nonrelat ed

clusters .

85. Of course, the site r i r u n b er s  can be arranged in a djfi ’cn’ent

-_~--~~~~~~~- S. —-- - - - -’ -’ -- ’- ~~~~~~~~~~~~~~~~~ --- ----” ---



SITE  NUMBERS
I 4 10 12 2 28 8 23 25 15 ¶ 8  27 30 22 IS 20 21

I X X X X

4 x X X X

IC X 1< X X

12 X X X X

2 X X
— — - - — — I I  

28 )( X

X x x  
—

~~~23 
— — - — — 

X X X ffl

~~25 
— —  

X X X

~~ l5

~~ 18 
- ~~ 

-
~~ 

— .11* ~~. — - — — — —
27  X X

30 X X X X X 
- - -  

22 X X X X  X

¶ 9 X X X X

20 X X

21 X X X

Figure 141. Cluster matrix , 13 October 1975
data; one of several possible final arrange-

ments showing four discrete clusters

sequence (Figure 142). However , note that exactly the same four clusters ,
one of which is incomplete, emerges. Thus, the precise rationale by

which a site number sequence is generated is unimportant .

86. In the example just described , fortune has smiled : the

diagonalizat ion process has resulted in the formation of a cluster

matrix containing discrete clusters. However , as will later be seen ,
this is not always the case. The procedure (Block 12.8, Plate 2) for

dealing with cases in which discrete clusters cannot be formed is dis-

cussed in paragraphs 110—112.

87. The initial terrain classification was to consist of only

three categories: water , forest, and nonforest (or open ) (see para-

graph 73). Thus, each of the sites in the cluster matrix (Fi gur e 141)

was examined to determ ine whether the sites in each cluster repr esen ted

a single terrain type (Block 12.9, Plate 2 ) .  By reference  to Table 14 ,

Table 8 can be readily compiled. The comparison of Table 8 w i t h  Fig-

ure 141 reveals that  the four forest  S iL t ’s  have been neatly p ir i c e t in to

one of the clusters  and the open sites are d is t r ibuted  a ix-h g the

5
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Figure 142. Cluster matr ix , 13 October 1975 data , wi th
alternative arrangement of site numbers yielding same

four clusters as in Figure 141

remaining three clusters ( Table 9 ) .  Each cluster then consists of sites

representing a s :ngle  terrain type (Block 12.9, Plate 2). If more than

one terrain type had been present in any one of the clusters , the yi -o—

cedure described in Blocks 12.20 , 12.21 , and 12.22 in Plate 2 would

have ‘been applied. No case in this study required this al ternat ive.

One of the nonforest  terrain types , however , is designated by more than

one cluster (Block 12.10, Plate 2). The reason for this can be v i s t .si-

lized more readily if the COT class l imits bounding each cluster in cact i

wavelength band (Block 12.11, Plate 2) are reduced to graphic form ,

(Fig~.u-e 143). The COT values for the limits ‘bounding each cluster are

derived by determining the largest and smallest value in each w ri ve Ienig t lt

band in each cluster. For example, Table 10 contains only those sites

used to develop the cluster matrix in Figure to , with the sites se-

quenced in the same order as in Figure 141. In band 14 , since the

smallest value is 114 and the largest is 18, the class limits of cluster

I are it t— 10 . This is plotted as a horiz ontal bar in F i . gIu ’ .~ 143 , as are

all of the other cluster  classes. 
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88. The nionforest clusters ( i . e .  II , III , and IV)  were grouped

separately because each failed the similari ty tests in at least one

spectral band . Clearly , it would be desirable to f i nd  a method of

at-ranging the sites such that there is one cluster per ter raIn  ‘ y - - . At

least two ways exist in which this might be accomplished : the size o h ’

the variance window might be changed (Block 12.23 , Plate 2 ) ,  or t h e

siz e of the screening window might be changed (Block i, . 214 , Plate 2 ) ,  on ’

both nisi glit be changed.

d~~ . If the screening window is reduced , the number of selected

sites will also ‘be lessened (Table 6~~. On the other hand , i i ’ it is m l —

creased , sites will be added with the possibility that one or them will

exhi’bit  a COT value in the cri t i cal wavelength band that will fil l  the

gap between clusters (Figure 142). In the example , the analyst would look

for a value that would f ill the cr i t ica l  gap between the class l imits  of

clusters II , I L l , and IV in bands 5 and 6. However , note that the class

limi ts of clusters II and III overlap only band 6 . Tho r- , ideally , the

sites that a r e  added should also incorporate values to fill t h e s e  gaps .

70 . From Table 6, it is apparent that widening the sdn’CL’rt i hl I

- -~~~~ -. - ‘a- - . -  -‘ -- -— -~~~~~ ‘S.---- --- ~~~~~~~ -- —rn- S.- - ~~~ ~~~~~~~~~ —~~~~~~~



window to +1.6 OCT units will add two sites, 9 and 13, to the selected

sites. The difficulty is that a reference to Table 14 indicates that both

sites 9 and 13 represent forest and thus will serve only to confuse the

issue, i.e. the need was for more sites in the nonforest areas. Hence ,

enlarging the screening window (Block l2.2~4, Plate 2) will not help.

91. The second possibility is to change the variance window

(Block 12.23, Plate 2). If the variance window of those sites used in

the cluster matrix (Figure 142) is reduced , the m inimum effect will be to

make the width of the cluster classes smaller, which is oppos ite to the

effect desired. Table 11 illustrates the effect on the classes within

each wavelength band if the variance window is enlarged to +1.7 COT

units. After a similarity analysis is completed , a cluster matrix is

assembled , the clusters are developed by the .iiag-s nai i zat ion p r o ce lu r e ,

and the cluster matrix in Figure 1414 emerges. A lt h - r i ’t cluster C is a

greatly extended cluster , it nevertheless meets all of the cri teria for

a cluster and also places all nonforest sample sites into a single

cluster. Thus, the objective is satisfied . Table 12 is the result of

arranging the class limits data with the associated clusters.
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92. The water site (site 2)4, Figure 33) did not survive the nor-

malcy analysis in the October 1975 data. Because water so strongly ab-

sorbs band—7 radiation, the OCT value of site 214 in band 7 should be so

low that it will not ‘be similar to any other site. The data in Table 5

indicate that the mean COT value of site 214 in band 7 is 2.2, well below

any of the values exhibited by any other site, and thus this expectation

is realized. Since including it among the selected sites cannot disturb

the normalization process (even though it does not meet the normalcy

criterion), site 214 was arbitrarily included in the diagonalized cluster

matrix (Figure 1414 ) as an independent one—element cluster . The water

cluster could have been added to Figure 141 in the same way, but it was

deferred to this point in the procedure so that the discussion in para-

graph 87 would be less encumbered.

93. The next procedural step was to determine whether the terrain

classifications were to be “inclusive” or “exclusive .” Inclusive classi-

fications are those in which the classes include all possible contin-

gencies; every patch of the ground must be placed in one or another of

the categories. Therefore, the analyst at this point must decide

(Block 12.12, Plate 2) which type is required . In the present instance ,

the system is inclusive : each patch of ground must be either water ,

forest , or nonforest. Exclusive classifications are those in which only

certain aspects of a landscape are included in the classification, and

thus a certain proportion of the ground will remain outside the class

criteria; some patches will be unclassified. In such a case, the clas-

sification actually consists of the specified classes plus air additional

class in which all things not included in the c r i t eria d e f i n i ng the

specified classes are placed (Block 12.17, Plate 2).

914. The example cluster class limits p r c s L . ~t~ed in ‘
~abIe 12 ai’e

an exclusive set. However , since the cia -sifiration 5~~5 t I ’ i ~~~Utl iCl’

discussion is an inclusive system (the tb u’e c .Lust~en’s n’ e j - r e s en t  three

t e r r ’ uin  L y l e:; t,bcut , by -.I e f i n i. t ion , ; II ~ :t - ‘ - - v ’ ; 100 b - r d - n r t  1’ ’ t r , - : t l ’ . - ’ I ,

i.e. , - ‘u - r h  p o i nt  on the grow~ r rnu,:t be ci LI ‘‘~‘w ’  ‘ er , :‘ - r ’’ :t . , or

forest), the question at th is point is , I ;  w are i n , c l u s i v e  c l ur t n’ ‘lass

sets derived from tile exclusive S t  5 in -‘0 . 1 -  t

L. -
~~~~~~~~

--
--

~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _ _



95. The procedure (Block 12.13 , Plate 2)  adopted in this study

det ermines by a “cluster separation logic ” the combinations of bands

that affect the separation of clusters and then der ives by a set of
“cluster group stretching rules” the inclusive cluster class sets that
represent and preserve the integrity of each cluster of the cluster

matrix. A consequence of this procedure is that often. more inclusive

cluster class sets can be determined than there are original clusters .

Furthermore, since there is not enough information available to reliably
select the optimum set by objective procedures , a subjective decision—
making process had to be used.

96. From the graphic form of the Table 12 data presented in

Figure 145, the cluster separation logic used to determine combinations
of bands affecting cluster separations for the October 1975 data and

the symbolic representation for that logic is as follows :

a. Separation 1: Clusters A , B, and 0 can be separated by
using band 6. The separat ion logic for this cluster
group is represented ‘by the symbol (A~ B~ C ) .

CCT UNITS
0 5 0 IS 20 25 30 35 40

I I I I I I I I I I I I I I I I I I I I I I I I I I I I
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Al —I
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Figure 145. Ranges of values comprising clusters , 13 October 1975
data , with variance window of +1 .7 OCT units
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b. Separation 2: Cluster A can be separated from clusters
B and C by using band 7’. Clusters B and C can be
separated from each other by using band 5. The separa-
tion logic for these two cluster groups is represented
by the symbol (A) )~ (B~C).

c. Separation 3: Cluster A can be separated from clusters
B and C by using band 7’. Clusters B and C can be
separated from each other by using band 6. The repre-
sentation for this separation logic is (A) ,~ (B~C)

d. S~paration 24: Cluster A can be separated from clusters
B and C by using band 6. Clusters B and C can ‘be sepa-
rated from eacn other by using band 5. The representa-
tion for this separation logic is (A) ~ (B~C).

97. Once the cluster separation logics had been determined, the
class limits of the clusters were expanded (or stretched) by means of a

set of cluster group stretching rules (Figure 246) to include all possi—

ble values in all wavelength bands. The rules are divided into three

sets: an omnigroup , intragroup, and intergroup set of rules. The omni—

group rules apply to all clusters regardless of their cluster group ings ;

the intragroup rules , only to bands affecting separation within a

cluster group; and the intergroup rules, only to bands affecting a sep-

aration between cluster groups.

98. Table 13 presents the consequences of the cluster group

stretching rules as th~y were successively applied to the cluster sep-

aration logic (A) Jr (B~C) (i.e. Separation 2, paragraph 96). Table 124

illustrates the results of the group stretching rules on all the sej-’t

tion logics. At this point in the process , it was still undetermined

which of the class sets (Table i24 )  would produce the best map of the

area of interest. In this context, the best map would be that one in

which the maximum number of pixels was correctly identified as to ter-

rain type. In the example used up to th is point , it is extremely dif-

ficult to estimate which will produce the best product , since all of
them are capable of clearly separating all three clusters. The only

obvious way of resolving the problem was to actually produce prelimin-

ary maps (Blocks 12.1)4 and 12.15, Plate 2) of a small region and check

the results against the actual terrain and against an air photo that was

reliably interpreted . Figures 247—50 are the maps resulting f rom us ing

(1
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Otnnigroup Rules

Rule 1: The lower class limits in bands not affecting cluster or
cl uster group separations are extended to 0.

Rule 2: The upper class limits in bands not affecting cluster or
cl uster group separations are extended to 63.

In tragroup Rules

Rule 1: The lower limiting CCT value in the band affecting separation
is extended to 0.

Rule 2: The upper limiting CCT value in the band affecting separation
is ex tended to 63.

Rule 3: In the band affecting separation , the upper and lower class
limi ts of a clus ter are ex tended un ti l the gaps be tween
adjacen t clusters are closed. If the gap be tween an adjacen t
cluster is an even number of CCT value units , divide the
values equally. If the gap is an odd number of CCT value
uni ts, assign the extra value to the lower of the two clusters .

Rule 4: If the cluster group consists of only one clus ter , extend its
lower and upper class limits to 0 and 63, respec t ively , in
every band not affecting an intergroup separation .

Intergroup Rules

Rule 1: The lowest CCT value in the band affecting separation is
extended to 0.

Rule 2: The highes t CCT value in the band affecting separation is
extended to 63.

Rule 3: In the band affecting separation , the lowest and hi ghes t CCT
class limits of a cluster group are assigned to each cluster
of that group . For examp le , clus ters X , Y , and Z are in the
same cluster group and have class limits of 21—25 , 23—29 , and
19—24 in band 6, respec tively ; then the band 6 class limits
assigned to X, Y , and Z are 19—29.

Rule 4: In the band affectin g separation , the upper and lower limi ts
of a cluster group are extended until the gaps between
adjacent cluster group s are closed. If the gap between an
adjacent cluster group is an even number of CCT value units ,
divide the number equall y. If the gap is an odd number of
CCT val ue units , assign the ex t ra val ue to the lower o f the
two cluster groups.

1-2 gUr - e 24 6. Cluste r g t- o ;i ~ - str u -tetn ing ruler
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the “stretched” OCT class sets given in Table l~4.

99. A comparison between the maps generated by the four cluster

class sets and an air photo of the same region (Figure 124) indicates that

cluster class set 2 (Figure 248), which employs bands—S and —7 radiance

data, provides the best interpretation of the terrain conditions

(Block 12.16 , Plate 2). The maps produced by cluster class sets 1 and

3 (Figures 247 and 249) depict numerous patches of nonforest (cluster C)

within the large forest areas. Also, set 1 does not detect the presence

of the river in the upper—left part of the study area. The map produced

by cluster class set 24 (Figure 50) also does not detect some of th’~ promi-
nent water bodies (the river and a small lake in the west—central part

of the study area). On the other hand , cluster class set 24 did give an
excellent interpretation of the distribution of forest and nonforest in
the study area.

100. The subjective impressions described above were then checken

by comparing the area of each class , as determined by automatic classi-

f icat ion , with the areas as carefully mapped by air—photo interpretation

by a skilled interpreter with excellent ground truth data (Figure 114).

The areas in Figure 114 were carefully measured using a dot—count tech-

nique. Table 15 gives the resultant comparisons . The results are some—

what surprising. Note that the errors from set 3 are somewhat less than

those obtained from set 2 , despite the fact that the subjective impres-
sion is that the map produced by set 2 is superior to that produced by

set 3. The question is, why does not the subjective impres sion match
the objective analysis? The apparent reason is subtle . The areas

presented in Table 15 are meaningful only as totals ; there is no neces-

sary relation between the total area covered by a category and the lo-

cation of individual pixels of that category . Thus, at least in princi-

ple , every pixel could be classified wrongly , and yet the totaled areas
could agree perfectly. The obvious conclusion is that total areas are

not meaningful as a basis for a judgment as to which of several classi-

fication schemes is superior. The only valid basis is to make the

comparison on a pixel—by—pixel basis . When this is done (Figures 114 and

4 7— 5 0 ),  it will be noted that cluster class sets 1 and 3 have many 
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. - ’ -- -—’- - - -S . ’ -~~~ —- S.
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obviously misc l a ssi f i ed  pixels  scat t c i ’ ci  th1’oU(~hout both the forest  iu- .i

n snfores t  areas . The remarkable ;t(~recmcnt between total arc-is is

fortuitous . Cluster class set 14 has far fewer misclassified pixels in
the forest and nonforest  areas and is def ic ient  only in the fact that it

does not appear to map water surfaces as effectively as set 2. li-swiver ,

on balance , c -;:- uster class set 2 was chosen as the best of the classifi—

ss,t Psn schemes for the October 1975 data.

101. In the event that the classification system is an exclusive

type ( paragrapn 93) ,  the procedure is to go directly from Block 12 .17

to Block 13 (Plate 1). In this case , of course , the cluster class

sets will include not only class limits for the des ired ter rain types
but also an “unclass if ied ” cat egory ,  which will accumulate all pixels

not meeting the criteria of the cluster class sets.

102. llock 13. Having made all of the decisions required to

olassi fy every pixel in the scene or area of concern , the procedure was
to do exactly that , using the original geometrically uncorrected COT’s.

The program that performed this operation accept s the limit ing OCT class
values for each cluster (which represents a terrain type) in each wave-

length band . The four CCT values defining each pixel are then compared

with the OCT class specifications (Table 14), and that pixel is then

coded with a number that spe c i i ’L cs :- the te r ra in  type that correlates with

the set of COT classes into which it f i t s .  The result is a new CCT con-

ta in ing  only the category codes instead of the ori1fl. nal sets of OCT

values.

103. Block 14. The next procedural step was to bring the new

OCT containing only the category codes into geometric accordance with

the air photos. The Landsat pixel array could have been brought into

geometric accordance prior to classification. There are , however ,

compelling reasons for not doing s- .~ - The most important one revolves

around the matter of pixel shape. The Landsat pixel is rectangular ,

approximately 58.1 by 79.2 m; the pixel ru-lured by the Tpti’onir-s film

reader/writer (see Appendix A) is a perfect :;-l u - cio . . The disci’elctric’y can

be approximately corrected by compiling a new pixel array in which

every 3rd. and d D t l i  scan line of the original COT is d u pl i c a t ei .  This

78
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procedure in~reases tlue number of scan lines in a Landsat scene from
23)40 to 3237. Thus , there are approximately 1.36 times as many pixels

in the reformatted CCT as in the original Landsat COT . The new tape

can now be used on the film reader/writer to produce an image that is

approximately the same scale both parallel to and at right angles to

the orbital path; whereas had the ori ginal tape been used , the film

reader/writer would have produced an image in which the scales differed

by a factor of approximately 1:1.36.

1014 . The important aspect of this , with respect to the classi-

fication process , is that all of the available dat a are in the original

COT; reformatting adds pixels but not information . Thus , if all manipu-

lations required in the classification procedure are done prior to re-

formatting , substantial savings in computer time are effected , simply

because fewer pixels need be handled.

105. The second major reason for deferring shape correction stems

from the image skew produced by the rotating earth.  Approximately

24 sec are required for Landsat to move 185 km (the length of a Landsat

scene ) along its orbit , and during this time , the rotation of the ear th

ca r ri e s  the surface eastward about 11. 149 km at the latitude of Vicksburg,

M i s s i ss ip p i .  This means that the surface moves eastward with respect to

~he satellite orbital path one pixel width (57 m) in about 0.12 14 sec .

Therefore , in the time that it takes the surface to move eastward the

width of one pixel, the satellite moves southward along the orb it about
11.6 scan lines. This systematic error can be approximately corrected

(see Reference 8 for a more accurate correction ) by o f f s e t t i n’  each

successive group of l~ scan lines to the westward one p ixel wid th .  For

an area the size of a Lar,lsat scene , a total of 260 “false pixels” - 1512

inserted on the tape, divided appropriately between the ends of each

scan line, to bring the digital array back into a rcct;uit-ular array .

The result of this process is only barely perceptible -at a scale of

1:1,000,000 on the resulting film because of the small pixel size used

to expose the film , but it is nevertheless e f f e c t i v e  l’oi’ approx imately

correcting for skew. The effect , however , is to a ll 8)4l ,62 pixels Lu

the data array . If these pixels are included in the data arra:r 1-n or



. 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~ -- - _ _ -- S.—~~~ ---- -- -S. - -—~~~~~~~~~~~~

to c lass i f icat ion, special arrangements must be made so that they are

not included among those pixels to be classified. Regardless of how

th is is done , the process will require computer time . Thus, conser-

vation of computer time is achieved by deferring geometric correction

until after the classification procedure is completed.

106. Block 15. The final step is to write a map showing the

distribution of ter ra in  types , as determined by the procedure described

above. The point of departure is the reformatted OCT in which each

pixel is identified by a “terrain type” code (see paragraph 102) and in
which each pixel is located in such a way that it will be located in the

proper position when fitted over a base map .

107. The light—emitting diode (LED) in the Optronics film reader/

writer (see Appendix A) is capable of producing 256 light—intensity

levels , which results in as many “gray shades” on the exposed film.

Since the human eye has d i f f i cu l ty  dis t inguishing more than abou t f ive

to seven shades of gray , it is usually wise to restrict the number of

categories on any one map to no more than seven different categories.

In the present instance, since only three categor ies were required , th is

constraint offered no difficulties. The gray shades that were selected

for best portrayal of the three cat egories were as follows :

LED Intensi ty
~‘Iapping Cluster Terrain Type Level 2’a:,- Shade

A Water 255 Black
B Forest 70 Gray
C Nonfor est 0 Wh ite

The se values were used to produc e a map of the study area (F i n u r e  S i) ,

and also a map of the entire October 1975 Landsat scene (l”i; ure 52 ) ,

each c lass i fy ing  the areas with the t I l e r :  L l J ’ u ’ l ’ a A I l  types .

Cuppl emental te sts of proc edur e
108 . Since only one test of a t’oc . I t l i i ’ c ; c i : ;t i tu tu :: a somewhat

uncertain bas is  I’or evaluatirv it s  u t i l i  Lv , twe ~- I - I  I t l I ) l I : d  L ;ui i :r t t  s C I ’ f l e s

(Table 2) c o/ l a -  I i ; ’ ess . ’ I I L  - al ly the  :sLsv ’  r -  ~~ion w e e  - proces:reiL The

-Iifre’renses iui season (note  that  c 1 1 ’ -,;cjnt; Wa :; - -- t l : 1 i ! i l -’~I i n  t i c -  w h l t , l ’ r

Ito

~ 
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(21 February 1975), one in summer (II July 197)4 ) ,  and another in the

autumn (13 October 1975)) were expected to produce s ignif icant  changes

in terrain reflectance propert ies and , therefore , in spectral signatures.
The sun position also changes significantly and thus causes changes in

spectral signatures because of differences in reflectance geometry.

Finally , normal agricultural practices could be expected to change

field characteristics in the cultivated areas . These factors all

conspire to make certain that the cluster class sets derived for the

October 1975 scene would not be suitable for the other two scenes. In

effect , the analytical procedure must start from the beginning for each

scene .

109. However , the same test area (Figures 24 and 5), as well as

the same sample si tes (Figure 33) was used in all cases. Further , a

modest amount of ground truth data had been collected (see Part III)

prior to the analys is of the imagery data , and thus the terrain type at
each sample site was known (Table 14). With this somewhat tenuous ground

trut h data , the July 1974 and February 1975 COT ’s were subjected to

exactly the same procedure as the October 1975 OCT.

110. Analysis of 11 July 19714 data. Table 16 presents the result

of the normalcy analysis on the 3— by 3—pixel arrays around the 30 sam-

ple sites. Table 17 shows the effects of changes in the size of the

screening window on the number of sample sites. For instance , only 10
sample sites survive with a screening window of -1-1.5 COT units , and

only 15 survive with a screening window of +1.8 OCT un i t s .  As a general

princ iple , the degree of representativeness can be expected to be di-

rectly related to the number of sample sites. The initial cluster

matrix was constructed with those sample :;ites derived from a screening

window of ÷1.8 OCT units and a variance window (Table 18) of +i.5 COT

units. After diagonalization, the cluster matrix is ;Li’r’ ; 014a - -l , as in

- i - -lore 53. At this  point , the procedure is at Block .t .8 , 1;ite - , and

it is evident that clean clusters cannot be l ’u l ’p e- !.  There is a possi-

bil i ty  that a smaller variance window will el iminate the - r l u : : t I - r  cv er i rL l

(Block 12.18, Plate 2).

83

_ _ _ _ _ _  . - - ~~~~--- - -—---~~~-- - -- 



S I T E  NUMBERS

2 3 4 9 10 13 9 22 18 20 17 5 5 24

1 X X X X 
X [_X x x

2 x x x x i x  .x

3 X X X 1 x i x  x X X

4 X  X X X  x i x  x x x  
— —

9 x x L_~t~1, x X

i0 x x x  x x i x  x 
— —

~U J I 3 X X X x X I X  X
a) — — — — - - f -  

19 x x x 4 - 
x 

— x 
— -z 22 X

UI — .- — -- — — - - .
t i e  x x x
Ul

20 X X X

17 X X

5 X

6
24 X

Figure 53. Cluster matrix , 11 July 197)4 data ,
with screening window of + 1.8 COT units and

variance window of + 1.5 COT units

111. Reduc ing the variance window to +1.3 OCT units (the smallest

acceptable window) results in the cluster matrix in Figure 54. It is

clear that clean clusters cannot be formed. One alternative remains ,

namely that of reducing the screening window (Block 12.19, Plate 2), in

the hope that clean clusters will form.

112. A screening window of +1.5 COT units was then selected , pri-

marily because it was successful for the October 1975 data. Figure 55

shows the cluster matrix that results from using the variance window of

+1.5. Since the clusters have not yet cleanly formed , the obviuus th ing

to do would be to reduce the variance window. The use of a smaller

variance window (+1 .3  CCT units) results in the COT classes given in

Table 19 and the cluster matrix in Figure 56. Figure 57 is a graph ic

presentation of the resulting cluster class limits.

113. An examination of Figure 57 indicates that , just  as wi th

the Oct ober 1975 dat ;t , separation of water is very easy with ei ther

band n or band 7. Although previous experience had indicated that -

814
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Fi gure 54 . Cluster matr ix , 11 July 197~-i data ,
with screening window of +1.8 CCT units arid

variance window of +1.3 OCT units -
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Figure 56. Cluster matrix , 11 July 1974 data ,
with screening window of ±1.5 OCT units and

variance window of +1.3 OCT units

CCT UNITS
5 0 - 5  20 2S 30 35 40 45

_____ 1 1 . I - ~~~~~~~~~~~~ l ~~~~~~~~~~~~~~~~~~~ I —~~ I 1.1
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Ci I

BAND S BI
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A l
BAMD 6 61  I

CI I

A l 4

BI
CLUSTER —~~Cl

~igw- e 57. Cra l- fl ic d i :;1- lay of c.lu :;tt~r ci i: ; : ’, l i m i t s , 11 July 197)4 dat.- ,
with screening window of +j.5 COT un its and vari ;Lrlc -.’ window of +1 .3

OCT u n i t s
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band 7 would yield super ior results , it was decided to test both bands .

Clusters B and C ( forest and nonforest ) can obviously only be cleanly

separated by the use of band—S data. Table 20 presents the resulting

stretched cluster class sets as eventually used . Figure 58 shows the
final map product of the use of cluster class set 1.

1114. Analysis of 21 February 1975 data. The same sample sites

(Figure 33) were used for the analysis of the February 1975 as for the

July l97~4 and October 1975 dat a sets. Table 21 gives the mean and

standard deviations of the signatures taken from the sample 3— by .3-pixel

arrays , and Table 17 lists the sites that survived normalcy evaluation

at various screening windows . Table 22 shows the effect of ‘thanges in

the variance window on the COT class limits of the 17 sites that sur—

vived normalcy analysis with a screening window of +1.8 COT units.

115. Figure 59 is the cluster matrix that results from the use
of a variance window of +1.5 OCT units , and Figure 60 is the matrix in

diagonal form. It is evident that only two ‘~lusters can be formed , one

consisting of only one site (site 29). Reducing the variance window t-. --

+1.3 OCT units yields a cluster matrix, as shown in Figure 61. It is

clear that site 13 is the anomalous si te;  i ts removal results in a

clean separation between forest and nonforest , as indi cated by th e site
characteristics (Table 4 )  along the right margin of the figu:’e. if it

could be removed from the set of site numbers , all would be well.
116. The procedure for removing site 13 from contention is to

reduce the screening window. Table 17 indicates that site 13 will l~

eliminated if the screening window is reduced to +1.5 OCT units. Fig-

ure 62 shows the cluster matrix resulting from the use of a screening

window and a variance window of +1.5 COT units. Though the fore st si tes

form two discrete clusters and are somewhat underrepresented (~ out of

12 sites), at least the nonforest sites now form a discrete cluster .

Figure 63 is a graphic representation cf the resulting cluster class

limits (lubie 23). The water site, site 24, has been arbitrar i ly added ,

even though it did not meet the normalcy - ; s i t S l ’ i Ol .

117. As noted in Figure 63, band 7 can be used to separate

clusters A and B1 from clusters B2 and C ; band 5 nl’ 1’ei’~ tn

- -S.--— ‘ S.
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19 x x x  x X x X X

20 X X X  X X
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I I I
Figure 59. Cluster matrix , 21 February 1975
data , with screening window of -1-1.8 OCT units

and variance window of +1.5 OCT units
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~~~~~~~~~~~~~~~~~~~~ 
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I I I I II 1L~ l~Figure 60. Diagonalized cluster m a t r i x ,

21 February 1975 data, w it h screening
window of ÷1.8 OC~ uni t:- and v a r i ; L I l e

window 0 1 ’ +1.5 CCi units
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Figure 61. Cluster r s t tn i x , 21 Febru ary 1975 d’ttX ,
with  sc reen ing  win-I- s w of ± 1.8 OCT un i t s  and

var l ar ice window of ±1.3 OCT u n i t-s
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Figure 63. Grap hic presentation of cluster clas s limits , 21 February
1975 data, with screening window and variance window of +1.5 OCT units

of sharply separating cluster A from cluster B
1 

and cluster B
2 
from

cluster C; and band 6 can accomplish the same separations as band 7.

Thus , two possible cluster class sets exist that will separate the four

clusters.

118. With the cluster class distributions (Figure 63) given , two

stretched cluster class sets were determined (Table 24). A test indi-

cated that cluster class set 2 was superior. The map of the study area

produced with these cluster class limits (Figure 64) shows the two

f orest clusters B
1 

and B2 grouped together and displayed as one shade of

gray .

119. The formation of the two forest clusters , B1 and B2 ,  rather

than j ust one d iscre te  clust er can be understood by referring to the

cluster r~lass limits in Table 24. It is evident from the table that

sir -n at e-es fo-om Landsat p ixels belonging to th e’ f or es t  clu :;t - x-r’  B
1 cannot

be grouped with the “tisl - Int .I ” fl-rest cluster B2 , becausi - their  band— 7 C C i

values are too low and very near the values of water .  On the -cUter ban - : ,

they cannot be grouped with water either , since their band—5 ~‘Cb values

-I l -
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are much lower than those of water. The final interpretation of this

situation was that the p ixels that f i t  the B
1 

cluster class set were a
mixture of water and forest terrain types and thus formed naturally into
a separate and discrete cluster . This is discussed further in greater

detail in paragraphs 134—136.
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PART III: EVALUATION AND ADJUSTMENTS

Evaluation

120. Any semiautomated terrain interpretation process using

Landsat digital data will almost inevitably produce “patches” of mis-

classification, because some pixels will fall in locations such that

parts of two or more different terrain types are represented. The CCT

values of such pixels will be a mix of the spectral signatures of all of

the terrain types included in the pixel. Such “spurious” signatures may

resemble no known terrain type, or they may, by chance, resemble a ter-

rain type other than those actually encompassed by the pixel.~
121. There are also other reasons for misclassification. For

example, the entire procedure depends on the assumption that different

terrain types will always exhibit different spectral characteristics.

This assumption is not necessarily valid. It is entirely possible that

a specific reflectance geometry will shift the spectral signature of

one terrain type to values closely resembling or identical to those of

another terrain type. Furthermore, two completely different terrain

types may have the same reflectance properties, in which case it will be

impossible to differentiate them by spectral analysis.

122. The essential point is that terrain classification on the

basis of spectral analysis alone cannot be expected to achieve perfect

discrimination. The goal is to keep misclassification to a minimum.

Accordingly , the final products were sub,~ected to close examination to

determine sources of misclassification , in the hope that such inforzna—

tion could be used to improve the procedure.

123. Unfortunately , the rn~~t recent air photos of the study area

that could be found were taken in mid—July 1973 (Figure 5 ) .  Thus, it

was impossible to compare the terrain type maps produced by the semi—

automated spectral analysis procedure with actual ground conditions as

revealed by air—photo interpretation. However, it was possible to visit

the study area on the day of the October 1975 overpass and to record

the conditions. Figures 16—20 i11u~trate sonic of the critical
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conditions, and Figure 21 indicates their ground locations . The area

was visited again on 8 May 1976, and critical points were photographed

from the air at low altitude. A set of these photographs are included

as Figures 22—30, and their locations indicated in Figure 31. The

combination of ground truth data and low—altitude examination from the

air provided detailed control on the locations of critical boundaries

and the identification of critical areas.

1214. In addition, local people were interviewed in an attempt to

establish conditions at the times of the July 19714 and February 1975
overpasses. The conditions in every patch could not be recorded , but

the crops in and conditions of certain fields were established with con-

siderable reliability. Figures 12 and 13 illustrate much of this infor—

matiori. The major difficulty is that the floodplain was still partly

inundated by the water of the great floods of 19714—75 (Figure 7) during
the time of the July 19714 and February 1975 overpasses , and this is, of

course, not visible on the July 1973 air photo. In an attempt to antic-

ipate what might show on the two Landsat images, two water levels, one

at 85 ft to correspond to the July 19714 overp~~ ~, and another at 90 ft

to correspond approximately to the Februar’ overflight, were pro-

jected onto the best available topographic jf the study area. Fig-

ure 65 shows the result. Note that large areas of floodplain on the

western edge of the study area were subject to inundation at both the

85- and 90—ft levels.

125. Too much credence should not be placed in the precise loca-

tions of the limits of the projected flooded areas. There are two major

reasons. First, a very small error in measuring elevations can move the

position of a contour line a substantial distance in such flatland as

the Mississippi floodplain. The existing topographic maps are largely

the product of photograznmetric analysis, and it is extremely difficult

to determine elevations accurately by that method in regions of very low

relief. As a consequence, contour lines in the Mississippi floodplain

are not uncommonly misplaced by tens or even hundreds of metres. The

second reason is that the elevations plotted in Figure 7 reflect gage

readings on the Yazoo River at Satartia. The gage is very close to the
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study area, as indicated in Figure 14, but the water levels on the flood-
plain itself do not march to exactly the same rhythm as the river. In-

stead, they normally lag well behind the river gages. Thus, for example,
the July 714 Landsat overpass occurred during a falling stage (Figure 7),
and the water on the floodplain could be expected to be at some in-

determinately higher level than the gage reading, simply because the

water would not have had time to drain off. On the other hand, the
February 1975 overpass occurred on what was essentially a rising stage,

and thus the levels on the floodplain could be expected to be somewhat

lower than the gage reading, because the low areas would not yet have

had time to fill. The difficulty is that in neither case can the exact

amount of lag be predicted with complete reliability.

126. As anticipated, the most striking differences among the

three final products of the classification system, as applied to the

test area, are in the delineation of water areas (Figures 51, 58, and
614). For example, the July 19714 map (Figure 58) shows very extensive
water areas, especially at the western edge of the study area. When

this is compared with the map of potentially flooded areas (Figure 65),
it will be seen that the areas mapped as water coincide closely with the

areas of possible inundation. The absolute distributions will not match,

of course, for the reasons discussed in paragraph 125. Very close

examination of the photomosaic (Figure 5) will reveal that the tiny
water areas scattered through the forest area covering the southeast

half of the study area and in the cultivated area in the southeast

quadrant represent small reservoirs or farm ponds .

127 . The map of the February 1975 data also shows a considerable

amount of water along the western margin of the test area (Figure 614),
but it is much less than that mapped from the July 19714 data (Figure 58).
A comparison with the map of potential flooding (Figure 65) shows that

the areas mapped as water coincide closely with the areas below the 8~-
ft contour line. For reasons discussed in paragraph 125, this is not

unreasonable.

128. The map of the study area based on October 1975 data

(Figure 51) indicates that the water had drained of f the floodplain ,

(Yr 
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just as would be anticipated by considering the Yazoo River gage levels

(Figure 7). Note also that the Yazoo River , which loops through the

extreme northwest corner of the test area, is so narrow that it shows as

a discontinuous line of pixels (see Reference 14 for a detailed explana-
tion of the phenomena responsible); whereas, in the July 19714 and February

1975 scenes (Figures 58 and 614, respectively), the river is mapped as a
continuous line of water pixels.

129. It may be concluded that the procedure provides a highly

reliable method of mapping water surfaces, even when the water is quite

turbid (as it is in the Yazoo River in time of flood) and very shallow

(as it must have been over large areas of the floodplain). However,

there are some anomalies. For example, the large area centered approxi-

mately at coordinates 3.5—7.0 is classified as forest in Figures 58 and
614, although it ought to be flooded according to the topographic map
(Figur e 65).

130. The difficulty lies in the fact that the two terrain types

are not exclusive. The area is actually a large patch of floodplain

forest, and ground examination revealed that the area beneath the trees

had been inundated during the flood period. However, the Landsat sensor

received radiation from the forest canopy and not from the water beneath
• the trees. Thus, the classification algorithm correctly classified the

area as forest. Close examination will reveal other similar examples.

131. Some anomalies are not so readily explainable. For instance,

the February and October 1975 maps (Figures 614 and 51, respectively )
both indicate a patch of forest at about coordinates 6.0—10.0, but the

July 19714 map (Figure ~8) shows none at that location. The 1973 air

photo (Figure 5) indicates that there was a patch of forest at that
location in July 1973. Why did the algorithm misclassify it as non—

forest in the July 19714 data? It is not yet known.

132. However, the Landsat maps do reveal the removal of forest.

For example, the large patch of forest centered on coordinates 7.6—12.0

(Figure 51) is indicated on the 1973 air photo (Figure 5) as having a
long tongue extending to the eastward, but none of the Landsat scenes

show its presence. Examination on the ground revealed that it had
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been cleared and converted to agricultural land (Figures 114 and 15b).

The same situation is evident at the southeast corner of the large patch

(Figure iSa).

133. The flooded forest region at coordinates 3.7—7.0 also con-

tains an example of misclassification. In the July 19714 map (Fig-

ure 58) , there is a discontinuous line of nonforest pixels along the

western and southern edges of the forest patch. The topographic map

(Figure 9) indicates no elevation changes that could bring this small
zone above the level of the floodwaters; the area must have been

flooded. The anomaly is probably the result of spurious signatures.

The pixels in this region fell partly on forest and partly on water, and

by chance the integration of the radiance values produced a signature

that met the nonforest criteria.

134. Why did the same phenomenon not occur in the February 1975

data (Figure 614)? A reference to Figure 63 will reveal the probable

reason. Note that one of the forest clusters (cluster B
1
) exhibits

CCT values in band 7 so low that they overlap the CCT values of the

water cluster (cluster C). Further, even in band 5 (Figure 64 was
constructed with cluster class set 2; see Table 214), the separation

between water and forest clusters is not large. Thus, a spurious

signature caused by a pixel falling across a boundary is far more likely

to be classed as one of the two elements comprising the combination than

some third category.

Adjustments

135. The fact that a forest cluster looked so much like a water

cluster in the February 1975 data led to a close examination of the

CCT value data (Table 21). This examination revealed that four sites,

1, 3, 14, and 214, exhibited very low CCT values in band 7. An examina-

tion of the photomo~aic of the study area (Figure 33) indicates that

sites 1, 3, and 14 are all in floodplain forest, and an examination of
the topographic maps (Figures 9 and 65) reveals that those three sites
were probably flooded. On the other hand, site 2 is also in a
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floodplain forest, but the topographic map indicates that it may be on a

low ridge so that it was probably above water on 21 February 1975.

136. The Mississippi floodplain forests are composed almost

exclusively of broadleaf deciduous species, and they would be expected

to be leafless in February. Thus, the radiation from the surface in

floodplain forest areas would come only partly from the trees; some, and

perhaps a major component, would come from the surface beneath the trees.

If that surface were water, then the band—7 CCT values of flooded

forest areas would be expected to be abnormally low, but somewhat higher

than open water. This is exactly the condition suggested by the CCT
values of sites 1, 3, 4, and 2~4 in band 7.

137. This led to the possibility that open water, flooded forest,

and dry (i.e. not flooded) forest could be discriminated by a more de-

tailed subdivision of band—? CCT values. With this in mind , the cluster

class sets in Table 25 were selected for testing. Figure 66 shows the
resulting map. It is quite apparent that many, if not most, of the

forested areas that could be expected to be flooded are correctly clas-

sified . The scatt ering of small patches of flooded forest mixed among
the dry forest almost all occur close to the curved border between the

hilly country to the east and the Mississippi River floodplain to the

west. Since the sun was only 55 deg above the hcrizon to the southeast
at the time of the Landsat overpass (Table 2), these obviously misclas-

sified areas may be the result of topographic effects. The terrain

tends to slope steeply to the northeast along the valley wall (Figure 9),

and this would produce very low CCT values, which would create the same

general effect on CCT values as water, especially in band 7.
138. An examination of the site data for the July 1974 overpass

does not reveal any depression of band—7 CCT values for sites 1, 3,
and 4. The reason, of course, is that in July the deciduous trees are

in full leaf, and thus virtually all of the energy reaching the Landsat

sensor is coming from the forest canopy and almost none from the forest

floor.

139. However, the experience with band—7 data in the February

1975 data suggested that anything that modified the open—water surface
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might be detectable. For example, by July, weeds and some crops are

tall enough so that the tops might project above the water surface, pro-

vided the water is not more than about 0.5 m deep. If so, then the band—

7 CCT values of such areas would be somewhat higher than those repre-
senting deep water. To test this hypothesis, the cluster class limits

of cluster class set 1 (Table 20) derived from the July 19714 data were

altered in Table 26 by dividing the water range in band 7 into two

classes. Figure 67 il1u~-trates the consequences.
i140. Since the forest and nonforest cluster class limits were not

altered, these two classes were mapped the sane as the corresponding

two classes in Figure 58. However, the alteration of the water cluster

class limits has resulted in a separation of deep and shallow water.

The deepwater regions , Dump Lake and the lowest elevation areas (below

the 85—ft contour lines in Figure 9), have been delineated very effec-

tively, and most of the shallow-water regions (above the 85—ft contour)

have also been accurately classified. However , the Yazoo River is clas-

sified as shallow water, which it obviously is not. This is undoubtedly

a misclassification caused by spurious signatures. The river is quite

narrow (Figure 25) and bordered on both sides by bands of trees. The

river is not quite wide enough to permit a pixel to fit into the water

surface, and thus all of the pixels falling on the river are contaminated

by radiation reflected from the bordering trees. This is apparently

enough to raise the band—7 CCT values above the limits used for shallow

and deep water (Table 26).
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PART IV : ‘~~NCLIJSiON~ A~i ~
-. ~~~~~~~~~~

Conclusions

114i. Based on previous experience , it may be concluded that :

a. The interactive procedure, as described in the text and
• outlined in Plates 1 and 2. can be used to quickly

obtain criteria by which certain terrain types can be
reliably classified by semiautomated procedures.

• b.  A set of criteria derived from terrain data obtained at
one season cannot be used to classify data obtained at
another season. Both spectral reflecta ice characteristics
and absolute colors change on a seasonaj basis.

c. Some ground truth data are essential, ince they are
necessary in judging the acceptability of the clusters
of CCT values used as the basis for classification .

• Recommendations

1142. Since this study has demonstrated that Landsat spectral data

can be used to determine areal terrain data and related information on

in situ conditions over large areas, it is recommended that the procedure

be further demonstrated and assessed in a wide variety of terrain and

environmental conditions . This will enhance the confidence in the use

of the overall methodology.

1143. Some of the procedures developed under this study have not

been automated to permit efficient use. As a result, it is recommended

that the following research be conducted to provide an automated or

semiautomated method of interpreting and mapping worldwide terrain:

a. Develop automated procedures, and write a computer pro-
gram to permit more efficient extraction of radiance
data on preselected terrain features by the use of
multipass Landsat data sets.

1. Design computer procedures to analytically compare two
sets of Landsat data for the sane region for different
times of the year and to output a map portraying the
changes in the conditions .

C. Develop automated procedures for selecting gray—tone
densities i~~f becter map portrayal of terrain and land—
use conditions.
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Table 1
Subjectively Chosen CCT Value Classes*

OCT Value CCT Value Ranges/Spectral Band
Class No. Band ~ Band 5 Band 6 Band 7

1 22—26 15—18 17—23 5—li

2 26—28 18—21 23—26 11—114

3 28—31 21—23 26—28 14—18

14 31—33 23—26 28—33 18—23

5 33—35 26—30 33—35 23—25

6 35—37 30—33 35—40 25—31

7 37—140 33—36 40—142 31—39

8 36—41 142—46 39—4 8

9

* See Figure 2.
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Table 3

Calculated Fligh t Path Ang les and Pixel Sizes

for Three Landsat Data Sets

O f Dx D~
Landsat Solution (Flight Path Angle) (Pixel Width) (Pixel Length)
Data Set Set* deg m m

11 Jul 1 9.03 58.3
1974

2 9.13 
____ 

80.9

• Average 9.08 58.3 80.9

21 Feb 1 11.00 57.5
1975

2 9.13 
____ 

80.7

Average 10.07 57.5 80.7

13 Oct 1 9.03 58.3
1975

2 8.59 
____ 

78.9

Average 8.81 58.3 78.9

* Solution sets 1 and 2 to the simultaneous equations exist since there

were three unknowns to be determined from four equations .
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Table 14

Terrain Conditions* at Sam~ple Sites at the Time

of the Three Overflights

• Site Overflights
No. 11 Jul 19714 21 Feb 1975 13 Oct 1975

1 F1 
F1 F1

2 F
1 

A
6 

A
1

3 F1 F
1 

F1
4 F1 F1 F1
5 A

1 
A

6 A2

6 A1 
A6 A

2
7 A1 A6 A2
8 A

1 
A6 A2

9 F3 
F
3 

F
3

10 F
3 

F
3 

F
3

11 F
3 

F
3 

F
3

12 F
2 

F
2 

F
2

13 F2 F
2 

F
2

F
2 

F
2 

F
2

15 p
2 

P
2 

P
2

16 - P2 
P
2 

P2
17 P

1 
P
1 

P
1

18 A
7 

A6 A3
19 A

7 
A
6 

A
3

20 A7 A6 A1
21 A3 

A6 A7
22 A3 

A6 A3
23 A3 A4 A7
24 w w w
25 A A A3 5 3

(Cont inued )

* See paragraph 56 for key to terrain conditions.
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Table 14 ( Concluded )

Site Overflights
No. 11 Jul 19714 21 Feb 1975 13 Oct 1975

26 A
1 

A
6 

A
1

27 A1 A6 A1
28 A

3 
A6 A3

29 A1 A6
30 A3 A6 A3
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Table 5
Signatures from Sample Sites, 13 October 1975

Site Mean and Standard Deviations ,** COT Units
No . * Band 14 Band 5 Band 6 Band 7

1 15.8 (0.7) 1 4. 8 ( 1 . 0 )  2 5 . 6 ( 1 . 0)  14 . 0 ( 0 . 9 )
2 20.2(0.7) 22.6 (0.7) 35.1(1.5) 23 .1 (1.5)
3 15.4(0.7) 14.4(0.5) 27.4 (1.9) l6 .6Cl .7)
4 16.1 (0.6) 15.8(0.4) 24.7 (0.9) 13.2(0.8)
5 21.8 (1.2) 25.9(1.8) 29.8 (0.7) 16.4(0.7)
6 18.9 (1.1) 21.6 (0.9) 32.2(2.1) 20.9(2.5)
7 20.4(1.7) 25.0 (1.9) 29.9 (0.9) 17.6 (1.5)
8 25.8 (0.8) 32.2(0.5) 33.0(1.2) 16.9C0.6)
9 14.7(0.9) 14.7(0.5) 26.8(1.5) 17.2(1.6)

10 15.0(0.9) 14.3(1.0) 23.4(1.4) 13.9(1.2)
11  1 3 . 9( 0 . 6)  1 4.0 ( 0 . 9)  2 4 . 6 ( 1 . 9)  1 5. 4 ( 2 . 5)
12 1 5 . 6 C 1 . 0  1 4.3 ( 0 . 7)  2 4 . 9 ( 0 . 8)  1 4 . 8 ( 1 . 0 )
13 16.3(0.5) 16.0 (1.5) 26.1(1.6) 15.7(0.9)
14 17.6(2.3) 20.7(3.9) 28.3(2.4) 16.7 (1.7)
15 19.0(0.6) 22.2(1.0) 29.8(0.8) 19.0(0.6)
16 17.8(1.6) 19.7C2.4) 29.2 (1.2) 18 .0 (1.1)
17 21.2 (1.2) 24.3 (1.3) 32.0(2.2) 19.6(1.8)
18 21.3 (1. 1) 24.2 (1.1) 29.4(0.5) 20.7(0.5)
19 19.7(0.7) 23.1 (0.8) 31.4 (1.1) 16.9(0.9)
20 23.4(0.9) 28.4 (0.7) 30.9(0.6) 16.0(0.7)
21 23.6(0.9) 28.7(0.9) 31.7(0.7) 17.3 (1.0)
22 21 .1 (1.1) 26.6 (1.0) 31.4 (0.7) 19.6(0.~~)
23 25.6(0.5) 33.6(0.7) 35.2 (0.7) 17.8(0.8)
24 18.1 (1.2) 16.8(1.2) 12.6(1.9) 2.2 (1.6)
25 25.2(0.4) 32.1 (0.7) 34.2 (1.2) 18.4(0.7)
26 19.7(0.7) 24.6(2.1) 34.2 (1.0) 22.3(0.9)
27 19.0(0.9) 20.8(0.8) 31.8(0.7) 21.3 (0.7)
28 21.4(0.9) 24.8(0.7) 35.0(0.7) 21.9(0.8)
29 24.0 (1.3) 28.6(2.6) 32 .1(1.5) 17.7 (1.7)
30 20.7(1.0) 24.6(0.5) 31 .8 (1.1) 19.3(0.5)

* See Figure 33 for the locations of these sites.
** Mean and standard ( in  parentheses) deviations are for a 3— by

3—pixel array. 
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Tabl e 6

Effect of Changing Screening Window Criterion on Number

of Acceptable Sample Sites, 13 October 1975 Data

Screening Window , CCT Units
Sample
Site ±1.3 ±1.5 ±1.6 ±1.7 ±1.8

1 X X X X X

2 X X X X

3

4 X X X X X

5 x
6

7
8 X X X x x
9 X X X
10 X X X X

11

12 X X X X X

13 X X X

14
15 X X X X X

16

17

18 X X X X X

19 X X X X X

20 X X X X X

21 X X X X X

22 X X X X X

23 X X X X X

24

25 X X X X x
(Continued)

~ 
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Table 6 (Concluded)

Screening Window , CCT Units

Sample
Site ± 1.3 ±1.5 ± 1.6 ±1 .7 ±1.8

26

27 X X X X X

28 X X X X x
29

30 X X X X X

Total number
meeting criterion 15 17 19 19 20 

~~~~~~~~~~~~~~~~~~~~~~ - - .
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Table 7
Effects of Variance Window on CCT Class Limits

13 October 1975 Data

Class Limits ,* CCT Units
Spectral Band

No. * Window Band 14 Band 5 Band 6 Band 7
1 1.3 15—17 14—16 24—27 13—15

1.5 114~ 17 13—16 24—27 13—15
1.8 14—18 13—17 214—27 12—16

2 1.3 19—21 21—24 314—36 22—2 14
1.5 19—22 21—24 34—37 22—25
1.8 18—22 21~214 33—37 21—25

14 1.3 15—17 15—17 23—26 12_ll4
1.5 15—18 i4—i~ 23—26 12—15
1.8 114~18 14—18 23—26 11—15

5 1.3 21—23 25—27 29—31 15—18
1.5 20—23 24—2 7 28—31 15—18
1.8 20—24 214—28 28—32 15—18

8 1.3 25—27 31—33 32—34 16—18
1.5 24—27 31—314 32—3 14 15—18
1.8 214—28 30—34 31—35 15—19

9 1.3 13-16 13-16 26-28 16-18
1.5 13—16 13—16 25—28 16—19
1.8 13—16 13—16 25—29 15—19

10 1.3 114—16 13—16 22—25 13—15
1.5 14—16 13—16 22—25 12—15
1.8 13—17 13—16 22—2 5 12—16

12 1.3 14—17 13—16 24—26 14—16
1.5 14—17 13—16 23—26 13—16
1.8 i14—i~ 13—16 23—27 13—17

13 1.3 15—18 15—17 25—27 114—17
1.5 15—18 15—17 25—28 114—17
1.8 15—18 114—18 214—28 14—17

15 1.3 18—20 21—23 29—31 18—20
1. 5 18—20 21—24 28—31 18—20
1.8 17—21 20—24 28—32 17—21

18 1.3 20—23 23—2 5 28—31 19—22
1. 5 20—23 23—26 28—31 19—22
1.8 20—23 22—26 28—31 19—22

(Continued)

* Sites selected using a screening window of +1.8 CCT units. 
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Table 7 (Concluded)

Class Limits, CCT Units
Site Varianc e Spectral Band
No. Window Band 14 Band 5 Band 6 Band 7

19 1.3 18—21 22—24 30—33 i6—iS
1.5 18—21 22—2 5 30—33 15—18
1.8 18—21 21—25 30—33 15—19

20 1.3 22—2 5 27—30 30—32 15—17
1.5 22—2 5 27—30 29—32 15—17
1.8 22—2 5 27—30 29—33 14—18

21 1.3 22—2 5 27—30 30—33 16—19
1.5 22—2 5 27—30 30—33 16—19
1.8 22—2 5 27—30 30—33 16—19

22 1.3 20—22 25—28 30—33 18—21
1.5 20—23 25—28 30—33 18—21
1.8 19—23 25—28 30—33 18—21

23 1.3 24—2 7 32—35 34—36 17—19
1.5 24—27 32—35 314_37 16—19
i.8 214—27 32—35 33—37 16—20

25 1.3 24—26 31—33 33—35 17—20
1.5 214_27 

~l—34 33—36 17—20
1.8 23—27 30—3 14 32—36 17—20

27 1.3 18—20 20—22 31—33 20—23
1.5 18—20 19—22 30—33 20—23
1.8 17—21 19—23 30—34 20—2 3

28 1.3 20—23 24—26 3 14—36 21—23
1.5 20—23 23—26 34—36 20—23
1.8 20—23 23—27 33—37 20—2 14

30 1.3 19—22 23—26 31—33 18—21
1.5 19—22 23—26 30—33 18—21

19—22 23—26 30—3 14 18—21

_ __ _ __ _ __ _ __ _ _  _ _ _ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Table 8

Terrain ~Lype Assignment of Si t es in Clust er Matrix*

13 October 1975 Data

Site Terrain ~[~rpes
No. Forest Nonforest Water

1 x
2 X
14 x
8 x
10 x
12 X
15 X
18 x
19 X

20 X
21 X
22 X
23 X
25 X

27 X

28 x
30 X

* See Figur e 142.
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Table 9

Terrain Types Related to Site Numbers ,
13 October 1975 Data

Terrain Types
Site No. Forest Nonfo rest Water Cluster

1 X I

4 X I

10 X I

12 X I

2 X II

28 X II

8 X III

23 X III

25 x III

15 X IV

18 x IV

27 X IV

30 X IV

22 x IV

19 x IV

20 x IV

21 X IV 
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Table 10

CCT Classes Def in ing  Spectral Sigpatures of Sites

Used in Cluster Matrix, Figure 142

13 October 1975 Data

Class Limits,* CCT Units
Spectral Band

No. Band 14 Band 5 Band 6 Band 7 Cluster

1 1)4—17 13—16 2 14_27 13—15
14 15—18 114—17 23—26 12—15
10 114—16 13—16 22—25 12—15
12 114—17 13—16 23—26 13—16

2 19—22 2l_2 14 314_37 22—2 5 II
28 20—23 23—26 34—36 20—23

8 214—27 31—314 32—314 15—18 III
23 214~ 27 32—35 3 14—37 16—19
25 2 14—2 7 31—314 33—36 17—20

15 18—20 21—2 14 28—31 18—20 IV
18 20—23 23—26 28—31 19—22
27 18—20 19—22 30—33 20—23
30 19—22 23—26 30—33 18—21
22 20—23 25—28 30—33 18—21
19 18—21 22—25 30—33 15—18
20 22—2 5 27—30 29—32 15—17
21 22—25 27—30 30—33 16—19

* Screening window +1 .5  CCT units;  variance window +1.5 CCT units .  

~~— — _  -- -—~~~ 
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Table 11

CCT Classes Defining Spectral Signatures of Sites

Used in Cluster Matrix, Figure 141

13 October 197 5 Data

Class Limits ,~~ CCT Units
Site Spectral Band
No. Band 4 Band 5 Band 6 Band 7

1 1)4—17 13—16 2)4—27 12—16
2 19—22 21—2 14 33—37 21—2 5
14 14—18 1)4—17 23—26 12—15
8 2)4—27 31—314 31—35 15—19

10 13—17 13—16 22— 2 5 12— 16

12 114—17 13—16 23—27 13—16
15 17—21 2l~ 214 28— 31 17—21
18 20—23 23—26 28—31 19—22
19 18—21 2 1—25 30—33 15—19
20 22—25 27—30 29—33 1)4—18

21 22—2 5 27—30 30—33 16—19
22 19—2 3 2 5—28 30—33 18—21
23 2 14—2 7 32—3 5 314_37 16—19
25 24—27 30—3 14 33—36 17—20

27 17—21 19—22 30—33 20—23
28 20—2 3 23—26 33—37 20~ 214
30 19—22 23—26 30—33 18—21

* Screening window +1.5 CCT units; variance window = + .7 (~Ci un it~’.
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Table 12

Clusters and Associated CCT Class Ranges*

13 October 1975 Data

CCT Value Ranges
Site Spectral Band

Cluster** No. Band 14 Band 5 Band 6 Ban d 7

A 24 16—20 15—18 11—14 l_ 14

Cluster Class Limits 16—20 15—18 11—14 1—14

B 1 14—17 13—16 2)4—27 12—16
14 14—18 114—17 23—26 12—15
10 13—17 13—16 22—25 12—16
12 14—17 13—16 23—27 13—16

Cluster Class Limits 13—18 13—17 22—27 12—16

C 2 19—22 2 1—24 33—37 2 1—25
8 24—27 31—34 31—35 15—19

15 17—21 2 1—2 14 28—31 17—21
18 20—23 23—26 28—31 19—22
19 18—21 21—25 30—33 15—19
20 22—25 27—30 29—33 14—18
21 22—25 27—30 30—33 16—19
22 19— 23 25—28 30—33 18—21
23 24—2 7 32—35 34—37 16—19
25 24—27 30—34 33—36 17—20
27 17—21 19—22 30—33 20—2 3
28 20—2 3 23—26 33—37 20—2 14
30 19—22 23—26 30—33 18—21

Cluster Class Limits 17—27 19—35 28—37 14—25

* Variance window = +1.7 CCT units.
** See Figure 14)4 .
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Table 13

Application of the Cluster Group Stretching Rule. to the

Cluster Separation Logic (A)I (BIC)
7 5

Cluster Class Limits , CCT U nit s
Spectral Band

Cluster Band 4 Band 5 Band 6 Band 7

Before Application of Rules

A 16—20 15—18 11—1)4 1—)4
B 13—18 13—17 22—2 7 12—16
C 17—27 19— 35 28—37 14—25

After Omnigroup Rules

A 0—6 3 15—18 0—63 1—14
B 0—63 13—17 0—63 12—16
C 0—63 19—35 0—63 14—25

After Intragroup Rules

A 0— 6 3 0—63 0—63 1—4
B 0—6 3 o—i8 0—63 12— 16
C 0—63 19—63 0—63 14—25

After Intergroup Rules 1 and 2

A 0—63 0—63 0—63 0—4
B 0—6 3 0—18 0—63 12—16
C 0—6 3 19—63 0—63 114—63

After Intergroup Rule 3

A 0—63 0—63 0—63 0—14
B 0—63 0—18 0—63 12—63
C 0— 6 3 19—63 0—63 12—63

After Intergroup Rule 14

A 0—63 0—63 0—63 0—8
B 0—63 0—18 0—63 9—63
c 0—6 3 19—63 0—63 9—63 
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Table 14

Stretched Cluster Class Sets, 13 October 1975

Cluster Class Limits , CCT Units
Spectral Band

Cluster Band 14 Band 5 Band 6 Band 7

Clust er Class Set 1

A 0—6 3 0—63 0—18 0—63
B 0—6 3 0—63 19—27 0—63
C 0— 63 0—63 28—63 0—63

Cluster Class Set 2

A 0—63 0—63 0—63 0—8
B 0—63 0— 18 0—63 9—63
C 0—63 19—63 0—63 9—63

Cluster Class Set 3

A 0—63 0—63 0—63 0—8
B 0— 6 3 0—63 0—27 9—63
C 0—6 3 0—63 28—63 9—63

Cluster Class Set 14

A 0—63 0—63 0—18 0—63
B 0—6 3 0—18 19—63 0—63
C 0— 6 3 19—63 19—63 0—63
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Table 16

Signatures from Sample Sites, 11 July 19114

Site Mean and Standard Deviations ,** CCT Units
____ 

Band 14 Band 5 Band 6 Band 7

1 2 5 . 0(0 .  ) 1 9 . 1 ( 1 . 0 )  3 8 .7 ( 0 .5)  3 1 . 4 ( 1 . 4 )
2 25.4 (0.9) 19.0(0.9) 38.7(0.5) 31.8(1.3)
3 25.0 (0. ) 19.1(0.9) 39.2 (0.7) 33.3(1.0)
4 26.0(1.1) 19.2(1.0) 40.4(1.3) 33.8 (1.2)
5 32.0 (1.7) 30.6(1.3) 41.0 (0.9) 29.3(1.3)
6 36.0 (1.1) 35.4(1.8) 44.0(0.7) 32.3 (1.3)
7 30.8(1.5) 29.0(1.9) 40.7 (1.0) 28.4(1.8)
8 34.8 (1.5) 35.1 (1.9) 39.2 (1.3) 24.9(1.1)
9 24.6(0.7) 16.7(0.9) 38.8(0.8) 33.6(0.7)
10 25.0(0. ) 17.1(0.8) 38.8(0.8) 33.0(1.7)
11 24.7(0.5) 16.3 (0.5) 37.2(0.8) 31 .1(2 .2)
12 24.7 (0.5) 17.4 (1.6) 37.8 (1.6) 31.2(2.9)
13 24.9(0.9) 17.2 (1 .1) 38.4(0.5) 31 .8 (1.4)
14 27.2 (2.5) 22.9(4.1) 37.7(0.9) 29 .1(1 .3)
15 27.8(1.7) 24.3(2.5) 36.2(1.6) 26.6(1.9)
16 27.2 (1.3) 22.0(2.7) 38.6(1.5) 30 .1(1.6)
17 30.1(0.6) 26.1 (1.2) 38.7(1.0) 28.9(1.6)
1 8 29.2 (0.7) 25.0(1.5) 40.3(0.5) 30.7(1.2)
1 9 27.7(0.9) 22.0(0.9) 39.3 (1.4) 31.2(1 .4)
20 28.6 (0.9) 24.4(0.7) 41.2 (0.4) 32.2(1.4)
21 30.8(0.7) 27.7(1.8) 41.9 (1.8) 32.8(3.4)
22 26.8(0.7) 20.1(0.6) 42.3(0.9) 35.9(1.8)
23 31.0 (2.6) 28.9(4.0) 45.8(1.0) 39.2(3.7)
24 26.3 (1.0) 21.2 (0.7) 20.3 (1.0) 7.7(0.5)
25 26.7(0.9) 19.9(0.6) 48.4 (0.7) 49.9(2.1)
26 31.6(2.1) 29.6(2.4) 42.4(1.6) 32.3 (1.5)
27 31.2 (0.8) 27.2 (1.4) 47.7(0.5) 41.2(2.2)
28 2 9 . 5 ( 0 . 7 )  2 7 .9 ( 4 . 5)  4 3 . 4 ( 1 . 1 )  3 4 . 7 (3 . 5)
29 2 9 . 3 ( 1 . 4 )  2 6 .2 (2 . 1)  4 2 . 7(0 . 9)  33 . 0 (2 . 5)
30 3 1 . 3 ( 2 .3 )  3 0 . 1 ( 3 . 2 )  4 3 . 6 ( 1 . 1 )  3 3 . 7 ( 1 . 4 )

* See Figure 33 for the locations of these sites.
** Mean and standard (in parentheses) deviations are for a 3—

by 3—p ixel array.
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Table 17
Effect of Changing Screening Window Criterion on Number

of Acceptable Sainple Sites, 11 July l97~4 and

21 February 1975 Data

Screening Window , CCT Units

Sample 
______ 

±~~3 
- 
±1.5 ±1.7 ±1.8

Site 74 75 74 75 74 
~~ ~~~~~~ 

74 75
1 x x x x x x
2 X X X X X X X X X
3 X X X X X
14 x x x x x x
5 X X

6 x x x x x
7 X X X
8 x x x x
9 X X X X X X X

10 X X

11 X X X X
12
13 X X X X X
114
15
16
17 X X X X X X X
18 X X X X X X X X
19 X X X X X X X
20 X X X X X X X X

21
22 X X X X X X
23 X X
214 x x x x x
25
26
27
28 X X X X
29 X X
30

Total 3 6 5 10 10 12 13 17 15 17
Acc ept—
able

_ _ _ _ _ _ _ _  _ _ _  _ _ _  ~~ •- - - ---- - ---- -~~-- - - ---
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Table 18

Effect of Variance Window on CCT Class Limits
11 July 197)4 Data

Class Limits, CCT Units
Site Variance Spectral Band
No.* Window Band 14 Band 5 Band 6 Band 7

1 1.3 214—26 18—20 37_140 30—33
1.5 214_26 18—21 37~ 140 30—33
1.7 23—27 17—21 37—140 30—33
1.8 23—27 17—21 37—)40 30—33

2 1.3 24—27 18—20 37—40 31—33
1.5 24—27 18—20 37—40 30—33
1.7 214—27 17—21 37~140 30— 33
1.8 24—27 17—21 37—40 30—314

3 1.3 214—26 18—20 38—40 32— 3 5
1.5 214~26 18—21 38~141 3 2—35
1.7 23—27 17—21 38—141 32—35
1.8 23—27 17—21 37—41 32—35

14 1.3 25—27 18—20 39—142 3 3 — 3 5
1.5 25—27 18—21 39—142 32—35
1.7 24—28 18—21 39—142 32—35
1.8 2 14—28 17—21 39—42 32—36

5 1.3 31—33 29—32 40—42 28—31
1.5 31—33 29—32 40—14 2 28—31
1.7 30—34 29—32 39—43 28—31
1.8 30—34 29—32 39—143 28—31

6 1.3 35—37 314_37 43.J45 3 1—3 14
1.5 35—37 314_37 43—45 31—314
1.7 3)4—38 34—37 142—14 6 3 1—3 14
1.8 314—38 3)4~37 142—4 6 31~ 314

9 1.3 23—26 15—18 38—40 32— 3 5
1.5 23—26 15—18 37—40 32—35
1.7 23—26 15—18 37—40 32— 35
1.8 23—26 15—18 37—41 32—35

10 1. 3 24—26 16—18 38— 140 32— 3 14
1.5 2~4—26 16—19 37— 14 0 32—3 14
1.7 23—27 15—19 37—140 31—35
1.8 23—27 15—19 37~141 31—35

(Continued)

* Sites selected using a screening window of ±1.8 CCT units.

Ii~~~ — _ _ _  _ _  _  _ _ _ _ _
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Table 18 (Concluded)

Class Limits, CCT Units
Site Variance Spectral Band
No. Window Band 14 Band 5 Band 6 Band 7

13 1.3 214~26 16—18 37_140 31—33
1.5 23—26 16—19 37—40 30—33
1.7 23—27 16—19 37—40 30—33
1.8 23—27 15—19 37— 14 0 30—3)4

17 1.3 29—31 25—27 37—40 28—30
1.5 29—32 25—28 37—40 27—30
1.7 28—32 2)4—28 37—140 27—31

28— 32 2)4—28 37~ 140 27— 31
18 1.3 38—30 24—26 39—42 29—32

1.5 28—31 214—26 39—42 29—32
1.7 28— 31 23—27 39—42 29—32
1.8 27—31 23—27 39—42 29—32

19 1.3 26—29 21—23 38—141 30—32
1.5 26—29 21—23 38—41 30—33
1.7 26—29 20~214 38—141 30—33
1.8 26—29 20—2~4 38~141 29—33

20 1.3 27—30 23—26 140—142 31—33
1.5 27—30 23—26 40—143 31—3)4
1.7 27—30 23—26 140—143 31—34
1.8 27—30 23—26 39_143 30~314

22 1.3 26—28 19—21 41—4)4 35—37
1.5 25—28 19—22 )4i—1414 314_37
1.7 25—28 18—22 141—14)4 34—38
1.8 25—29 18—22 41—414 34—38

24 1. 3 25—28 20—22 19—22 6—9
1.5 25—28 20—2 3 19—22 6—9
1.6 25—28 20—23 19—22 6—9
1.8 25—28 19—23 19—22 6—9
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Table 19

CCT Classes, 11 July 19714 Data~ with a

Variance Window of ±1.3 CCT Units

Class Limits , CCT Units
Site Spectral Band
No. Band 14 Band 5 Band 6 Band 7

214 25—28 20—22 19—22 6—9

1 2)4—26 18—20 37— 140 30—33

2 2)4—27 18—20 37—140 31—33

3 2 14—26 18—20 38—14 0 32—3 5
14 25—27 18—20 39—42 33—35

13 24—26 16—18 37—140 31—33

9 23—26 15—18 38—140 32—35

19 26—29 21—23 38—141 30—32

20 27—30 23—26 140—142 31—33

18 28—30 214—26 39—42 29—32

Table 20

Stretched Cluster Class Sets ,* 11 July 197)4 Dat a

CCT Cluster Class Limits
Spectral Band Terrain

Cluster Band 14 Band 5 Band 6 Band 7 Type

- Cluster Class Set 1

A 0—63 0—63 0—63 0—19 Water

B 0—63 0—20 0—63 20—63 Forest

C 0—63 21—63 0—63 20—63 Nonforest

Cluster Class Set 2

A 0— 63 0—63 0—29 0— 63 Water

B 0—63 0—20 30—63 0—63 Forest

C 0—63 21—63 30—63 0—63 Nonforest

* As eventually used. 

~~~~~~~~~~~~~~~~~~~~~~~ -- ~~~~~~~ - 
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Table 21

Signatures from Sample Sites, ~l February 1975

Site Mean and Standard Deviations ,** CCT Units
No.* Band 14 Band 5 Band 6 Band 7

1 15.0(0.7) 26.1(0.3) 14.1 (2 .3) 4.4(0.5)
2 16.2(0.4) 20.3(0.5) 20.8 (1.1) 10 .6 (1 .1)
3 14.6 (2.4) 1 6.0(1.5) 16.4 (1.5) 8.6(2.5)
4 15.3 (2.2) 26.9(1.6) 17.4(1.6) 7.9(1.4)
5 16.3(0.5) 17.1 (1 .1) 38.2 (1.2) 28.1 (2.5)
6 16.6(0.5) 19.9(0.6) 28.4(0.5) 16.0 (1.2)
7 17.3 (1.2) 21.7(1.4) 23.8(1.0) 11.0(0.9)
8 16.9(0.6) 19.6(0.5) 25.1(0.8) 12.7(0.9)
9 13.4 (1.1) 15.3(0.9) 19.6(1.7) 10.9(1.5)

10 13.1 (0.8) 14.6 (1.1) 22.6(1.6) 20.6 (2.2)
II 13.3(0.5) 15.8(1.2) 22.3(1.0) 11.7 (0.9)
12 13.3 (0.9) 34.3 (1.0) 22.6(3.2) 12.0(2.0)
13 14.9(0.8) 17.7 (1.3) 23.7(1 .6) 13.0(0.7)
14 15.6 (1.1) 17.0(1.9) 21.7(2.9) 14.9(4.0)
15 1 6.3(2.5) 18.1(3.0) 28.2 (4.3) 21.2 (1.3)
16 27.2 (1.1) 21.4 (1.7) 30.8 (1.7) 21.0 (2.4)
17 17.1 (0.6) 19.1(0.6) 31.1 (0.9) 19.3(0.7)
18 17.2(0.4) 20.0 (0. ) 28.2 (0.8) 15.3(0.5)
19 17.4(0.7) 20.8 (0.8) 25.8(1.2) 13.2 (1.0)
20 17.7(0.7) 21.3 (1.0) 28.9 (0.8) 17.3 (1.1)
21 22.7(1.0) 28.8(2.6) 32.4(3.4) 20.6(2.2)
22 17.0(0.7) 21.6(0.7) 26.6(0.7) 13.8 (1 .1)
23 19.5(1.0) 22.4 (1.7) 33.8(1.4) 20.0 (0.9)
24 20.3 (1.8) 24.4(0.5) 16.9 (1.2) 2.2(2.0)
25 27.4(0.7) 20.2 (0.6) 32.7(3.4) 22.9(1.5)
26 21.0 (0.9) 24.9(2.3) 32.4(2.5 18.2(2.0)
27 22.2 (0.7) 26.3 (1.7) 29.9 (2.2) 17.3(0.7)
28 18.2(0.7) 22.0(0.9) 28.6 (0.8) 26.6 (1.2)
29 22.5 (1.2) 28.8(1.6) 31.0(1.3) 18.2 (1.1)
30 21.4(0.7) 24.2(2.2) 32.1(2.6) 20.2 (1.2)

* See Figure 33 for the locations of these sites.
** Mean and standard (in parentheses) deviations are for a 3—

by 3—p ixel array . 
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Table 22

Effect of Var iance Window on CCT Class Limits

21 February 1975 Data

Class Limits,* CCT Units
Site Variance Spectral Band
No.* Window Band 14 Band 5 Band 6 Band 7

1 1.3 114—16 15—17 13—15 3—6
1.5 1~4—16 15—18 13—16 3—6
1.8 13—17 14—18 12— 16 3—6

2 1.3 15—17 19—22 20—22 9—12
1.5 15—18 19—22 19—22 9—12
1.8 14—18 19—22 19—23 9—12

14 1.3 114—17 16—18 16—19 7—9
1.5 14—17 15—18 16—19 6—9
1.8 14—17 15—19 16—19 6—10

6 1.3 15—18 19—21 27—30 15—17
1.5 15—18 18—21 27—30 15—17
1.8 15—18 18—22 27—30 14—18

7 1.3 16—19 20—23 23—25 10—12
1.5 16—19 20—23 22—25 10—12
1.8 16—19 20—23 22—26 9—13

8 1.3 16—i8 18—21 2)4—26 11—14
1.5 15—18 18—21 24—27 ll—l~4
1.8 15—19 18—21 23—27 11—14

9 1.3 12—15 114~17 18—21 10—12
1. 5 12—15 114~ 17 18—21 9— 12

12—15 14—17 18—21 9—13

11 1.3 12—15 15—17 20—23 10—13
1.5 12—15 14—17 20—23 10—13
1.8 12—15 114~ 18 20—2 3 10—13

13 1.3 114—16 16—19 22—25 12—14
1.5 13—16 16—19 22—25 12—14
1.8 13—17 16—19 22—25 11—15

17 1.3 16—18 18—20 30—32 18—21
1.5 16—19 18—21 30—33 18—21
1.8 15—19 17—21 29—33 18—21

( Continued )

* Sites selected using a screening window of ±1.8 CCT units.

-
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Table 22 ( Concluded)

Class Limits , CCT Units
Site Variance Spectral Band
No. Window Band 14 Band 5 Band 6 Band 7

18 1.3 16—18 19—21 27—29 114—17
1. 5 16—19 19—21 27—30 114—17
1.8 15—19 18—22 26—30 14—17

19 1.3 16—19 20—22 25—27 12—114
1.5 16—19 19—22 24—27 12—15
1.8 16—19 19—23 214~28 11—15

20 1.3 16—19 20—23 28—30 16—19
1.5 16—19 20—23 27—30 16—19
1.8 16—19 20—23 27—31 16—19

22 1.3 16—18 20—23 25—28 13—15
1.5 16—18 20—23 25—28 12—15
1.8 15—19 20—23 25—28 12—16

23 1.3 18—21 21—24 33—35 19—21
1. 5 18—21 21—24 32—35 19—21
1.8 18—21 21—24 32—36 18—22

28 1.3 17—19 21—23 28—30 15—18
1.5 17—20 21—2 3 27—30 15—18
1.8 16—20 20—24 27—31 15—18

29 1.3 2l—2~4 28—30 30—32 17—19
1.5 21—214 27—30 30—32 17—20
1.8 21~ 214 27—3 1 29—33 16—20 

_ _ __ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



Table 23

COT Classes, 21 February 1975 Data, with a

Variance Window of ±1.5 CCT Units

Class Limits , CCT Units
Site Spectral Band
No. Band 14 Band 5 Band 6 Band 7

24 19—22 23—26 15—18
1 114—16 15—18 13—16 3—6
11 12—15 114—17 20—23 10—13
2 15—18 19—22 19—22 9—12

7 16—19 20—23 22—25 10—12
8 15—18 18—21 2)4—27 11—114
19 16—19 19—22 214_27 12—15
22 16—18 20—23 25—28 12—15
18 16—19 19—21 27—30 114—17

6 15—18 18—21 27—30 15—17
28 17—20 21—23 27—30 15—18
20 16—19 20—2 3 27—30 16—19
17 16—19 18—21 30—33 18—21

Table 2~4

Stretched Cluster Class Sets ,* 21 February 1975 Data

Cluster Class Limits, CCT Units
Spectral Band

Cluster Band 14 Band 5 Band 6 Band 7

Cluster Class Set 1

A 0—63 21—63 0—18 0—63
B 0—63 0—20 0—18 0—63
B~ 0—63 0—17 19—63 0—63

C 0— 6 3 18—63 19—63 0—63
Cluster Class Set 2

A 0—63 21—63 0—63 0—7
B 0—63 0—20 0—63 0—7
B~ 0—63 0—17 0—63 8—63 —

c 0—63 18—63 0—63 8—63

* With two types of forests, B1 
and B2.



Table 25

Cluster Class Sets Selected to Discriminate Between

Flooded and Unflooded Forest

21 February 1975 Data

Cluster Class Limits, CCT Units
Spectral Band Terrain

Cluster Band 14 Band 5 Band 6 Band 7 Type
A 0—63 21—63 0—63 0—7 Open water
B
1 0—63 0—20 0—63 0—7 Flooded forest

B2 0—63 0—17 0—63 8—63 Dry forest
C 0—63 18—63 0—63 8—63 Nonforest

Table 26

Revised Stretched Cluster Class Set 1, 11 July 19714 Data

Cluster Class Limits , CCT Units
Spectral Band Terrain

Cluster Band 14 Band 5 Band 6 Band 7 ~ rpe
A
1 0—63 0—63 0—63 0—8 Deep water

A2 0—63 0—63 0—63 9~-19 Shallow water
B 0—63 0-20 0-63 20-63 Forest
C 0—63 21—63 0—63 20—63 Nonforest 
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of light from the LED. The raster interval and spot size, which are

selectable, control the size of the negatives that will be produced. As

the drum rotates, the carriage supporting the optical system is stepped

one step per drum revolution in the axial direction at the selected

raster interval until the total area of the film or the area of interest

has been exposed. The use of high—speed film permits very short ex-

posure times and results in a recording rate of up to 60,000 exposures

(or pixels ) per second.

3. The intensity of light from the LED is modulated incrementally

in proportion to the values recorded on the magnetic tape. Thus, as the

drum of the film reader/writer rotates , a spot is exposed on the film

for each pixel value in a scan line (row) . When an interrecord gap code

occurs, the LED is extinguished until the drum revolution is completed

and the carriage for the optical system has moved forward one increment.

Exposure of the next row of spots then begins. This process is repeated

until the end—of—file code occurs on the magnetic tape.

4. The film reader/writer is controlled by a minicomputer so that

real-time manipulation of the CCT values can be used to produce a number

of photographic effects. However, for this capability to be used

successfully, very careful control over the photographic process and

knowledge of the relation between the digital input from the magnetic

tape and the photographic output of the film writer are required.
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