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MODELING MAINTENANCE DATA BY EXPONENTIAL, WEIBULL, GAMMA
NORMAL AND LOGNORMAL DISTRIBUTIONS

1. INTRODUCTION
1.1 Objective

Messrs. Blanchard and Lowery's 1969 study, listed as reference
number two, indicated that maintenance data model to the normal and
lognormal distributions as opposed to some of the other frequently used
distributions. This report evaluates a sample of Army vehicle

maintenance data to determine how well it satisfies their
conclusion.

1.2 Background

The time-to-repair data used in this analysis were derived from
maintenance data which were taken on an Army M151A1 1/4 ton utility
truck. These data were collected through the Army Integrated Equipment
Record Maintenance Management System (TAERS). Several hundred time-to-
repair unscheduled corrective actions were recorded from an Army
vehicle. Of these, a random sample of 366 samples was utilized for
this evaluation. Isolation, removal, replacement, alignment and
verification times are not considered in this data sample analysis.

The personnel responsible for restoring a piece of equipment to its
original operable state were individuals with some formal training to
be mechanics. History of these mechanics who record time-to-repair
data indicated that they tended to round off their restoring times to
the nearest one tenth hour. This will be discussed in more detail in
a later section.

Maintainability time can be defined as "a characteristic of design
and installation which is expressed as the ability to retain or restore
an item to a specified condition within a given period of time."
Ordinarily, these times are considered to be continuous random variables;
however, these data appeared to be recorded by rounding off to the near-
est one-tenth hour and possibly rounded to the nearest one-half hour.

As a result, raw data in Table I (Page 28) based on random sample times
will be analyzed using discrete random variables (x) since for each
outcome (x;), there is a P(x;) >0, 1 =1, 2 ... n.

Figure I is a histogram of corrective repair times in hours based
on the non-grouped data in Table II. Figure II is an identical histo-
gram to Figure I except its interval widths were increased to adjust
for round off in recording repair times. These round-off data correspond
to adjusted intervals in Table III.

The fitting of these data to the widely used exponential, Weibull,
gamma, normal, and lognormal distributions are analyzed in respective
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sections of this report. Although, this report will show computations
for both non-grouped data (Table II) and grouped data (Table III), the
conclusion will be determined from adjusted interval data given in Table
III. Each section utilizes the same basic interval widths, even though
the forms of the exponential, Weibull, gamma, normal, and lognormal
distributions are different.

A statistical comparison test using observed data with theoretical
results of the assumed distributions had to be selected. Such test
is called the "Goodness-of-fit test;" two are used in this analysis.

These tests are the Chi-square (xz) and Kolmogorov-Smirnov (K-S) tests.

The x2 goodness-of-fit test can be used with large samples to test 1
the validity of any assumed discrete or continuous distribution. The
Kolmogorov-Smirnov is useful in large or small samples, however, it is
restricted to testing the continuous distributions. Both goodness-of-fit
tests were applied in this analysis, although the Kolmogorov-Smirnugv (K-S)
test analysis is not shown in this report. Figure III gives a pictorial
representation of additional reasoning for not choosing the K-S Test.

It is easily seen in this figure that if a curve were fitted through
the center of maintenance points in the 0.5 interval, the standard
deviation would be at least 0.2 as compared to a smaller number at a

significant level of 0.10, 0.05, or 0.01. Consequently, the x2
goodness-of-fit test was decided to be the better of the two tests.

II. EXPONENTIAL DISTRIBUTION

Table I presents 366 individual corrective-maintenance
repair times for all kinds of truck failures. Such data will be used
in the assumed underlying distribution to compute an estimate of its
parameter. The maximum 1ikelihood method is used in the following

equation to estimate the 6 parameter of an exponential distribution
(T-EXP(-X/8))

\ 1

8= )} x; === Sample Mean
e A

0= 242.8/366 = .6634

where

6 = Mean time to repair

N = Sample size
X = Maintenance repair time (Hours)
A = Failure rate

[ —




With the estimated parameter, a statistical goodness-of-fit test is
used to evaluate the assumed distribution. Such a goodness-of-fit test

is the Chi-square (xz) test. Three important observations about the use
of this test are as follows:

1. It may be used with a discrete or continuous distribution.

2. It allows the use of estimation of parameters and underlying
distribution.

3. It requires "large" sample size (i.e., 20 or more).

The steps necessary to apply the Chi-square goodness-of- f1t test are
given below:

1. Partition the range of the variable into intervals with each
interval closed from the left side.

2. Determine the number of sample observations falling within each
interval.

3. Determine the level of significance, which is defined as the
risk of rejecting the underlying distribution if it is, in fact, the
real distribution.

4. Compute
2 N(OE)2
x© = 2
i=1 1
where
01 = Number of sample observations in the ith interval
E1 = Expected number of observations in the ith interval
N = Number of intervals

pac g 43 2
5. Determine if x~ 1is greater than Xa, N-P-1

where
P is number of parameters estimated from the data.
N is number of interval lengths

a is risk level




and xi N-p-1 May be found in a x2
a decision is made to reject the distribution under test, otherwise, we
do not have sufficient evidence to reject the assumed distribution.

The use of original repair times data without adjusting interval
length is unrealistic since the recorders apparently rounded off these
repair times. An analysis of original data with one-tenth hour intervals
(Table II) was used to verify this conjecture. Subsequently, some of
these interval lengths (Table II) were extended to include more sample
observations in each of these intervals (Table III). The data show
that the recorders tended to round the actual time it takes to repair
an item to the nearest 12 minutes (.2 hour), 30 minutes (.50 hour), and
1 hour. Table II shows that out of 366 corrective repair maintenance
times, there are 54, 148 and 67 of such occurring at .2, .5 and 1.0 hour,
respectively. The selection of the interval widths for the Chi-square
test was based on the rounding phenomena since the expected number of
observations in any interval must be at least five for successful use
of the Chi-square test, width 2.25 to 4.05 was selected. The risk level
(«) of .05 using Chi-square test is generally used in rejecting the

assumed distribution if the assumption is true. The x2 value for this
distribution is

2 - e
Xa, N-P-1 ~ X,05, 18
= 29
where
a = .05
N =20
P=1

based on unadjusted data interval used in Table II. Also, the x2 value
of

x2 . &
a, N-P-1 = X,05, 5
= 17.97
where
o= .05
N=7
P=1
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is based on the grouped data intervals in Table III. The goodness-of-fit

test uses these tables Chi-square values of 29 and 11.07 to compare with
N (0,-E;)? N (0,-E;)°

the calculated Z"'T?'_' of 977 (Table IV) and 121

i=1 i =

V, respectively. As a result, both x2 values are less than both table

values which indicates that the assumed distribution is not exponentially
distributed.

of 73 Table

IIT. WEIBULL DISTRIBUTION

The Weibull distribution, considered in this section, is a
possible model for repair times. Such a distribution is given by the
following equations: =

1-exp (-3 ©) X>0
i n>0
F(X) =
0 otherwise
where
X = Maintenance repair time widths
n = The scale parameter
B = The shape parameter

Some of the same procedures are applied to this distribution as the
exponential distribution as noted above. Applying the method of match-
ing moments to estimate the parameters, n and B are calculated from the
following respective equations using previously calculated estimations for
mean 6 and standard deviation o.

8 = ——1—2——— is the scale parameter
F(§'+ 1)
where

PN

B

1/b is the shape parameter
1/8

The b is calculated from equation

or b

N




14 o0 . 2r(2b)
82 b (r(b))?

, + L.6021)% _ 2r(2b))
(.663¢)2  b(r(b))?

1.82 = 2r(2b))
b(r(b))?
which must be solved first by iteration below and using a gamma function
table.
2r(2b)

b 2r(2b)) | b(r(6))2 | b(r(b))2

1 2r(2) =2 | 1(r(1))%= 2

.9 2r(1.8) = | .9(r(.9))%= 1.82

1.8628 1.0278

Therefore b = .9 satisfies the above relationship, now an estimate for
g is calculated below.

& ol

B=3
g=1.1
and the estimate for
- _ 6634
LR i )
_ 6634
96177
= .6898

Ihe)other change is the computatior of the expected number of frequencies
Es -
’ P L I
E; =N (e (;ro -e W

where

B and ; defined above
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Xi = Intervals widths
N = Number of observations = 366
The x2 values for this distribution differ from the exponential

distributiog. The two parameteréweibull distribution is used to
ca]cu;ate Xq, N-p-1 Values for X.05,17 = 28

and ¥ 05. 4 - 9.5 given in respective data tables II and III. Note that
these values for

N (01-"51')2
28 < |} 3 = 876
i=1 i
and
N (oi-Ei)2
9 5 < z E b 54
i=1 i

imply that the assumed distribution is not a Weibull distribution.
IV. GAMMA DISTRIBUTION

The gamma distribution is applied to these data to test how well such
data fit this assumption. This analysis is similar to those presented
earlier. A method for estimating the parameters 8 (scale parameter) and
o (shape parameter) is the maximum 1ikelihood procedure based on the
gamma density function.

(1) £(x:8, o) = (8° x> &) r(a)

the natural log of 2 is L

N
where 2 = = f(X;8,a) o is the shape parameter
i=1 B is the scale parameter
N
(2) L=aN1Ing-NIn (r(a)) + (a=1) § 1In (Xi)
i=1
N
-8 1 X
i=1

ok 8
(3) -5';=N'|nB-N¢(u)+iZ_I'ln(X1-)=0

13




X; =0

3L _ oN _
(4) S p i

9B

N
L

i
Setting the partial derivatives in equations, 3 and 4 equal to 0.
where ¢ (a) is In (r(a))

equations (3) and (4) can only be solved by trial and error, therefore
equation (4& becomes

(5) a ﬁ-.z X; = 8X

where
N = Total Number of Samples
Xi = Individual Sample
; = Mean of Sample = .6634
B = Scale Parameter = 4.32186
o = Shape Parameter

Therefore o is estimated to be
= 4,32186 (.6634) = 2.86712

and

~

(5) B =exp (¢(a) -

2| —

N
LT (x4)
i=1

which is simplified to

é =ke ¢‘é¥)

where N
o | Z Tn (x,)
k=e N i=1

The approximation for this is

¢(B'7 2 | ]
) . 24(éx-1/2)§)

e - (aras2) + — 1
24(gX-1/2)




Therefore, the equation for 8 in (5) above resolves to a quadratic equation

ag + b8+ C =0

Hence, the positive root of the above equation is
é=-bj_ b% - dac
2a

Therefore
8 = 4.32186

These parameters may also be obtained by the method of matching moments,
however it does not yield the minimum variance estimate for large samples,
therefore, the maximum 1ikelihood method was utilized. As a result,

these estimated parameters and repair times are used in the underlying
distribution analysis. Although the area under this distribution curve

is not computable due to its non-closed form, it can be approximated using
Simpson's Rule applied to the gamma density function (g.d.f.) that is

g% xi“"e'ﬁxi
f(x) = X>0
T'(a)

Tables VIII value of 605 and Table IX value of 80 give results of
computerized g.d.f. calculations using original data intervals and

k 2
adjusted data intervals respectively. The computer values of |} (Oi'Ei)

i=1 E;

in both tables above are compared to x205 13 and x205 3 for values of

605 and 80, respectively It is concluded that the Chi-square test result
shows that this is not a gamma distribution.

V. TRUNCATED NORMAL DISTRIBUTION

The normal distribution is the best known distribution of statistics.
It would certainly be appropriate to investigate maintenance times with
the aid of the normal distribution. Unfortunately, this distribution
has a characteristic which at times precludes its use with certain kinds
of data. Essentially the normal distribution is defined for a random
variable spanning the whole real line. The maintenance times now under
study can never be negative and are best described by a random variable
whose range is the positive half line. Still it is possible to use the
normal distribution in the investigation of maintenance times if the
forbidden region of the maintenance time random variable has a low
probability of occurrence when described as the appropriate normal
distribution. A rough rule of thumb to judge the applicability of the

15




normal distribution to positive data is to use this distribution only
if the ratio of the sample mean to the sample standard deviation exceeds
three. In our case this criterion is not satisfied. The mean of the
sample data is .66 and the standard deviation estimate is .60 based on
the following equation:

X

-

n
8= ) sample mean
i=1

7

_242.8
366

= .6634

where

x
]

each corrective repair time

Total number of observations

]
n

n = 366

n n
£ 2 2
and o=[n J x5 - (7] x;)
i=] | 1';1 ;
n(n-1)

where xi and n = same as above,

Clies |107384.4 - 58951.84
therefore ¢ = 366 (365)
2 |1813E.56
133590

= .6021

C

A normal variate with these values for mean and standard deviation would
have a probability .14 of being negative. This is much too high a prob-
ability to be associated with data values which cannot possibly occur.

In order to circumvent this difficulty the normal distribution may be
truncated. In effect the area under the normal density curve to the left
of some point, the truncation point, is ignored. The remaining part of
the density function is multiplied by an appropriate constant to insure
the total area under the curve is one. The truncated normal distribution
is specified by either two or three parameters, depending on whether the
truncation point is known. In the present instance the variable of interest
is bounded by zero and thus there are only two parameters. If

u = Mean Estimate and

o = Standard Deviation Estimate of the untruncated normal distribution,
then the density function f(x), of the truncated distribution is

16




L. e (Al T b
2t o & 5 [-G(x)
f(x)=
0 x<0
where G is defined by

A 28R
G(2) = p= [ & 2 ds

and . g2

1 ®
1-G(Z)=&?IZ e-z—ds
s? = (Xpy?

G(Z) is the cumulative probability function for the standard normal
variate. It is convenient to define as an auxiliary parameter the
standardized point of truncation TS. That is

Ts = (X1
g
x = 0 for this case

therefore T = - %%

It should be clearly understood that even though three parameters
will be estimated only two are needed to specify the distribution.

The method of matching moment will be used to estimate the parameters.
According to Cohen, this procedure is equivalent to the maximum 1ikelihood
method, and in addition is easily described. Furthermore, along the way,
expressions for the population mean and population standard deviation will
be derived. The derivation begins with the computation of the first
moment (M]) and second moment ?Mz) of the distribution.

@ -uy2
My = E(x) = 1 1 se']/2 (§3E) ds
2t o (1-G6(TS)) TS

. S-py2
Mol s L L [ 2g12 (32H)° ds
2r o (1-6(TS)) TS

17




To simplify M1:

Let Vv =3=H
ag
dv = 88
ag
Then ¥?
1 1 i e
M, = — (oV+u) dv
1 gy [T-GTTST] ITS
By integration 2 v2

2 f_ e 2 dv
= 1 - (T15) v IS
M B — o e +
1 vz H-60TST] ; [1-6(15)1 V27
As above let
Z 2
1 -85
G(Z) o e e ds
gt

and define L(x) by

2

T 1 ki
bt 1 o LI
By substitution of L(x)
M=o L(TS) + u = Population Mean

Now simplify MZ:

Mz]_ 1 fm 2_V2
2" 7 TEWN [ weo?e?

® 2
= — U-G]”SU / (u2 + 2ou V+02V2) e '\ZL
ver TS dv

By substitution of G(TS)

© e v2 © V2
M, = HZEI-GiTSH + 2(on) hs ve 7 4, R fs 2 e 7 dv
5 VZr [1-G(TS)] VZr [1-6(TS)]
18




By integration

2 2 i 2
(15) (1S) '}
Mz‘uz"'g au e +az TS e +02 ITS e” 7

2r [1-6(TS)] Zn [1-6(TS)]  V/Zx [1-G(TS)]
Again by substitution of L(TS) and G(TS)

C P e 2 al(1s) + o (TS) L(TS) + &

To obtain the estimate for u, o and TS the population first and second
moments are replaced by the corresponding sample values. For this purpose
the equations for p, o, and TS may be written as

fy - 2 = We20u L(TS)H(TSIL(TS)+? = (ol (TS) + 1)?

2

My - M2 = Be2oy LTSIL(TS)*o? - GPLE(TS) - 20y L(TS) - 2
then

M, - ﬁlz = L[S L(TS) - L2(TS) + T

Now

ﬁlz Lo L(TS) + u]z

M2 = o L2(TS) + 201 (TS) + 42
Note that: u = - oTS = -1.7867 (2.0173) = -3.6043
Where ﬁ = associated normal mean and 5 associated Normal Standard
Deviation

M2 = o2 0L3(TS) - 2 TS L(TS) + (T5)2]

s 22
s i TS L (15) - L2 (TS) + 1

M2 L8 (TS) - 2 TS L (TS) + (T5)°

19




M] and MZ’ a computer program is used to calculate estimates
for M], M2’ and for u and o,a]though u and o are completed later.
: the ratio estimate for
M,-M.,2
2™ _ .8016-(.6634)
E M2 (.6634)2
| _ L3615 _
= “Zd009%6 - -8214
Where M, = .6634
M2 = ,80164
is computed.
Y
Note: o = T(T5Y=TS
s . B
Since TS = - -
M] =g L(TS) + u
M] =g L(TS) -0 TS
2 M-|
Therefore o = {rysy-Trsy Which is
estimated to
B .66339
9 = 7.3886 - 2.0173
~ _ .66339
g & s
o = 1.7867

20
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These two parameters are now used in the truncated normal probability
density function (P.d.f.) below to estimate the area under this assumed
distribution curve.

o L SR 172 A%
P.d.f. f(x) = Ome é
Since this distribution is not in closed form, it requires the use of a
standard normal table to compute the area under the truncated normal
distribution curve. Calculated results of such areas are generated in
2
N (0, - E.)

the computation of J -—J—Tf—j—-in Tables X and XI for unadjusted
i=1 i

intervals and adjusted intervals, respectively. From Table X we obtain

N0 - £p)° 2
) -———E;————-= 916 which is greater than x";c 1 = 26 and from
i=1 Meta

Table XI 121 ___E;—__—' = 68 which is greater than x7yc 4 = 9.5.

The goodness of fit test indicates that the observed maintenance
times do not come from a normal distribution.

VI. LOGNORMAL

The Tognormal distribution requires that data be analyzed in similar

manner as in previous sections. However, the natural log of individual
maintenance repair times data from Table I is used to calculate the two

parameters which are the sample mean (éln) and standard deviation (S]n).

1. 61n = z;lﬂﬂéi = Sample mean
where
N = Total number of Maintenance Repair Times
N = 366
X,i = Individual Maintenance Repair Time
then

21




8 - -257.55768
In 366
p = -.7037

and

. o/ M x)? - (T x,)?
2. 9y, NN=T) = Sample Standard Deviation

where
N(N-1) = 366 (365) = 133590
NI (1n %,)? = 145614.07

(11n xi)2 = 66335.958
yields

~

Gln = 7703

The lognormal distribution function is also not in closed form, however,
its area under this curve can be approximated by similar methods as were
used for the normal distribution approximation. First, a change of
variable is made, that is from lognormal density function (1.d.f.).

n x-g
| e W2 (——M)
f(x) = In
Xov2m
let y = In x
g)'.:l
%X X
Then
dx _
ay-x

f(x) transforms to g(y) = f(X)|%§4

-

2
3 Y-8

a(y) e L o-1/2 ( 3 ) is standard normal density function
g

m
which is identical to normal density form.

22
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Now, the area under the lognormal distribution can be found using the
normal distribution. Finally, the Chi-square test at the same .05
risk level is used to determine if the assumed distribution is lognormal.

N (01 o Ei)z
Tables XII and XIII show computerized results of [
i=1 i

based on the same data intervals used in previous section. Table XII

18 (0, - E;)2
value of 706 for § —F— —and Table XIII value of 12.79 are compared
i=1 i

with X?OS, 15 and X?OS, 4° respectively.

These comparisons contributed the results of

x2 = 25 which is less than 706

05, 15

X054 = 9-49 which is less than 12.79 which infer that such -
lognormal distribution assumption is invalid at the .05 risk level.
However, for this particular dist»ibution another risk level (.01) can
be used to satisfy the Chi-square test based on the adjusted intervals

due to rationale stated in the introduction. Such information is shown
2

by x 01. 4 = 13.28 which is greater than 12.79. Therefore, this means
that at the .01 risk level there is not sufficient evidence to say that
this distribution is not lognormally distributed.

VII. CONCLUSIONS

The analytical results of each section are compared to determine
if the discussed distribution can be used to model these data. Table
XIV gives a summary of calculated data ratios which are compared to the

xz goodness-of-fit test at the 5 percent risk level. It is seen that

each distribution's computed ratio yielded a larger value than its

corresponding xz value for unadjusted as well as adjusted intervals.
However, the laanormal distribution does come closest to satisfying
such tests. T’ arefore, based on this analysis the lognormal distribution
is the best of these five models for the maintenance data analyzed.

Next page is blank
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TABLE I

. Maintenance Repair Times (Hours)
o1 o5 2 1.0 o5 o5 o5 3.0 o5 o2
4,0 .1 d 2 o5 2 o5 o5 o5 1.0
o5 o5 o3 1.0 1.0 2 2 o5 o2 1.0
o5 o5 o5 5 2 .5 o5 1.0 2 3
5 3 1.0 1.0 o5 .5 1.0 A o5 !
1.0 o5 .3 3 2 2 N o5 <5 2
1.0 2 o5 o7 o o5 2 o 5 5
o5 .5 «5 2 o5 5 .6 o1 5 o5
A o5 1.0 o5 o5 5 2 .6 1.0 o5
+2 2 4,0 .6 o5 o5 o5 5 2,0 1.5
.6 o5 1.0 2 ol o1 ol 1.0 o5 o5
o5 1.0 o5 2 o5 6 o3 3.5 o1 2
1.5 5 9 5 1.0 o5 o3 o3 2,0 A
2,0 2 o3 5 o5 1.0 o5 4,0 o5 2
N o5 1.3 2 5 o5 1.0 o5 5 o5
1.0 «5 5 6 W o5 o2 v5 1.0 5
nt 1.0 o5 2,5 1.0 o2 o5 1.5 o3 o5
o5 5 o5 5 5 5 ] 5 3 o5

1.0 3 O 1 1.0 o5 1.0 o5 o5 o5
2 2 2.5 2.0 7 o5 2.0 1.0 5 1.0

o5 1.0 2 o5 ) 1.0 o5 ol 1.0 5
1 o5 o5 o5 1.0 o5 5 2 o7 1.0
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1
5
5
5
5
4.0
5

1.5
5
o2

1.0

1.0
2
5

1.0
2,0
1.0
5
5
5
.8
9
2
1.0
1.0
1l
.6
1.0
2

Maintenance Repair Times (Hours)

2
1.0
2
2.0
1.5
5
5
5
5
5
5
6
5
1.0
1.0

1.5
7
5
o2
5
5
ol
3
3
2

1.0

1.0
1l
oL

3.0

TABLE I (Continued)

5
7
1.2
1.0
1.0
5
o1
5
.8
1.0
5
1.0
v
ol
1.0
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5
1.0
1.0

1

o2

5

5

5

2

ol

2

5
2.0
1.0

ol

5
1.0
6
1.0
1.0
2,0

2
1.0
3.0

2

5

5

5

1.0

5
R

9
5
5
1.0
5
2
9
1
5
o5
1.5

o5
1.0
ol
5
1.5
5
1.0
1.0
2
5
9
2
5
1.0

2
5
5
.1

1.0
2
5

1.0

1.0
2

1.2
o
o2

1.0




None Grouped Frequency Distribution of Repair Times
Class Intervals

0- .1
ok 2
2=~ .3
3= b
Ho- L5
5= .6
b - .7
7 - .8
8- .9
9 - 1.0

1.0 - 1,1

1.1 - 1.2

1.2 - 1,3

1.3 - 1.4

14 - 1,5

1.5 - 1.6

1.6 - 1,7

1.7 -1.8

1.8 - 1.9

1.9 - 2.0

TABLE II

Frequency

26
S
13
8
148

67

o W O » N o

0 O O o
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Cumulative Frequency
26
80
2
101
249 J’
258
263
265
269
336
336
338
339
339
347
M7
H?
347
347
356




TABLE II (Continued)

None Grouped Frequency Distribution of Repalr Times

Class Intervals Frequency Cumulative Frequency
2,0= 2.1 -2 0 356
_ 2.1 -2.2 0 356
u : 2.2 - 2.3 0 356
2.3 - 2.4 0 356
2.4 - 2,5 2 358
2.5 - 2.6 0 358
2.6 - 2.7 0 358
2,7 - 2.8 0 358
2.8 - 2.9 0 38
2.9 - 3.0 3 361
3.0 - 3.1 0 361
3.1 - 3.2 0 361
3.2 = 3.3 0 361
3.3 - 3.4 0 361
3.4 - 3.5 1 362
3.5 = 3.6 0 362
3.6 = 3.7 0 362
3.7 - 3.8 0 362
3.8 - 3.9 0 362 1
3.9 - 4.05 b 366
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TABLE III

-Gpouped Frequency Distribution of Repair Times

Class Intervals ‘Frequency Cumulative Frequency
0 - .15 26 26
15 - .25 H 80
25 = .75 183 263
.75 = 1.25 75 338'
1.25 - 1.75 9 #7
1.75 - 2.25 9 356
2.25 - 4,05 10 366
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ENTERVAL

«00
15
.25
35
45
55
65
15
-85
95
1.05
l1.15
1.25
1.35
1.45
1.55
1.75
1.95
2.15
2.45

(HRS)

.15
25
«35
%5
35
«55
75
35
35
1.35
1.15
1.25
1.35
1.%5
1.55
1.75
1.35
2.15
2.%5
4.5

EXPONENTIAL

OBSERVED EXPECTED

26.00 764.07
564.00 60.85°
13.0) 35.13
8.00 30.22
148.00 25.99
9.3) 22.35
5.00 19.22
2.20 16.53
4.00 16.22
67.00 12.23
.20 10.52
2.00 9.05
1.00 T7.78
«2) 6.69
8.00 S.76
<230 9.21
-00 6.8
9.20 5.04
«J0 5.21
10.00 8.29

Table 1V

€0-E }oe2/E

31.19
4.23
13.96
16.36
572.80
7.98
10.53
12.78
7.35
265.26
10.52
5.49
5.91
6.69
83
9.23
6.81
3.11
5.21
35

SUM
31.19
35.43
69,37
65.7

638.51
666.49
657.01
669.79
677.13
922.38
932.90
938.39
944.30 3
950.99
953.87
961.07
967.89
971.00
976.21
976.56




EXPONENT IAL
INTERVAL (HRS) OBSERVED EXPECTED (0-—E)es2/E sun

000 bl .15 26-00 76.07 31.‘9 31."
.1? " .ZS 56.00 ‘0..5 ‘023 35."
25 - 75 183.00 132.92 18.87 564.30
«75 -~ I.ZS 75.00 62.55 2.“ 56.77
l1.25 - 1.75 9.00 29.64 14.19 70.97
1.75 - 2.25 9.00 13.86 1.70 T2.67
2.25 - %.)5 10-00 11.50 .20 72.“
Table V
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INTERVAL (HRS)

«00
el5
.25
35
45
55
«65
75
<85
95
1.05
1.15
1.25
1.35
1.45
1«55
1.65
1.85
2.05
2.35

el5
.25
35
25
55
55
15
-85

5

WEIBULL

OBSERVED EXPECTED (0-E)ee2/E Sun

26.00 61.67 20.67 20.47
564.90 39.86 5.02 25.48
13.00 36.13 14.8) 60.29
8.90 32.13 18.12 58.41
148.00 28.25 507.58 565.99
9.00 26.66 9.93 575.92
5.00 21.36 12.53 588,65
2.00 18.43 14.65 603.10
4.00 15.864 8.85 611.95
87.09 13.56 210.53 822.48
.00 11.58 11.58 834.06
2.00 9.86 6.27 860.33
1.00 8.38 6.50 866.83
.30 7.10 7.10 853.93
8.20 6.01 66 854.59
«00 5.08 5.08 859.67
.20 T7.89 7.89 867.56
9.3) 5.58 2.10 869.65
.00 Se.42 S.42 875.07
10.00 T.13 I.16 876.23
Table VI
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INTERVAL

0
.15
;25
75
1.25
1.75
2.25

({HRS)

15
.25
75
1.25
1.75
2.25

.25

OBSERVED EXPECTED (0-E )s*2/E

26.20
54.20
183.00
75.00
9.J)
9.00
10.00

WEIBULL

61.47
39.86
162.52
69.28
30.86
13.11
8.62

Table VII

39

20.67
5.02
11.50
47

15.48
1.29

.22

Sum
20.47
25.48
36.98
37.46
52.9
54.23
56.45




| GAMMA
INTERVAL (HRS) OBSERVED EXPECTED (0-E)es2/E SUM

Oy = BT 26.99 12.94 13.17 13.17 4
a5 - .25 564.00 - 28.34 23.23 36.40 %
25 - .35 13.00 39.29 17.59 53.99 |
e .45 8.2 43.74 29.20 83.19
45 = .55 168.00 43.14 254.88  338.08
5% v w88 9.00 39.61 23.47  361.5
65 = .15 5.00  34.15 26.88  386.43
5 - .35 2.00 28.47 26,61 451.06
A5 = .35 6.9 23.04 15.76 426.77
89 = EE 67.00 18.22 130.63  557.40

108 - 1.18 .00 164.13 14,13 S71.S6

115 - 1.25 2.33 10.80 7.17  578.70

1.25 -  1.35 1.00 8.14 6.26  584.97

138 = B8 .00 6.07 6.07  591.06

PP G 8.23 7.17 .01 $91.05

1.68 -  %.38 19.00 8.35 13.58  606.63

Table VIII
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GAMMA
INTERVAL (HRS) OBSERVED EXPECTED (0-E)ee2/E sun
00 - .l5 26.2) 12.94 13.17 13.17
15 - .25 54.00 28.34 23.23 36.40
.25 - .75 183.90 199.73 1.40 37.80
75 - 1.25 75.00 94.66 4.08 61.89

1.25 - 1.75 9.90 26.37 9.569 51.58

1.7 - 6.5 19.29 5.96 28.51 80.08

Tatle IX
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8 0CT 7o PAGE

[HTERVAL

.00
15
25
¢35
.45
.55

065

(HRS)
.15
.25
.35
o453
.55

.65

‘0.05

TRUNCATED NORMAL

DASERVED

26,00

148,00
9.00
5,00
2.00
4,00

57,90
«CC
2,00
1.00
«00
8,00
00
.00
.00
19.00

57,44
38,31
34,49
30,39
26,77
23,50
20,57
17,95
15,61
13,54
11,70
10,08

3,66

7,42

6,33

TABLE X

42

EXPECTEDY (0=-E)¥»2/E

25,46

211,15
11,70
6,48
5,78

Te42

5,39
94,57
T.12

o Th

SUM
25,46
31,41
46,72
61,22

610,25
519,20
630,98
645,15
653,79
364,94
376,64
383,12
389,90
397,31
897,75
903,14
907,71
914,83
915,57




8 0CT 74 PuGE
TRUNCATED NORMAL
INTZAVAL (iiR8) O5SERVE) EXPECTED (Q-E)*%2/E SUM
N - A 26,90 €744 25,46 25,46
sl = .25 54,90 35,431 5,54 31,41 i
«23 i 75 123,29 135,64 1605‘0 47,94
CHE e 1.25 75,00 648,39 54 48,49
E Y25 = 1.75 9,00 32,36 15,86 65,35
.75 = 1.95 9,90 T2 ,50 55,85 '
1«93 = a5 10,39 15,60 2,01 67,86
|
TABLE XI
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INTERVAL (HRS)

.0
.15
25
«35
45
55
«65
.75
-85
«95
) TV
1.15
1.25
1.35
1.45
1.65
1.85

2.15

-15
25
e35

%5

LOGNORMAL

OBSERVED EXPECTED (0-E)ee2/E

26.00 22.21 65
54.00 46.53 1.20
13.7) S0.81 28.13
8.00 45.53 30.964
168.30 37.92 319.69
9.00 30.66 15.30
5.00 246.51 15.53
2.1) 19.55 15.75
4.00 15.61 8.66
$7.00 12.52 237.19
»2) 10.08 10.08
2.0 8.17 4.66
1.90 b.b65 4.80
.00 5445 5.45
8.00 8.21 01
) 5.68 5.68
9.00 5.56 2.13
10.00 9.18 07
‘Talle XI1
44

SUM
«65
1.85
29.98
60.92
380.41
395.72
411.25
427.00
635.64
672.82
682.90
687.56
692.37
697.82
697.82
703.51
T0S5.63
705.71

e s e S S e S i



INTERV AL

« 0
?15
25
<75
1.25
1.75

2.25

{HRS )

OBSERVED EXPECTED

26.90
$64.00
183.00
75.3)
9.00
9.00

10.00

LOGNORMAL

22.21
46.53
189.44
65.92
23.41
9.47
T86

Tahle XIII

45

(0-E)ee2/E
65
1.20
.22
1.25
8.87
.02

58

SUMN
- 65
1.85
2.07
3.32
12.18
12.21
12.79
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