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ABSTRACT

The SHIPSIM/OPTSIM computer program for the simulation of stationary,
linear optimal stochastic control systems is presented. This program consists
of two separate entities:

* SHIPSIM is a general continuous system simulation program
designed to provide a versatile simulation capability with
simple user input. This program can be used for any
continuous systems simulation problem which can be defined
in the three user-supplied subroutines.

* OPTSIM is a group of subroutines which are run under SHIPSIM
for the simulation of the response of stationary, linear
optimal stochastic control systems to initial condition
errors and specific user-supplied process disturbances while
subject to measurement white noise.

These two program groups are described; User's Documentation, Programmer's
Documentation, and listings are included as appendices. A simulation of

an optimal stochastic path controller for a tanker operating in shallow

water is presented as an example. The programs are written in FORTRAN IV

and with the exception of the plotting portion of SHIPSIM, they are essentially
independent of the Michigan Terminal System (MTS).
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I. INTRODUCTION

The computer programs presented in this report have been developed in
support of research performed on the optimal stochastic path control of
surface ships in shallow water.! The programs were written to have general
utility and with the documentation provided here should be of value to others.
The SHIPSIM program has already been used in other research and teaching
applications in the Department of Naval Architecture and Marine Engineering.
The SHIPSIM/OPTSIM program has been written to be used in conjunction with
the Department's OPTSYS program which can very quickly and cheaply provide

the design of the optimal controller and Kalman-Bucy filter for a stationary,
linear system subjected to white noise process disturbances and measurement

- noise. The OPTSYS program was originally written by W. Earl Hall, Jr.? at

: Stanford University; a version of this program has been utilized in our

research on the path control of ships. The OPTSYS program can evaluate the

f Root Mean Square (RMS) response of the optimal system to the design disturbances
and noise. It is also often desirable to simulate the response of the '3

controlled system to other specific process disturbances and/or initial d
condition errors. The SHIPSIM/OPTSIM program allows this simulation with a

minimum of additional effort and expense.

To provide the maximum utility, the SHIPSIM and SHIPSIM/OPTSIM programs
have been written to be completely separate. Users without an interest in
stochastic control systems can use SHIPSIM alone for any continuous system
simulation problem which can be defined in the user-supplied subroutines.
: This report has, therefore, been written so that a reader interested only in
;ﬁ SHIPSIM need only to consult Section III "Description of SHIPSIM" and Appendices
t A,D, and G which contain the SHIPSIM documentation and listing. For the
f;' general reader, Section II contains a brief review of the stochastic control
?'; of linear systems, Section IV contains a description of OPTSIM as run under

SHIPSIM, and Section V contains a short example use of the SHIPSIM/OPTSIM

8 program for the simulation of the stochastic path control of a tanker.
Appendices B, E, and G include the documentation and listing for OPTSIM.
Appendix C includes the User's Documentation for our version of the OPTSYS

program for additional reference. The documentation Appendices have been

written to be essentially self-contained so they can be reproduced separately

. for subsequence use with the programs.

al=
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II. OPTIMAL CONTROL OF LINEAR STOCHASTIC SYSTEMS

Many physical control problems can mgst realistically be represented
using stochastic disturbances and measurement noise. The response of such
a system may then also be treated as a stochastic quantity. The optimal
control of linear stochastic systemss'“'5 will be reviewed very briefly
here as an introduction to the description of the SHIPSIM/OPTSIM program
which follows. The engineering approach can be to model stochastic physical
systems as Gauss-Markov processes which can be represented by the state vector
of a linear dynamical system forced by a gaussian purely-random process
where the initial state vector is also gaussian or normally distributed. Thus,

we can represent the system by the following:

nxl mxl gxl

x =Fx +Gu+Tw , (1)
wher:« -loop dynamics matrix F, the control distribution matrix G,
and curbance distribution matrix T are assumed stationary (constant) here.

The condition of the system is completely represented by the mean value n-vector

g and covariance matrix X for the n state (differentiated) variables; i.e.,

Elx(t)] with X(to) = Xo . (=)

x(t)

E[(x(t)-X(t)) (x(t)-X(t))T] with X(to)=X, , (3)

X(t)

where E[...] is the expected value or ensemble average over the many possible
observations at time t. The m non-differentiated variables in u are the
control variables. The q variables in w are the process disturbances which
are gaussian purely-random processes or white noise. White noise is an
idealized, very-jittery process which can be viewed as the limit of a sequence
of impulses with random magnitude and random time of occurence. The impulses
average zero over time but have an average square magnitude given by o(t)

squared. We thus have,
E[w(t)] =0, (4)

E (w(t)=w(t)) (W(D=w(1) 7] = Q(t)8(t-1) (5)
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where Q is the power spectral density matrix and §(t-t) is the Dirac delta
function. It is also assumed that there is no correlation between the process

- B disturbance and the initial condition of the system; i.e.
] E[ (w(t)-w(t)) (x(to)-x,)T1 = 0. (6)

The control problem is to develop the optimal state variable feedback

i control,
u=cx , (7)

where C is the control feedback gain matrix. In general, not all of the
needed states in x are readily measured. Further, it is not necessary to

| & measure all the states if it is possible to estimate the remaining states
from those which are most easily measured. 1In the stochastic case we may have
p measurements available represented by,

px1
z=H+v , (8)

o

where H is the measurement distribution matrix (assumed constant here) and

v is a vector of white measurement noise with statistical properties,

Elv(t)] =0 , (9)
, ; Elv(t)v(T)T] = R(t)§(t-1) , (10)
E B Elv(t)w(®)T] = Efv(t) (x(to)-%5)T] = 0. (11)

i The matrix R is the power spectral density of the measurement noise. Equation
(11) states that there is no correlation between the measurement noise and

the process disturbance or the initial state of system. The elements of z

may be measurements of specific states or linear combinations of the states.

The Separation Theorem3 states that the optimal way to control the system

B eq. (1) using the information available in the noisy measurements eq. (8) is

E 'ﬁ to design the controller gains eq. (7) neglecting w and v and thus assuming
perfect knowledge of x. The noisy measurements z can be utilized in an

optimal stochastic observer (state estimator) or Kalman-Bucy filter to produce

a maximum-likelihood estimate of the state & and the optimal control will then be,
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n=CRo. (12)

Thus, the controller design is completely separated from the processing of

the noisy measurements to produce the best estimate of the current state of
the system. An overall schematic of such a stochastic control system is

shown in Figure 1. The measurements z from the sensors are used in the optimal
stochastic observer to produce an estimate of the states % which are then used

in the optimal controller to produce the control signals u given to the actuators.
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Figure 1. Overall Schematic of Optimal Stochastic Control System

An optimal control can be defined in many ways. The most common when we
want to control x near zero using reasonable values of control u is to
use the control which minimizes a linear quadratic cost function,
v
f (xTax + uTBu)dt (13)

%

(&}
[}
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where the A and B matrices are initially established by the designer to
reflect the relative weighting of errors in the various states and the use
of the various controls. The A and B matrices are usually diagonal with at

least some nonzero diagonal elements selected to be,

R R e e MU DO S

- 1 L
$ 3 and B3 = —— (14)
ii 7 % ;2 3T e

where Uoj is an acceptable amount of control j to be uscd when the state i
deviates xpi from zero. It is usually necessary to modify the weighting

matrices A and B and iterate on the design based on the evaluated response

of the controlled system. The calculus of variations3/8 can be utilized to
show that the control which minimizes eg. (13) for a stationary system is

given by,
¢= smlets -, (15)

where S_ is the steady-state solution of a matrix Riccati equation which is

independent of w(Q) and v(R); i.e.,
§ = -sF~FTs+sGB™1GTs-A. (16)

An efficient way to obtain the steady-state solution, S_, is to utilize the

) technique of eigenvector decomposition first proposed by MacFarlane® and
Potter.’ This method was developed into a practical design computer program :
by Bryson and Hall? in Hall's OPTSYS program which uses the QR algorithm to !
solve the eigensystem. User's Documentation for the Michigan version of this

program is included in Appendix C for information.

The second half of the design problem is to develop the optimal stochastic
observer. Again, the calculus of variations® can be utilized to show that

the maximum-likelihood estimate of the state is produced by the filter given
by,

%0

= Ff + Gu + K(z-HR) ; R(to) = %4 (17) .

where the filter feedback gain matrix K for a stationary system is given by,

K = P_HTR™! , (18) i
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where P_ is the steady-state solution of the matrix Riccati equation,
p = Fp + PFT + rorT - pHTR lpp . (19)

The matrix P is the covariance of the error of the estimate of the state;

S
P(t) = E[(R(t)-x(t)) (R(t)-x(e))T) . (20)

In eq. (17), it can be seen that the estimate g is assumed to follow the same
dynamics as x (excluding I'w) and that if the measurement which would result
from % (excluding v) deviates from the actual measurement z a correction is
introduced to drive & closer to x. In eq. (19), it can be seen that, as
expected, large process disturbances (high Q) and large measurement noise
(high R) will increase P, the error in the estimate produced by the stochastic
observer. An efficient way to obtain the steady-state solution to eq. (19),
P_, is again by eigenvector decomposition as implemented in the OPTSYS program

described in Appendix C.

In modeling physical systems, it is not always realistic to assume that
the process disturbance or measurement noise is white noise. If the process
disturbance is a random quantity which changes very rapidly compared to the
time response of the system, it is reasonable to assume the process disturbance
is white noise as in Eq. (1). However, if the process disturbance is a random
quantity which changes very slowly compared to the time response of the system
(perhaps a tidal current effect on a passing ship), it is reasonable to
assume the process disturbance to be a random bias or constant. This can be
incorporated into the above treatment by defining an additional state variable

or variables such that,

Xnel = 0 , (21)

and xp4+] (tg) is random. This state variable is included in an augmented state

vector of length n+l and w might then be zero.

If the process disturbance is a random quantity which changes on about
the same time scale as the response of the system, it must be modeled as some-
thing between white noise and a random bias. This is accomplished by the use
of various shaping filters and again augmenting the state vector. The simplest

shaping filter produces an exponentially correlated disturbance3 by driving




a first-order system by white noise. A new state variable is defined as

follows:

Tc;<n+1 + Xn+l =W, (22)

where T, is the correlation time and w is white noise. The state vector can
then be augmented to an n+l vector and the total system is still disturbed by
white noise as in eq. (1). The shaping filter processes the white noise to

produce a new disturbance xp4+) which is random but with a characteristic time

constant Tc of about the same order as the response time of the system. Other

higher-order shaping filters are possible to model more complex disturbances.3/%/9

If a physical system, its disturbances, and the noise in its measurements
are modeled as described above, a design program such as the OPTSYS program c&n
be used to produce the optimal control gains C and the optimal filter gains
K. The OPTSYS program can also produce the Root Mean Square (RMS) response of
the system to the design disturbances as represented in the power spectral
densities Q and R. Tiie RMS response is, however, not that meaningful to
many engineers. Also, specific physical disturbances will often be modeled
through the use of shaping filters and the designer may want to know the
response of the controlled system to the specific disturbances. Thus, there
is often a need to simulate the response of the optimal stochastic control
system to specific process disturbances and initial condition errors while
subject to the measurement noise. The SHIPSIM/OPTSIM simulation program was
developed to allow the simulation of these systems with a minimum of effort and
computer programming. This simulation program is a valuable complement to

the OPTSYS program for use in control system design.




III. Description of SHIPSIM

In developing a simulation of the optimal stochastic control systems for
the path control of surface shipsl, it was decided to develop and document
these programs so they could be of general use in the future. Further, it
was decided to separate the input/output and numerical integration portions
of the program from those portions specifically related to the stochastic
control problem. This is the SHIPSIM-OPTSIM dividing point and makes
SHIPSIM a general continuous systems simulation program which has a very wide
range of applications and usefulness. It has already been used in a number
cf additional research and teaching applications within the Department of

Naval Architecture and Marine Engineering at the University of Michigan.

The authors have research and teaching experience with continuous system
simulations written from scratch using existing numerical integration sub-
routines!? and with the use of higher-level, problem-oriented continuous
systems simulation languages11 specifically IBM's Continuous Systems Modeling
Program (csMP) .12 Based on this experience, it was felt that a valuable
compromise between these two approaches would be a FORTRAN IV batch-type
program with flexible input, output, and integration specification and control
features to which the user would only have to add a few user-supplied sub-
routines which define his particular simulation problem in a standard form.

This is similar to the modular approach taken in the development of our
nonlinear, constrained, parameter optimization program13 which has proven very
useful in research and teaching applications. The user can work at the FORTRAN
level without the need tolearn a new, higher-level language but can still have
available many of the labor saving features of a higher-level language such as
CSMP. We have not conducted a specific test but SHIPSIM should also be signifi-
cantly cheaper to run than CSMP since the CSMP-to-FORTRAN translation step is

not needed.
The only computational function of SHIPSIM is to integrate a set of n<25

coupled, nonlinear, first-order differential equations from an initial condition,

nxl
Y(t) = £(¥(t),t) , Y(tg) = Yo (23)

and to perform a set of m<5 nonlinear auxiliary calculations,




mx1
z(t) = g(Y(t),t) , (24) ;

at each program output point. The output can be printed output of any selected
or all elements of Y and all elements of z at specified points in t; CALCOMP
?7? pPlots can also be easily obtained for any selected elements of Y and z as
' functions of t. The user can select either a fixed step-size Euler (rectangular)
integration or a variable step-size, guaranteed-error, fourth-order Kutta-
Merson integration method.!* The simulation can be performed in a series of
sequential pre-specified integration segments using a different integration
method and different integration and output specifications in each segment.
The overall integration can be stopped based on the value of one of the elements

of Y as well as on the value of the independent variable. Multiple runs can be

made by changing the entire SHIPSIM and/or model input data sets for subsequent B
runs or by changing only specific values in the data sets used in the previous
B run. This substantial flexibility is achieved with fairly brief and simple !

SHIPSIM input data.

Euler or rectangular integration gives the value of Y at time t+At as, i 3
a4 Y(t+At) = Y(t) + Y(t)#At ; (25)

i.e., it evaluates the derivatives once at time t and assumes them constant
- over the integration step At. Euler integration is thus very simple and
! efficient. For processes with generally small and/or smooth variations in
; i_it can yield acceptable answers when a suitably small integration step-size, :

At, is used. When the step-size is too large it is possible for the integra-

;§; tion results to completely diverge from the correct results. Euler integra-

b § tion can also successfully handle discrete changes in i when At is kept small.

s

If i experiences large and rapid changes in magnitude, the acceptable value

of At may be so small that excessive CPU time will be needed to complete the
integration. The integration step-size used in a region where i changes
rapidly would be very wasteful if also used in regions where g changes more
slowly. For this reason (and to facilitate variations in output), SHIPSIM
allows a specific integraéion run to be specified with up to five integration

segments each with a separate integration method and/or step-size. Euler

§ L integration has the disadvantage that the error of the integration results is

i unknown. It is therefore essential to perform test integration runs with a
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reduced step-size to verify that the results are acceptably accurate.

Kutta-Merson integration“"15 is much more complex than Euler integra-
tion but provides a dynamically varying integration step-size which is automati-
cally doubled or halved as necessary to produce guaranteed, user-specified
absolute and/or relative error in the results. This step-size will be short
where i changes rapidly and much larger where i.changes more slowly. There
is much more computational overhead than with Euler integration but guaranteed
error is provided and the integration step-size is never any shorter than
necessary. Improved integration cost is thus possible in some cases. A major
problem with Kutta-Merson integration is that it may be very difficult to meet
the specified error limits (particularly at points where i‘is discontinuous
in value or slope) without shortening the integration step-size to the point
where excessive CPU time is used. To protect against excessive reduction in
step-size without user interaction to relax error specifications, SHIPSIM
includes capability to limit the number of times the initially specified
step-size will be automatically halved (cut). If this number of cuts is
exceeded, the integration is terminated and an error message is printed. Kutta-
Merson integration is able to predict the integration error by evaluating
the derivatives at five points in each integration step as compared to Euler
integration which evaluates the derivatives only once for each integration

step.

To define a particular problem for SHIPSIM, the user must provide a
subroutine DERIV to evaluate the derivatives eqg. (23) and a subroutine INPUT
to provide the problem dependent input to the program. If the user also wants
to output quantities in addition to the n integrated variables; i.e., if m>0,
the user must also provide a subroutine ACALC to perform the auxiliary calcula-
tions eq. (24). If m=0, a file containing a dummy version of ACALC without
executable code is available to be called in order to allow program loading
without an error message. Files containing the object code (compiled) versions
of these user-supplied subroutines must be concatenated with the SHIPSIM
object file on the Michigan Terminal System (MTS) S$RUN command to link the
entire program together. The program can be easily run from the terminal
using data files. Printed output can be taken on the terminal or line printer

as specified. CALCOMP plots can be generated off-line using a SHIPSIM

produced plotfile.




bl ot g s

s e

~Tl=

The macro structure of SHIPSIM is shown in Figure 2. The three user-
supplied subroutines are shown across the bottom. It is important to emphasize
how each of these subroutines are called by SHIPSIM since this establishes
what the user may and should put in each subroutine. Subroutine INPUT is
called once at the beginning of the simulation run. It must input or assign
NEQ, the number of equations to be integrated by SHIPSIM (n in equation (23)).
It must also obtain any problem dependent input and perform any problem input
verification output and initialization needed by the user. The input must be
transmitted to the remainder of the user-supplied subroutines by separate
subroutine calls (as in OPTSIM which follows) or by labeled COMMON. The
COMMON must be labeled since SHIPSIM already utilizes unlabeled COMMON.
Subroutine DERIV is called at least once per integration step by whichever
integration subroutine has been selected. It may thus be called hundreds or
thousands of times in a simulation run. Subroutine ACALC is used to calculate
the value of those non-integrated quantities which the user wishes to see
in the printed or plotted output. It is thus called only at the specified print
and plot points. ©Often these calculations (perhaps the value of a control)
will duplicate those performed in DERIV but they should be repeated again in
ACALC since the most recent value established in DERIV will be prior to the
actual print or plot point of interest. The example in Appendix A User's

Documentation for SHIPSIM illustrates such a case.
SHIPSIN input

verification,output PRINT called at each

of z and selected PENt interval MAIN
elements of Y input,output called at ea

return to MAIN
plotfile for ‘n:::::::on from integration to check
subsequent CALCOMP m called at each dependent variable stop condition
plot of selected Plot interval
elements of Y and 2

called to integrate to next
print or plot point or end of
integration segment

principal SHIPSIM subroutines
= LR B & &
user-supplied subroutines

- sauod once to obtain called at each
T problea dependent input print or plot

called at least
once each

. H ;___ point as needed integration step
Labeled ACALC* , DERIV
[ CosMoN 2=9(Y,t) Ya£(Y,t)
e LSO RN SR S I AL O IS
*optional

Figure 2. Macro Flow Chart for SHIPSIM
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The SHIPSIM program has been written to be independent of the Michigan
Terminal System (MTS) as much as possible. The principal exception is the
‘1 plot option which uses many subroutines from the *PLOTSYS public file on Mrsl®
to prepare the CALCOMP plotfile. Most computer installations have comparable

software or the program can be used with the plot option removed. Appendix A

| contains the User's Documentation for SHIPSIM. Appendix D contains the

‘G Programmer's Documentation for SHIPSIM. Appendix F contains a source code
listing for SHIPSIM. The plot option portions of the code which must be -

?f5 altered or removed to implement the program on another system without the

plot capability are identified in Appendix D.
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IV. Description of OPTSIM

OPTSIM is a group of subroutines which constitute the

INPUT and DERIV

subroutines needed by SHIPSIM. OPTSIM running under the control of SHIPSIM

allows the simulation of the response of stationary, linear optimal control

systems to specific user-specified process disturbances and/or initial condi-

tion errors while subject to measurement white noise. The

constructed so that input used for system design using our

input data set is

version of the

OPTSYS program (Appendix C) and the gain matrices as output by OPTSYS can be

used directly with OPTSIM. The simulations can thus be obtained with a minimum

of additional data preparation and programming by the user.

The macro

structure of OPTSIM running under the control of SHIPSIM is shown in Figure

SHIPSIM input

=v=xifi“tionl
selected simulation

CALCOMP plots of

$selected simulation

5
START
PRINT
il g S - R [p
] I'"{ PLOT IL—
output
Fui )
-+
. 1 INPUT ;t
OPTSIM input G 5.1
verification Y for Y= .%.
y— INPUT1 L
OPTSIM
—= | raxou || womrr ]
from IBM SSP

for z=g(Y,t) for iy_ for w
| acawc [ Aperrv ] [p1stre |

optional user-supplied subroutines

Figure 3. Macro Flow Chart for SHIPSIM/OPTSIM
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A control system response to initial condition errors while subject to
measurement noise can be simulated without any additional programming by
the user. The initial conditions can be input as part of the SHIPSIM input.
Measurement white noise v with user-specified standard deviation gfis calcu-
lated within OPTSIM by subroutine NOISE which utilizes two subroutines from
the IBM Scientific Subroutine Package17 for randum number generation (RANDU)
and transformation to normally-distributed quantities (NDTRI). If the user

wishes to subject the system to a specific process disturbance w, he must

prepare a subroutine DISTRB which defines the process disturbance as a function

of the states and/or time. The user can also include a subroutine ADERIV if

quantities y in addition to the states x and estimates X are to be integrated.

Finally, the user can also include a subroutine ACALC (defined as part of

SHIPSIM) if additional non-integrated quantities are desired at the print or
plot points.
The simulation problem of interest includes the physical system which

could be given by,

NSx1 NCx1 NGx1
X =Fgx+Gs u +T w , x(to)=xq, (26)
with measurements,

NOBx1

z = Hsi + M- (27)

where w and v are white noise with statistics given by eq. (4), (5), (9),

(10), and (11). The system matrices Fg, Gg, I', and Hg have dimensions (NSxNS),

(NSxNC) , (NSxNG), and (NOBxNS), respectively. If shaping filters are used

to model some or all of the process disturbances, w in eq. (26) is not entirely

white noise but includes random quantities with finite, nonzero correlation

times. Using shaping filters, the state vector can be augmented for design

purposes to be,

I o= (28)
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and the design system equation or estimator design equation is given by,

NEx1
x' = Fex' + Geu + I"w' , (29)

with measurements,
z =Hex! +v , (30)

where 3’ is now white noise with statistics given by eq. (4), (5), and (11).
The estimator design matrices Fg, Ggr and Hg now have dimension (NExNE),

(NEXNC) , and (NOBxNE), respectively.

The optimal state estimator design produces the Kalman-Bucy filter

equation,

& = Fof + Geu + K(z-HR) (31)

where the filter gain matrix has dimension (NExNOB). The optimal controller

design produces the control equation,

u=cg , (32)

where the control gain matrix has dimension (NCxNE). Substituting eq. (27) and

(32) into eq. (26) and (31) yields the system of equations to be simulated; i.e.,

%
[

Fgx + GgCX + Tw , (33)

(3>
I

FeR + G,CR® + KHgx + Kv - KHgk . L (34)
Rearranging these gives,

X Fs GgC

= (35)
3 KHg Fo+GeC-KHg

[ %
+

A

<
n
>

% |%
+
1o

If no shaping filters are used, NS=NE and eq. (26) and (29) are identical so

Fs’Fe ’ G5=Ge ’ and Hs’He .
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The simulation problem may also.include integration of a number of !

additional quantities given by,
NAx1
x - _(i(t) I?_(t) rl(t) £) . (36)
SHIPSIM integrates the total system of NEQ=NS+NE+NA equations given by eq. -
(35) and (36) grouped as follows:

NEQxl
¥y =

(37)

[ EL

The derivatives eq. (35) are calculated by OPTSIM using the user-supplied distur-
bance w from subroutine DISTRB. The derivatives eq. (36) are calculated in the
user-supplied subroutine ADERIV. The combined vector of derivatives eq. (37)

is loaded in OPTSIM and returned to the SHIPSIM integration subroutine.

The selection of integration method and step~size and the specification
of white noise standard deviation gf must be done carefully when simulating
stochastic systems. 1In design, the usual approach in modeling random
disturbances or noise which vary rapidly compared to the dominant time
constants of the system is to first assume they are exponentially correlated.
The correlation time T, and standard deviation o are then obtained or approxi-

mated. For an exponentially correlated quantity the power spectral density

is given by,5

_ 20%
Q i w2+82 ’ (38)

where B=Tc'1 This power spectral density is approximately constant for

w<<B. The power spectral density can therefore be approximated by,

Q ¥ 202/8 = 2021, , (39)

since T, is small compared to the dominant time constants of the system; i.e.

w<<B. The noise is thus considered white noise with constant power spectral
density given by eq. (39).

In simulating stochastic control systems, the continuous gauss-markov

process eq. (35) is usually approximated by a discrete gauss-markov sequence

S IESICIEN ikttt ot s s sl P i i i Ml A 0 2

T T T
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through the use of Euler or rectangular integration. In this approximation,
care must be execised tc ensure that the system covariances are preserved.

The discrete gauss-markov sequence can be given by,

Xie1 = Oy%5 * Ty Wy, i=0,1,...,N (40)
Z, = HE Y im0, y.0eN (41)
El(w,-w,) (33.-‘-1].)'1'] = 08,5 (42)
E[viva] = RS, o (43)
EL(w;-w)vyT] = EL(w;-w;) (x,=% ) T1= Elv; (x - )T1=0 , (44)

where Gij is the Kronecker delta function. The control can be omitted in
this discussion without loss of generality. If we take P; as the error
covariance of the discrete Kalman filter estimate at point i, the covariance

can be propagated to the next measurement point i+l using a time update to

s

give the error covariance prior to the measurements M;,; and then the measure-

ments can be processed in the measurement update to give Pj;; . Governing

update equations can be expressed as,

M. = ¢ipi¢f +T,0T] (time update) (45)

Pi+l = Mi+1 - Ki+1Hi+1Mi+1 (measurement update) (46)
where,

K, = PyHR;™1 = M (MH{#R)TD (a7)

(See Bryson and Ho, Applied Optimal Control, 3 pp. 349-351, 357, 360-361)

The corresponding equations for the continuous gauss-markov process and

the error covariance are given by,

x=Fx+Tw , x(t0)=xq (48)
g=Bx+yv , (49)
El(w(t)-w(t)) (W(t)=w(t))T] = Q8 (t-1) , (50)
Elv(t)v(t)T] = RS (t-1) (51)

&
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p=7rp + PFT + IQrT - xkup (52)

where eq. (18) has been used in eqg. (19) and eq. (4), (6), (9), and (11) also
apply. When Euler integration with integration step-size At is utilized,

x (t+At) is approximated using eq. (48) to ke,
x(t+At) = x(t) + Fx(t)At+ Tw(t)At. (53)
By comparison between eq. (40) and eqg. (53) we must then have,

] [I + FAt) , (54)

i

Fi = At . (55)

Again when using Euler integration, the error covariance P(t+At) is in effect

approximated using eq. (52) to be,

P (t+At)=P (t)+FP (t) At+P (t) FTAt+TQI TAt-K (t) HP (t)At. (56)

This should produce the same error covariance as eq. (45) and (46) for the

simuiation to be correct.

Using eq. (54) and (55) in eq. (45) yields,

pe T FTAL2 T
My, = Pi+FPiAt+PiF At+FP;FTAL +F(QiAt)P At, (57)

where the term in At? can be neglected since the integration step-size At

is kept small. Using eq. (57) in eg. (46) now yields,

K
= T Tos 341 " A
pi+1 Pi+FPiAt+PiF At+F(QiAt)F At 3% H(Pi+hlgher order terms in At)At.
(58)
In the limit as At-0, Ki+1*xi so we have,
K., K,
i+l T | o T -1
At At PiH (RiAt) ' (59)
and eq. (56) will equal eq. (58) if we take,
QiAt = Q, (60)
R.At = R . (61)

i
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The correct measurement noise covariance Ri to use in the simulation there-
fore depends on the integration step-size At. If o; is the standard deviation
for noise element i (square root of element i of Ri), a correct simulation

must utilize,

1/2
. !

e o

where R;; is the i-th diagonal element of R used in the design of the continuous
stochastic control system and At is the fixed integration step-size used with
Euler integration. Notice that the standard deviation used in eq. (39) to
approximate the power spectral density for the measurement noise in the design
of the continuous system; i.e.,

R.. Y 20,2%¢ 2 (63)

ii A e

is not the same as the standard deviation o{ which must be used in the simu-

lation using Euler integration.

User's Documentation for OPTSIM is included in Appendix B; Programmer's
Documentation for OPTSIM is included in Appendix E; a source code listing of
the OPTSIM subroutines is included in Appendix G. An example simulation of
the response of an optimal stochastic path controller for a tanker using

SHIPSIM/OPTSIM is described in the next section.

o e R

g =y

ST RO

S

=
i
¢ 3
i3
H




V. Tanker Path Control Example

This section will briefly present the simulation of an optimal stochastic
path controller for a tanker operating in shallow water as an example of the
use of the SHIPSIM/OPTSIM simulation program. For a complete development
and extensive results concerning this problem the reader should consult our
research report on the optimal stochastic path control of surface ships in
shallow water.! Considering the small-deviation control of a ship along a
path using the coordinate system shown in Figure 4, the equations of motion

in the horizontal plane can be written as follows in non-dimensional form:

. WEPREE

dt!' =r, (64)
L] L} dr. ' L .' .

(I'5243" 22) 35y = NgiB' + Npor' + N3, B' + Ng.8' (65)
(] ' dB. = ] ] ] ] . S '

= (m'+my )EE' = YB,B # (=mEY. )et * Yr,r' + YG'G ? (66)

Numerical values for the coefficients in eq. (65) and (66) for the 150,000
DWT tanker Tokyo Maru at 12 knots were given by Fujino18 for various values
of water depth to draft ratio (H/T). Equations (65) and (66) can be solved
simultaneously1 to produce two equivalent equations without the coupling in
é' and é'. Finally the rudder control system can be modeled by a first-order

system,

as’

=L (gr-§
S S (68)

where Sé is the commanded rudder angle. These equations yield the system

equations,
P 1o s ‘S SR A Ik o
a z 0 ‘B33 £23 O E£38 r! 0
3t B'| = |0 £33 £33 0 £35 B 0 Gc' . (69)
n' £ 9 -1 0 O n' 0
5 60 0 0 =1/7[8 1/1,
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We also have the equation for the movement along the path which when non-

dimensionalized becomes just,

&L’ .
at’

=N

Figure 4. Ship Path Control Coordinate System

The effects of disturbances such as passing ships, bank effects, spatial

current changes, etc. can be modeled as exponentially correlated disturbances

with the use of first-order shaping filters,

]

dy’

g T

where N' is a yawing

Augmenting the state

wl
rl
Bl
nl
6!

i

Nocoor oo o!f

(71)

(72)

moment and Y' is a lateral force acting on the ship.

vector, the estimator design equation eq. (29) becomes,
0 0 0 O ¢ T8

f25 f26 f27 ||r'

f35 f36 f37 B

0 0 0 T

-1/Ty O o 8"
0 =1/Ty O N'
0 0 'l/TY Y'
- b -

Noroooo ol




-

and the measurements could be y' from a compass, r' from a rate gyro and

n' from radar (or DECCA) to give the measurement equation eq. (30),

x¥ + ¥ (74) 1

L

]
[ Nel
oM O
O OO
= O O
O OO
(oo o]
o OO

These equations with power spectral densities Q and R for w and v were used
as input to the OPTSYS program to produce the optimal control gains C and the
optimal state observer gains K based on the stochastic design disturbances

represented by the shaping filters.

To simulate the response of the ship controlled by the optimal stochastic

¢

}

|

|
controller to specific physical disturbances SHIPSIM/OPTSIM can be used. Figure r
5 shows, for example, the non-dimensional yawing moment N' which would act {
on the ship as it closely passes a ship moving in an opposite, parallel i
direction. Lateral force Y' and yawing moment N' disturbances were developed |
based on data obtained by Newton.!® These disturbances can be applied tc

the ship in the simulation and the system equation eq. (26) then becomes,

vl [ooc. o ao v] [o g @ | ‘
a r: 0 f£55 f23 0 f25 r' 0 ' fae6 £27 N ; (75) - ?
3o |B|=[0 £32 £33 0 f35 | (B'1+10 |8 "+f3¢ £37] 1,
n' 10 -1 00 n' 0 0 O i
§')] [oo o0 0 -1/7|[6'] [1/T% 0 0 -3
with the measurement equation eq. (27),
10000
z= |0 1000 x+v . (76)
00010

Eq. (73), (74), (75), and (76) define the system and estimator design matrices
Fg, Gg, Hg, Fe, Ges Hg, and I'. The OPTSYS output defines the gain matrices
C and K. The measurement noise simulation standard deviations ¢' were derived
from R using eq. (62). The simulation equation eq. (35) is thus fully
defined. Equation (70) must be treated as an additional derivative to be
integrated along with eq. (35).

To set up the SHIPSIM/OPTSIM simulation subroutines DISTRB and ADERIV

must be prepared. The disturbances as in Fig. 5 were curve fit with piece-
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Figure 5. Yawing Moment N' due to Passing Ship

wise cubic splines. The subroutine DISTRB can then take the current value of
non-dimensional t=TIME, locate whichvsegment K of each spline is applicable

by testing for t‘KSTIME<t'K+1, and then evaluate the splines to produce N' (TIME)
and Y'(TIME). These disturbances can then be returned in w. A listing for

the DISTRB subroutine for a passing ship disturbance is shown in Fig. 6. The
subroutine ADERIV for NA=1l to implement eq. (70) requires only one line of
executable code YDOT (1)=1. A listing will not be included here. There is no

need to prepare the optional subroutine ACALC for this simulation.

The SHIPSIM input data set for a simulation of the tanker beginning with
zero initial conditions and then sailing past a ship at t'=7. is shown in
Fig. 7. This data should be reviewed in conjunction with reference to
Appendix A User's Documentation for SHIPSIM. Three integration segments
are utilized to obtain more closely spaced printed output over the interval
4.05t'<9.0 where the disturbance occurs. The Euler integration step-size
is 0.005 t' units (time to travel one ship length, t'=t/U). Printed output
of V', r', B', n', &', ¥', 8", ¥', and X' are requested. Plots of n', W',




SUBROUTINE DISTRR(T. XoWyNGNFQ)
INPLICIT REALER (A-H.0-%) |
DIMENSION W(2) X (25)

DIMENSION TNC(13)CN(ALID2)»TY(I1T)9CY(4y12)

DATA TN/-0.2F1,-0.15F1+,~0.12%E1+-0.10F1+-0.2E0+-0.5F0
s’ ~0.1E0+0.2F0+0.4E0+0.5%F0+0.AF0+0.1FE140.15F1/

DATA TY/~0.2E1,-0.1%F1+~0.10F1+ 0.75F0s~0.5%0F0s~0.75F0, -

> 1
> 2
> 3
> 4
> S
> 6
> ?
> 8 1 0.0E0+0.25E0+0.50F0,0.70E0+0.90FE0+0.125E190,15E1/
> 9 DATA CN/O.29370E-4y40.21261F-4,-0,73424F~5,40,14ARSF -4,
> 10 $0.42527E-4,40.5R739F-3++0.37340E-4,40.83788F -4,
> 11 L ] +0.58739E-3+-0.47209F -3, +0.91798F-4,40.34951E-3,
- > 12 ] =0.11807F-2,-0.54097F-2940.81180F-3,40.925410E-3» 4 §
\ > 13 . ~0.13524E-2+40.32983E-3++0.44139F~3+-0.22777E-3» i
y > 14 L ] 40.37983F -3+ +0.5018B7FE-3+~0,22777E~-3,-0.58030E~-3» {
> 15 ] 40.66916E-3+140.17539F-29-0.77489FE-3+-0.457R5F -3
> 16 L ] +0.26308F -2, -0.786323F-4,-0.8°523F-3,40.305°9FE -5y g
> 17 ] =0.15265E-3+-0.144507E-1+40.15265E-5,40.34407F -3, ?
> 18 ~0.14407E-1+-0.19179F =2+ +0.8B44607E-3,40.81418F -3, o 4
> 19 3 ~0.35447F -39 40.23644F-3+40.20877E-3,40.12138F -4,
> 20 b2 $0.18931E-3+-0.14655E-4+1-0.73275E-5+40.34A38E~-5/
> 21 DATA CY/-0.66367E-4,-0.27267E-4+40.16597F-4,-0.33183E-4,
> 22 * ~0.27267E-4+-0.30457F-3y~0.33183E-4,-0.12384E-3»
> 23 ~0.60913E~-3+40.24839E-29~0.35193E~39-0.79524E-3y
> 24 ] 40.24839E-2,40.47536E~27~0.79524F~3,-0.29710F-3»
> 2s * +0.47534E-2+-0.61385F-2,~0.29710E-3,40.19837E-2,
> 26 '] ~0.613B5C-2+-0.67983E-3440.19837F-2440. 194D5E-2y |
> 27 * =0.67983F-3,-0.13822E-2940. 1962562, 40, 146864F -2, !
> 28 L 3 =~0.13822E-2,-0.14712E-2+40.14864E-2,40.89195F-3,
> 29 3 =0.18390F-2,40.54353FE-2+40.107346F-2,-0.21741E-3 3
> 30 x +0.54353E-2,40.974B5E~-4+~0.21741F-3+y-0.20391E-3,
> 31 ® 40.55820E-4+40.14889F-3+-0.17112E~3+-0.75382E-4, ’
> 32 x 40.20844E-3,-0.74422E-3,~0.93028E~47+0.46514E-4/ :
> 33 TP=7. :
> 34 IF (T.LT.TP+IN(1)) GO TO 30 _3,
> 35 IF (T.GT.TP+TN(13)) GO TO 30
> 36 K=1
> 37 10 CONTINUE
> 38 IF (T.GE.TP4TN(K) .AND.T.LE.TP+TN(K+1)) GO TO 20
> 39 K=K+1
> 40 G0 TO 10
> 41 26  CONTINUE : i
> 42 WN=CN(1sK)R(TPHTNC(K+1)-T)XX3+CN(2,K) R(T-TP-TNC(K) ) XR3 3
> 43 B HCN(IKIR(TPETN(KHF 1) =THI4CN(A+KIR(T=-TP-TN(K)) j
i > 4 GO T0 40 4
> 45 30 CONTINUE s
> 46 WN=0.
1 > 47 40 CONTINUE - 3
(44 > 48 IF (T.LT.TP4TY(1)) BD TO 70 4
> 49 IF (T.GT.TP4TY(13)) GN TN 70 1
> 50 K=1
> 51 S0  CONTINUE
> 52 IF (T.GE.TP4TY(K) . ANN.T.LE.TP+TY(K+1)) GO TO 40 -
> 53 K=K+1
> 54 60 TO SO . A
: > 55 60  CONTINUE
} > 56 WY=CY(1sK)R(TP+TY(K+1)=TIRXI4CY (D2, K)X(T-TP=TY(K))%X3
« > $7 X HCY(IsKIXR(TRP4TY (K41 =TI4CY (AyK)R(T-TF-TY(K))
k| > 58 60O TO 80 ‘
H > 59 70  CONTINUE ;
| > 40 WY=0, 3
L > 61 80 CONTINUE
1 > 62 W(1)=WN 3
‘ > 43 W(2)=uY ¥
> 64 RETURN i
> 65 END 5
SEND OF FILE ]
E ¢ '

Figure 6. Subroutine DISTRB for Passing Ship Disturbance

3 (] 1 3 1.9
T-M,NOISE,PASSING SHIP,H/T=1.89,0PTIMAL,SHAPING FILTER

-

3 ps1 PSIDOT BETA ETA DELTA PSIS

i ETAS DELTAS NS ¥s X

g i 0.9 0.0 0.0 0.0 8.0 0.0

' . 9.8 0.9 0.0 0.0 0.0 9.0

& . NONE

{ =sr PSIDOT BETA ETA DELTA PSIS NS ¥s

) ETA DELTA NS

) 1 4.0 .0050 0.5 0.1

: 1 9.0 .0050 9.1 0.1 : .
1 30.0 .0050 9.5 0.1

3 Figure 7. SHIPSIM Input Data Set for Example Simulation
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% and §' are requested using a scale factor SF=1.0 to produce 8-1/2"x11" CALCOMP
E plots. The OPTSIM input data set for the simulation is shown in Fig. 8.
£ This data should be reviewed in conjunction with reference to Appendix B
-
£
3 User's Documentation for OPTSIM.
5
1 B
e
i
1 1
S O T TS T |
0.0E0 1.0E0 9.0EQ 8.0E0 9.0€0
8.9 -8.17657E+01 9.57359E+01 .9 -8.88074E+00
8.0 8.17199E+39-3,52766E+)3 3.3 -0.15607E+22 |
1.0E0 0.0EQ -1.0E0 2.0E0 0.0E2
8.0E0 2.0E0Q 0.0E0 9.0E0 -0.439E0 |
S 8.0E@ 1.0E0 0.0E0 0.0E0 6.0E0 |
E ] 8.8E8 |
| 8.0 -8.17657E+01 9.57359E+31 2.0 -0.88074E+00
& -0.50043E+01 |
: 3 0.8 0.17199E+308-0.52766E+028 3,0 -0.15607E+00
: -9.28233E+02 |
: : 1.0E0 9.0E0Q ~1.8E0 8.0E0 9.0E0Q |
i 8.0EQ
: 8.8E0Q 9.0E0 9.0E0 2.0E@ -0.439E0
i 8.0EQ ,
: 8.9E0 9.0E0 8.0E0 9.0E0 9.0E0 |
) 8.0E0 ‘
0.0E0Q 9.0E0 0.0E0 0.0€0 9.9E0 |
1 -1.8E0 ;
3 9.0E0 9.0E0 9.0E0 8.0E0 9.439E0 |
3 9.0E0 0.0E0 0.0E0 8.0E0 9.439E2
3 0.8EQ
e 7.74621E+89 4.62370E+86 1.78809E+01 2,42523E+08-4.71320E+00
-2.25797E+82
| ! 0.0 8.0 ©.47768E+03-0,50043E+01 0.21141E+02
3 8.0 9.9 8.0 8.0
1.0E0 9.0E0 0.0E0 .0E0 0.0E0
E - 1.0E0 9.0E8 8.0€0 9.0E0 0.0E0
2 8.0E0 1.0€E0 9.0EQ
1.0E0 8.050 0.0£9 9.0c9 9.0€2
8.8E0 9.0EQ 1.0€2 8.0€0 8.0€0
0.0E0 9.050 9.0£9 3.0€9 98.0E0
" 9.050 8.0c0 0.0E0
! 2.18863E-31 1.00536E+00 1.4261AE-03 4.83587E-82 3.29596E+01
A 7.54479E-82 1.08091E+01-3,42418E-01 1.39178E-01-5.15933E+30
! 2.0 0.0 2.0 ~6.94613E-24 1,12292E+00
2 -6.31352E-234-5,93534E-81 6.63869E-03
4 1.0541E-2  2.3116E-3  1,8413E-1
i
i
|
B!
4l ; i i
b Figure 8. OPTSIM Input Data Set for Example Simulation
2
]
1 The printed output from the simulation is shown in Fig. 9. The output
! consists of the title printed by SHIPSIM, input verification of the OPTSIM
4 input data produced by subroutines INPUT and INPUT1 in OPTSIM, input verifica-
' ‘ tion of the SHIPSIM input data, and then the actual simulation results. The .
i
| ? plot output from the simulation is shown in Figures 10, 11, and 12. These |

plots are reduced here in size from the 8-1/2"x1l1" plots actually produced

by the CALCOMP plotter. Figure 10 shows effective control system response

L <am A

to return the ship to the desired path (n'=0) following the disturbance




caused by the ship passing at t'=7. The maximum lateral offset is about 19
feet full scale. Figure 11 shows the estimate of the yawing moment distur-
bance N' produced by the Kalman-Bucy filter. This can be compared with the
actual disturbance produced by DISTRB as shown in Figure 5. The validity of

using first-order shaping filters to produce design disturbances which model

this type actual disturbance is confirmed by a detailed comparison. Figure

12 shows the rudder usage during the simulation. Maximum value is about
4°. The cost of this simulation run was $3.07 with an additional $1.86 for

the three plots.
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VI. Closure

The SHIPSIM/OPTSIM program used in conjunction with the OPTSYS program
provides a useful and efficient design tool for the development of optimal
stochastic control systems for stationary, linear systems. The SHIPSIM
program used alone provides a useful continuous system simulation program
with a wide range of applications. The program provides a compromise between
writing simulation programs from scratch using existing integration subroutines
and using higher-level, problem-oriented simulation languages such as IBM's
CSMP. Both these programs can be utilized with a minimum of user programming

and data preparation.
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Appendix A: User's Documentation for SHIPSIM

UNIVERSITY OF MICHIGAN

DEPARTMENT OF NAVAL ARCHITECTURE AND MARINE ENGINEERING Rev. 2
5/27/77
IDENTIFICATION: SHIPSIM Program
PROGRAMMER : Ass't. Prof. Michael G. Parsons and J.E. Greenblatt of the

University of Michigan, Department of Naval Architecture and
Marine Engineering, under ONR Contract N00014-76-C-0751.

PURPOSE: This continuous system simulation program integrates a system of
up to 25 first-order differential equations. Flexible input,
output, and integration control is provided. Up to five auxiliary
quantities may be computed and displayed with the integration
output. The system definition and auxiliary calculations are
handled through user-supplied subroutines. Integration methods
available are a fixed step-size Euler or rectangular integration
and a fourth-order, variable step-size Kutta-Merson integration
with optional absolute and relative error control. Integration
method and integration and output control parameters can be changed
at up to four user-specified points within the integration. The
integration can be terminated based on the value of the independent
variable or based on the value of one of the integrated dependent
variables.

METHOD:

References: 1. Fox, L., Numerical Solution of Ordinary and Partial
Differential Equations, 1962, p. 24.

2. MTS Volume 11l: Plot Description System, University of
Michigan Computing Center, 1971.

3. IBM System/360 and System/370 FORTRAN IV Language, IBM
Manual Number GC28-6515-10, May, 1974.

The only computational function of SHIPSIM is to integrate a set of v
NEQ (£25) coupled, first-order differential equations, i

NEQx1
) =it T R s

from an initial condition through time and to perform a set of NAC(<5) auxiliary
calculations,

NACx1
E_(t) - i(;(_lt) ’

at each program output point. The integration can be performed using a
rectangular or Euler integration or using a Kutta-Merson integration technique.




Euler integration gives the value of Y at time t+At as,
Y(t+At) = Y(t) + Y(t)*At ;

i.e., it evaluates the derivatives once at time t and assumes them contant
over the integration step At. Euler integration is thus very simple and
efficient. For processes with generally small and/or smooth variations in

Y it can yield acceptable answers when a suitably small integration step-size,
At, is used. When the step-size is too large it is possible for the integra-
tion results to completely diverge from the correct results. Euler integra-
tion can also successfully handle discrete changes in Y when At is kept small.
If Y experiences large and rapid changes in magnitude, the acceptable value
of At may be so small that excessive CPU time will be needed to complete the
integration. The integration step-size used in a region where Y changes
rapidly would be very wasteful if also used in regions where Y changes more
slowly. For this reason (and to facilitate variations in output), SHIPSIM
allows a specific integration run to be specified with up to five integration
segments each with a separate integration method and/or step-size. Euler
integration has the disadvantage that the error of the integration results

is unknown. It is therefore essential to perform test integration runs with
a reduced step-size to verify that the results are acceptably accurate.

Kutta-Merson integration1 is much more complex than Euler integration
but provides a dynamically varying integration step-size which is automatically
doubled or halved as necessary to produce guaranteed, user-specified absolute
and/or relative error in the results. This step-size will be short where Y
2 changes rapidly and much larger where Y changes more slowly. There is much
f’ more computational overhead than with Euler integration but guaranteed error

is provided and the integration step-size is never any shorter than necessary.

Improved integration cost is thus possible in some cases. A major problem
with Kutta-Merson integration is that it may be very difficult to meet the
specified error limits (particularly at points where Y is discontinuous in
value or slope) without shortening the integration step-size to the point where
excessive CPU time is used. To protect against excessive reduction in step-
size without user interaction to relax error specifications, SHIPSIM includes
capability to limit the number of times the initially specified step-size will
be automatically halved (cut). If this number of cuts is exceeded, the integra-
tion is terminated and an error message is printed. Kutta-Merson integration
is able to predict the integration error by evaluating the derivatives at five
points in each integration step as compared to Euler integration which
evaluates the derivatives only once for each integration step.

PROGRAM DESCRIPTION: The basic organization of SHIPSIM is shown in the
following macro flow chart which includes only the principal SHIPSIM sub-
routines:




T e hasian s o

SHIPSIM input

verification,output m ::i::d 1::.:::;'

of z and selected MAIN

elements of ¥ input,output called at each
and LIMIT

= turn to MAIN
integration re
plotfile for from integration to check

- called at each control del
s pendent variable stop condition
subsequent CALCOMP m plot interval

plot of selected
elerents of Y and z

called to integrate to next
print or plot point or end of
integration segment

EULER KUTTA-MERSON
user-supplied subroutines

Cmm, salled once to obtain called at each
‘l problem depend input print or plot

principal SHIPSIM subroutines

called at least
once each

point as needed integration step
¢+ ; 4
Labeled ACALC* DERIV
COMMON z=g(¥,t) Y=£(Y,t)
Gk S o el L S S )

*optional

The MAIN program rcgulates the integration and controls output processing.
User-supplied, double-precision subroutines, INPUT, DERIV, and ACALC define
the system and any auxiliary calculations of interest. Subrouting PRINT writes
the requested simulation results. Subroutine PLOT prepares a plotfile which
can be used for subsequent generation of CALCOMP plots of selected simulation
results. Subroutine LIMIT checks integration progress and terminates the
run if an element of Y reaches a user-prescribed value. Subroutines EULER
and KUTTA-MERSON conduct the requested integration.

USER-SUPPLIED SUBROUTINES: The following user-supplied, double-precision,
subroutines should be compiled and then loaded into an object file(s) which
can be referenced on the MTS RUN command.

Subroutine INPUT is called once at the beginning of a simulation run to
read any needed problem dependent input on logical I/O device 5 and to trans-
mit this data to the other user-supplied subroutines. It must also return
the number of equations to be integrated (NEQ) to the main program. Input
should appear as follows:

SUBROUTINE INPUT (NEQ,*)
COMMON/MODEL/. .. [data transfer to DERIV and/or ACALC]
READ (5,1@% , ERR=2@0) NEQ

148 FORMAT (I2)

.
.

code to read any problem dependent input

RETURN

20§ WRITE(6,210)

217 FORMAT('-EKROR IN READING NEQ') :
RETURN 1 ?
END

i
2
2




‘Qi Note the following points:

k| %5

2.

"! i i

| 5.

Subroutine DERIV is called at least once each integration step from jg

NEQ could be assigned a value, thus avoiding a READ and FORMAT
statement and the associated input data.

Transfer of variables between the user-supplied subroutines must be ?
by labeled COMMON. The label name is optional except that COM1, COM2,
and OUTPUT must not be used. -

An error in reading NEQ causes the printing of an error message
and program termination in the main program.

Input verification for the model dependent input may be included

by coding the appropriate WRITE statements within INPUT. Any output
produced by INPUT will appear after the program title in the SHIPSIM
output stream.

S

INPUT could also perform any needed initialization since it is only
called once at the beginning of each simulation run. g

k! whichever integration subroutine has been selected. At each call DERIV must
;i return the first NEQ elements of dY/dT through the vector YDOT, given the
values of T and Y. DERIV should appear as follows:

Subroutine ACALC is an optional subroutine which is called as needed at

SUBROUTINE DERIV(T,Y,YDOT)
REAL*8 T,Y(25), YDOT(25) i
COMMON/MODEL/. .. [data from INPUT] 1

code to define first NEQ elements of YDOT - }
RETURN
END «

each print or plot point to calculate up to five non-integrated auxiliary
variables, . ]

This subroutine is called only if a number of auxiliary calculations are
specified by the input variable NAC>@. All NAC elements of z will automatically
appear in the SHIPSIM printed output. If NAC=0, the user can call a dummy
subroutine as part of the MTS RUN command as described below and there is no i
need to write ACALC. When NAC>0, ACALC should appear as follows:

z =2z(Y,T) . i

SUBROUTINE ACAIC(T,Y,Z,NAC)
REAL*8 T,Y(25), z(5)
COMMON/MODEL/. .. [Parameters from INPUT]

code to calculate first NAC elements of z
RETURN
END

A~4




OUTPUT Options: Three output options are available. Printed output is

written on logical I/O channel 6. Format may be selected by the input
variable IOUT. If IOUT=1l, up to nine quantities plus the time are printed
in tabular form across 120 columns, for each integration output point.
These nine quantities are the NAC elements of z preceeded by up to any
(9-NAC) elements of Y. The elements of Y must be specified by the input
vector CPRINT. If IOUT=2, output is given in a vector format. All NEQ
elements of Y and the NAC elements of z are printed.

SHIPSIM will also generate a plot file for MTS graphic post-processing
if the input variable PLN (number of plots) is greater than zero. Use is

made of the MTS plotting subroutine library contained in *PLOTSYS.2 Variables

for which plots are desired must be specified by the input variable CPLOT.
The plot time increment PLD should be selected to give no more than 300
data points per plot.

USER'S INSTRUCTIONS: As described above, the MAIN program reads various
simulation specification and control input in addition to the input which is
brought in by the user-supplied subroutine INPUT. All MAIN program input is
read on logical I/0 device 4. 1Initial runs must be specified by a complete
set of fixed-format input data as specified below. Subsequent runs may be
specified either by inputting a completely new set of fixed-format data or
by changing only specific values in the data for the previous run by using
free-format NAMELIST data sets.

The data sets for multiple simulation runs would be read in the following

sequence:

1. a complete set of user's problem dependent data for subroutine
INPUT on I/O channel 5.

2. a complete set of SHIPSIM data on I/O channel 4.
3. SHIPSIM input NEXT on I/O channel 4.

4. if NEXT=1, SHIPSIM NAMELIST data; existing model dependent data will
be reused
if NEXT=2, SHIPSIM NAMELIST data followed by new model dependent
INPUT data
if NEXT=3, SHIPSIM fixed-format input data; existing model dependent
data will be reused
if NEXT=4, new model dependent INPUT data followed by SHIPSIM fixed-
format data
if NEXT=5, new model dependent INPUT data only
5. a new value of NEXT for third run, etc.

Fixed-format SHIPSIM data consists of the following in the specified
sequence including only those required:




Record

Variables Format Comments
1 NIS I5 Number of integration segments
P<NISL5
NAC I5 Number of auxiliary quantities
P<NACL5
I0UT I5 =1 for tabular output
=2 for vectorial output
PLN I5 Number of plots desired @<PLN<9
SF* D1g.4 Scale factor for plots. With SF=1.4,
plots are 8-1/2" x 11". @<SFsl.g
omit if PLN=0
2 TITLE 9A8 Any 72 character user's title for
printout and plot labeling
3 YLABLE 8 (A8,2X) | Labels for NEQ elements of Y
repeated as
required
4 Yd 7D1g.4 Initial values for Y.
repeated as
required
5 YTEST A8 Name of Y variable to be tested for
limiting value. The first time the
limiting value is reached from
either direction the run stops. If
no limiting value is desired enter
"NONE "
YTERM* D1g.4 Limiting value of YTEST. May be
omitted if NONE is entered for YTEST
6% ZLABLE (A8, 2X) Labels for NAC elements of z. This
record should be omitted if NAC=f.
7% CPRINT 9 (A8) Names of Y variables for which
printed tabular output is desired.
This record should be omitted if
IOUT=2
8* CPLOT 7 (A8,2X) Names of Y and Z variables for which

plots are desired. The number of
names must equal PLN. This record
should be omitted if PLN=@.
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Variables Format Comment
Type
9 METHOD 15 Integration method:
repeated =1 for Euler
NIS times =2 for Kutta-Merson
defining TF D1g.2 Termination time for the integration
each inte- segment.
gration FIRSTP D1@.2 Initial integration step size
segment PRD D5.2 Time increment at which printed out-
in succes- put is desired
sion. Each PLD D5.2 Time increment between plotted points|
input vari- EPS* D1@.6 Relative error limit for Kutta-Mer-
able is a son integration. Omit if METHOD=1
vector NIS AB* D1@.6 Absolute error limit for Kutta-Mer-
long. son integration.
Omit if METHOD=1
NCUTS* I5 Number of times the integration step
size may be halved during Kutta-
Merson integration. A value of 20
is suggested. Omit if METHOD=1.
10* NEXT Il input switch for next run. Omit if

no further runs are desired.

NEXT=1, SHIPSIM NAMELIST data on
I/0 channel 4; existing model
dependent data will be reused

NEXT=2, SHIPSIM NAMELIST data on
I/0 channel 4; new model
dependent data for user's
INPUT subroutine on I/0
channel 5.

NEXT=3, SHIPSIM fixed-format input
on I/0 channel 4; existing
model dependent data will be
reused.

NEXT=4, new model dependent data for
user's INPUT subroutine on
I/0 channel 5; SHIPSIM fixed-
format data on I/0 channel 4

NEXT=5, new model dependent data for
user's INPUT subroutine on
I/0 channel 5; existing
SHIPSIM data will be reused.
INPUT data only.

* These records or variables may be omitted under the specified conditions.

For runs where the NAMELIST input option is specified, (NEXT=1l or 2) the
data should consist of one (or more) lines of the form,




i

column 2
&DATA TF(2)=2¢., PRD(2)=1.4,
METHOD (2)=2, &END

If all changes can be made on one line MTS permits the omission of the &DATA
and &END delimiters. The user should review the use of NAMELIST in the IBM
FORTRAN IV language manual.? Note that any variable input as an alpha-numeric
string must be enclosed in apostrophes, as:

... CPLOT(1) ='VELOCITY', ...

Both the Euler and Kutta-Merson integration subroutines are called several
times within each specified integration segment. Each call specifies an
integration interval equal to the smaller of the printing interval PRD and the
plotting interval PLD. If the smaller of PRD and PLD is not an integer
multiple of FIRSTP the output may be shifted slightly from that expected when
Euler integration is used. Further, if the final time for this segment (TF)
is not an integer multiple of the smaller of PRD and PLD, it also will be
shifted slightly by the program. The larger of PLD and PRD must be an integer
multiple of the small of these two quantities. For best results, the smaller
of PLD and PRD should be an integer multiple of FIRSTP when Euler integration
is specified. With either integration method, TF and the larger of PLD and
PRD should be an integer multiple of the smaller of PLD and PRD. The following
specification would thus be consistent: FIRSTP=0.0l1, PRD=1.0, PLD=5.0, TF=100.0.

MTS RUN INFORMATION: Object code for SHIPSIM is currently in file SGTA:SHIPSIM.O
(subject to change, see Prof. Michael Parsons). If no auxiliary calculations

are required object code for a dummy ACALC subroutine is available in file
SGTA:ACALC.D. A run using this dummy subroutine would be initiated with the

command :

SRUN SGTA:SHIPSIM.O+SGTA:ACALC.D+*PLOTSYS+ (user's INPUT and
DERIV object file) 4=(user's SHIPSIM data file) 5=(user's
INPUT data file) 9=(user's plotfile)

If no plots are required (PLN=@), device 9 may be assigned to *DUMMY*.
If plots are required each one will require approximately three pages of file
space and cost approximately $.65. If a CALCOMP plot is desired the following

commands could follow.

$ PERMIT (User's plotfile) READ OTHERS
$ RUN *CCQUEUE PAR=(User's plotfile)

For a description of *CCQUEUE see MTS volume 11.2 The plotfile can be examined
on an interactive graphics terminal by issuing the following command:

SRUN *PLOTSEE

and then responding with the user's plotfile name.

If a large amount of printed output is anticipated, the SHIPSIM printed
output channel 6 may be assigned to the high-speed line printer *PRINT* or
to a user file for later copying to *PRINT*.

A-8




EXAMPLE PROBLEM: The following problem illustrates the use of SHIPSIM to

E ﬁ simulate the straight line crash stop of a gas turbine powered escort
E B vessel with a controllable pitch propeller. Suppose we wish to investigate
F g the effect of a throttle application ramp on engine and shaft torque and
E stopping distance.
&
'»%:
B Our simplified ship model has the following characteristics:
M = 4000 L.T. = 8,960,000 1lbm. ;
My (added mass) = 8%
Je (engine inertia) = 108,864 1bf-ft-sec?
Jp + Jo (propeller inertia plus added inertia) = 50,000 1bf-ft-sec2 ]
E‘ ~ Vo . = steady-state ahead speed :

= 25 knots = 42.225 ft/sec
Npo = steady-state shaft speed 1
= 4.16667 sec™l

w' = wake fraction = .06 3
! = thrust deduction = .10 i
Ny = relative rotative efficiency = 1.0 i
D = propeller diameter = 13.37 ft.

i DAR = developed area ratio = .70
P = pitch/diameter, -1.0 < P £ 1.4
P = pitch/diameter change rate = 0.1 sec™!

Machinery characteristics are:

drive train frictional torque = -3% of Qe

TH = throttle, .18 < TH < 1.0 {

Engine torque characteristics are given by

£e - (-.2928 TH? + .16260 TH - .01332) [2-k] - 0.20 |
Qeo Neo

The normalized equations of motion are:

.
X (Vo/Xo) v ’

<o

o OV e
(M"’MQ)VQ




—

AR = 15 s

i Qeo
27 (Je+Jp+Jo) N

Zte

[Qe+Qp-QF] ,

! where,
Vo = normalizing value of ship velocity
= 42.225 ft/sec

= normalizing value of head reach
= 1000 ft.

Tpo = normalizing value of propeller thrust
= 180,055.7 1bf

| Qeo = normalizing value of engine torque
& = 625,580.6 ft. 1bf.

N, = normalizing value of shaft revolution rate
= 4.1667 sec~l

X = normalized ship position
Vv = normalized ship velocity
N = normalized shaft speed

Tp = normalized propeller thrust
Qe = normalized engine torque
i Qp = normalized propeller torque

& Qf = normalized frictional torque

The user-supplied subroutines INPUT, DERIV, and ACALC are shown below.
These subroutines were compiled and loaded into file PS8.0. Subroutine
CRPROP is an external subroutine which returns propeller thrust, torque, and
efficiency given speed of advance, rotation rate, wake characteristics and
propeller geometry. Subroutine CRPROP will not be listed here. i

IMPLICIT REAL*8 (A-H,0-$)

COMMON/MODEL/PZ,S

READ(5,102 ,ERR=158) PZ, S
100 FORMAT (2D015.9)

|

gl

4 = SUBROUTINE INPUT(NEQ,*)
|
!

E WRITE(6,110) PZ, S
i 110  FORMAT ('~INPUT VERIFICATION: STEADY STATE PITCH= °,
| * P6.3, ' D(THROITLE)/Di= ', F6.4)

: NEQ=3

| RETURN

il 158  WRITE(6,163)

169 PORMAT(' ERROR IN READING PZ OR S ')

i RETURN1
ki END
b c
4l c
i SUBROUTINE DERIV(T,Y,YDOT)
b IMPLICIT REAL*8 (A-H,0-$)
COMMON/MODEL/PZ , §
4 DIMENSION Y(25),YDOT (25)
c
; (- CALCULATE PITCH FOR CRPROP
: c
M
IF (T .LT. S.) P=p2
{ Ir (5. .LB. T .AND. T .LT. 26.5) P=P3-9,1*(T-5.)
! IF (26.5 .LE. T) P=-1.0 .
c

e
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OBTAIN NORMALIZED PROP THRUST AND TORQUE

CALL CRPROP(Y(2),Y(3),P,.7n39,0,0,08,TPN,QPN,EFFO,
* A,8,C,D,E,F,1,990029,1.337n21,0.9002,0.94n09,
. 6.25361D05,1.8080923n05,4,2225071,4.166556667DA3)

CALCULATE ENGINE THRUST (TEN) AND THROTTLE (TH)

IF (T .LT. 5.) TH=1.0

IP (5. LB. T ,AND. T .LT. 16.5] TH=.18

IF (16.5 .LE, T) TH=0.,18+S*(T-16.5)

IF (TH .GT. 1.3d) TH=1.d
QEN=(-.2928*TH**2+1.626*TH-0.1332)*(2.8-Y(3))-2.2

¥YDOT (1) =0.042225*Y (2)

YDOT (2)=0.0141843* (I'PN-Y (2)**2)
YDOT (3)=0.1592670854* (QPi+3,97*2EN)
RETURN

END

SUBROUTINE ACALC(T,Y,Z,NAC)
IMPLICIT REAL*8 (A-H,0-§)
COMMON/MODEL/PZ, S
DIMENSION Z(5),Y(25)

CALCULATE PITCH FOR CRPROP

IF (T .LT. 5.) P=P2Z

IF (5. .LE. T .AND. T .LT. 26.5) P=P2-08.1*(T-5.)
IF (26.5 .LE. T) P=-1.0

OBTAIN NORMALIZED PROP THRUST AND TORQUE

CALL CRPROP(Y(2),Y(3),Pp,.7D00,0,0,0,TPN,QPN,EFFO,
& A,B,C,D,E,F,1.99000,1.337031,2.9939,0.94000,
& 6.25361D05,1.83800005,4.2225001,4.155666667DA8)

CALCULATE ENGINE THRUST (TEN) AND THROTTLE (TH)

IF (T .LT. 5.) TH=1.0

IF (5. LE. T .AND. T .LT, 16.5) TH=.18
IF (16.5 .LE. T) TH=D,18+S%(7-16.5)

IF (TH .GT. 1.#4) TH=1.9 5
QEN=(-,2928*TH**2+1,626*1-3,1332)*(2.0-Y(3))=-8.2
z2(1)=P

2(2)=TH

Z(3)=QEN

Z(4)=QPN

RETURN

END

The data for SHIPSIM, shown below, calls for plotting of shaft speed and
throttle in the first run. For the second run (NEXT=2) SHIPSIM NAMELIST input
alters the title, eliminates plot generation, and changes IOUT to 2 to produce
the vectorial form output. This data was loaded into file D4.

2 4 1 2 1.0
CRASH STOP SIMULATION: IDLE TO FULL THROTTLE IN 28 SECONDS
ADVANCE  VELOCITY SHAFT N
8.¢ 1.9 1.0
VELOCITY -90.081
PITCH/D  THROTTLE ENGINE Q PROP Q
ADVANCE VELOCITYSHAFT N
SHAFT N  THROTTLE
1 3e. 0.1 1.0 1.¢
1 60. 1.0 1.0 1.8

2
&DATA TITLE='CRASH STOP SIMULATION: IDLE TO PULL THROTTLE IN 18 SEC.',
PLN=8, IOUT=2, &END
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Data for subroutine INPUT consists of two lines, onét for
first value (PZ) is the steady-state ahead pitch. The second
slope of the throttle return ramp. This data was loaded into

-

1.14778 8.041D89
1.14778 0.082D00

The program output follows.

SRUN SHIFSIM.0+PB8.0+CRPROP.N+XPLOTSYS 4=N4 5=D5 9=FLOTFTIF

SEXECUTION BEGINS

UNIVERSITY OF MICHIGAN DEPARTMENT OF NAVAL ARCHTITEOTIHRE AND MARTNE ENGTNEFRING

SHIPSIM CONTINUQUS SYSTEMS STMULATIOM FPROGRAM

INPUT VERIFICATION: STEADY STATE PITCH= 1.14R W THRATTLE)/NT= 0.0410
CRASH STOP SIMULATION: IDLE TO FIILL THROTTLE IN 20 SECONDS

% % % VARIARLES AND INITIAL VALUES:

ADVANCE = 0.0 VELOCTITY = 0.100F+01 SHAFT N = 0.100F+01

X ¥ % AUXILIARY VARIABLES:

PITCH/D THROTTLE FNGINF R FROP

X ¥ % VARIAELES TO BE PRINTED: ANVANCE VFLOCITY SHAFT N
X % % VARIABLES TO BE PLOTTED! SHAFT N THRATTLF
% % % LINITING VALUE OF VELOCITY 18 ~-.1000F-02 .

% % % INTEGRATION CONTROL FARAMFTERS:

SEGMENT METHOD TF PRI FLN FIRSTF FFS
1 FUIFR  0.3000F+02 0.1000F+01 0.1000F401  0.1000F400
2 EULFR  0.6000E+0?2 0.1000F+#01 0.1000F+01  0.10646F+01

% % % INTEGRATION SEGMFNT 1

TIME ADVANCE VELOCITY SHAFT N PITAH/N THRATTIF FNRINF 0O
0.0 0.0 0.1000F+01  0.1000F+01 O0.114RF+01  O.1000F+01  0,1000F+01
0.1000E+01 0.4222E-01 0.1009F+01 0.1000F401 O0,114RF+01 0.1000F+01  0.1000F +01
G.2000E+401 0.B8445E-01 O0.1000E+01 0.1000F+01 0.114HE+01 0.10006+01 0.9999F+00

each run.

The

(S) is the

file D5.

AR

FROF Q
~.9497F 400
=~ .9A9RF+00
= P499E+00

NCUTS




D800G 0T 0L A 100 0010001401 01000 101 0, 11400 101 0. 10001 101 0,270 100 SO OO
CLACOOE 201 QL 1AUSEHCO Q10008 401 01000401 01145401 010001 401 0 YYYYH 00 - YAYIF H00
0.9006F 401 0.2111F00  0.1000F 401 0.1000F 101 0.11408F 401 010001 10T 0.999YF+00 - .94A99F +00
0.6000E401 0.7533F+00 0.59ATF400 0.F014F400 0,1048F 01 0.1R00F+CO = 3521F-01  =-.4491F+00
0.7000F401 0.2952E+00 0.9B43F+00 0.A4RAI+00 0,947HE4G0  0.18GOF+00  =.2779r-01 -, 1%646F+00
0.BO00E+01 0.3344E400 0.9734F+00 O0.8254F+00 0.BA7KF+00  QC.18COF+00 -.2387k-01 &1 AF-01
0.9000E401 0.3774E+00 0.9587F+00 O0.R1BF+00 0.7478F+00 Q.1R00F+00 =.22R1F~-01 0,1830F-01
0.10G0E+02 0.4174F400 0.9427F400 0.8214F+00  0.AATRF00  0.1300F+00  =.0354F-01  0.6484F-01
0.1100E+02 Q.45715+00 O0.905AF400 0.829AF+00  0LN47RF+00 018005400 =,2445F=01  0.R727F-01
0.120GE#02 0.4955F400 0.9073E400 0.8391H+40C0 0.4478F+00 0.1800F+00 -,2592F-01 0.88465E-01
. Q0.1300E+02 0.5338c+00 0.8R78F+00 0.R472E+00 G.Z478F+00 0.1RO0OF+00 -.2719F-01 0.4940F-01
. 0.1400E402 0.S709F400 O.RAZOF400 O HS19F400 0.734/8F400 0.1RDOF400 =-.2779F-01 0.7992F-01

3 0.1500E4+02 0.4071E+00 O0.R447F+00 O0.RARSF+00 0,1478F+400 0.1R00F+00 =.2779F-01 =,.2993F-01
0.1600E402 0.£423E400 0.8209F400 O0.8151F+00 0.4778F-01  0.1800F400 =-.2478F-01 =-.1074F400
0.1700E402 0.6745E100 0.795HE+00 O0.RI104F400 =, 5220F-01 0.2007F400 0.1534F-01 =.19R0F+00
0.1800E+02 0.7094E+00 0.7694F+00 0.7R217F400 <, 15722F+00 0.2415F+400 0.9533F-01 = 2946RF +00
0.1900E+02 0.741AF+00 0.7423F+00 0,7495F+00  -.2522F 400 JPAVPUF OO 0L178AF+00  ~-,39HAF 400
0.2000E+402 0.7724F 100 0.7148F+00 0.7145F4#0D  =,35725400 0.3235F400 0.74A5AF400 -.4978F+400
0.2100E+02 0.,8021FE+00 0.86872E400 0.6780F+00 =.4522F400 0.3445F+00 0.3560F4+00 ~=,.5905E+00

«2200E+02 0.8306F4+00 0.8599E400 0.4414F400 =.S522F4+00 0,4055F400 0.,4494F 400 =-.A75%0F 400

+2300E402 O0.B579E400 0.A332E+00 0.4044F 100 =,.AS522E4+00 0.44465F+00 0.5%44RF+00 =,.7516F+00
0.2400E+02 0.8841E+00 0.46072F+00 0.5744F100 -~.7522E4+00 O0.4875F 400 0.6410E+400 =-.8220E+00
0.2500E402 0.9093E+00 O0.S827F+00 0.5441F+00 -, AS22E+00 O0.5785E+00 0.7349F+00 -.RBR4E+00
0.2600E+02 0.9334E+00 0.S582F+00 O0.5218F4+00 -.9S522E400 O0.5A95F+00 0.A315F400 -.9%30E+400

+2700E+02 0.9566E+00 0.5354F400 O0.503RF+00 =-.1000F+01 0.A105F+00 0.9224F+00 -.94R0C+00
0.2800E+02 0.9782E+00 0.5140E400 0.5039FE+00 -.10000401 O0.4515F400 0.9994E400 -.9129E+400
0.2900E+02 0.1000E+01 0.4937E+00 0.5175F+00 -.1000F+01 0.4925F 400 0.1064F+01 =-.9071E+00
0.3000E+02 0.1021E+01 0.4740E+00 «S3P1E400 -.1000F+01 0.7335F+00 0.11186401 =-.9213E400

X ¥ ¥ INTEGRATION SEGMENT 2

TIME ALIVANCE VELOCTITY SHAFT N PITLH/D THRATTI F FNGTNF Q FROP @
0.3000E402 0.1021E+01 0.4740F+00 O0.53921E+00 -.1000F+01 0.73257+00 0.1118F+01 -.9213E400
0.3100E4+02 0.1041E+01 0.4547F+00 O0.5AT4AF+00 -.1000F+01 0.7745F400 0.11A5F+01 =-.9445F+400
0.3200E402 0.1040E401 0.4357E400 O0.5912E+00 -.1000F+01 0.3155F100 0.1204F+01 -.985AF+00
0.3300E4+02 0.1078E+01 0.414A8E+00 Q.46188F+00 ~.1000F+01 0.8545F+00 0.1743E4+01 -.1033E+401
0.3400E402 0.1096E+01 O.39R0E+00 0.544RF+00 -.1000F+01 O0.RP7SF+00 0.1278BE+01 -.1084F101
0.3500E+402 0.1113E+01 0.3789F+00 0.4421F400 -.1000F401  0.9785F+00 0,1312F+01 -.1135E401
0.3400E+02 0.1129E401 0.3597E+00 0.46888F400 ~.1000F+01 0.92795F+00 0.1345F+01 -.1104F+01

= 0.3700F+02 0.1144F+01 0.3403F+00 0.7070F400 -.1000F4+01 0.1000F+01 0.1352F+01 -.1231F+01
0.3800E4+02 0.,1158E+401 0.3204FE400 0.7191F+00 =~.1000FE+01 0.1000F+01 0.1337F+01 -,1762F+01

0.3900E402 0.1172E4+01 0.3009F+00 0.7747F+00 -,1000F+01 0.1000F+01 0.1331F+01 -.1274F+01

0.4000E+02 0.1184E+01 «2813E400 O0.7768E100 =-.1000F+01 0.1000F+01 0.1328F+01 -.1279E+01

0.4100E402 0.1194F+01 0.2419F+00 0.7781F+00 =.1000F+01  0.1000F401  0.13DAF+01  -,1782E+01

- 0.4200E+02 0.1207F+01 0.2427F+00 0.77R3F+00 -.1000F+01 0.i0G0F+01 0.13P0F401  -,10684E+01
F 0.4300E+02 O0.1218F+01 0.,2237E+00 O0.7?91F+00 =.1000F+01 0.1000F+01 0.1320F401 =.1PRSF401
| 0.4400E402 0.1227E+01 0.204RF+00 0.7290F+0G =-.1000F+01 0.1000F+01 0.1370F+01 -.12RAF401
4 0.4500E402 0.1234F+01 0.1R61F+00 0.72RAF+00, -.1000F+01 0.1000F+01 0.1304F4+01 =-,1290F+01

| 0.4400E402 0,1243F+401 0.1475F+00 0.7279F+00 =.100GE+01  0.1000F+01 G.1374F+01 -,1D292E401

3 0.4700E4+02 0.1251E401 O0.14R9F+00 O.727iF+00 -,106O0F+01 Q.1GCOF+01  0.132RF+01 -, 1295F+01

9 0.4800E+02 0.1257E+01 0.13075F+00 0.72A0F+00 =,1000F+01  Q.1000F+01 0.1379F401 -, 1297F+01
E 0.4900E+02 0.1267E+401 0.1120E400 0.724RF+00 -,1000F+01  0.1000F+01 0.1330F+01 -, 1299F+01
k| 0.5000E402 0.1267E401 0.9343E-01 0.7235F+00 -,1000F+01  0.1000F+02 0.1337F401 =-.1301F+01
E | 0.5100E+402 0.1271E+401 0.7524E-01 0.7271F+00 =,1000F+01 0.1000F+01 0.1333F401 =-.13063F+01
E 0.5200E+02 0.1274E401 0,5490E-01 0.7207E4+00 -.1000F+01 0.1000F+01 0.1335F+01 -.130SE+01
1 0.5300E+402 0.1277E401 0.3853F-01 0.7192F+00 =.1000E401 0.1000F401 0.1337F+01 -.1304E+01

2 0.5400E+02 0.,1278E+01 0.2015E-01 0.7178F+00 -.1000F+01 0.1000F+01 0.1339F+01 ~-,.1308F+01
R 0.5500E+402 0.1279E+401 0.1761E-02 0.7184E+00 -.1000F+01 0.10G0F+01 0.1340F+01 ~-,1309F+01
- 0.5600E402 0.1279E401 -.168SE-01 0.71S51E+400 -.1000F+01 0.1000E+01 0.1342E+401 -.1310E+01

348 VAL UE OF VFLOGITY HAS ~ ; St
$23 RUN TERMINATED, REACHED THE | TATTING VA K OF  ~0.106000F <02
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FDS: PLOT DESCRIPTION GENERATION REGINS 182
INPUT VERIFICATION: STEADY STATE FITCH= 1.148 D(THROTTLE)/DT= 0.0820

CRASH STOP SIMULATION: IDLE TO FULL THROTTLE IN 10 SEC.

% % % VARIABLES AND INITIAL VALUES:

ADVANCE = 0.0 VELOCITY = 0.100E+401 SHAFT N = 0.100E+01

% & & AUXILIARY VARIABLES:
PITCH/D THROTTLE ENGINE Q@ PROF 0

% 8 x VARIABLES TO BE PRINTED: ANVANCF VFINCTTY SHAFT N
% % ¥ LIMITING VALUE OF VELOCITY IS -.1000E-02

% % % INTEGRATION CONTROL PARAMETERS:

SEGMENT METHOD TF FRD P FTRSTP EFS
1 EULER 0.3000E+402 0.1000E+01 0.1000E+401 0.1000E+400
2 EULER 0.4000E+02 0.1000E+01 0.1000E+401 0.1000E+01

% % ¥ INTEGRATION SEGMENT 1

THE OUTPUT VECTOR IS: ADVANCE VELOCITY SHAFT N FITCH/D THROTTLE
ENGINE Q@ PROF Q

T= 0.0 0.0 0.1000E+01 0.,1000E+01 0.1148E+01 0.1000E+01
0.1000E+01 ~.9697E+00

T= 0.1000E+01 0.4222E-01 0.1000E+01 0.1000E+01 0.1148F+01 0.1000E+01
0.1000E4+01 -.9698E+00

T= 0.2000E+01 0.8445E-01 0.1000E+01 0.,1000E+01 0.1148E+01 <C.1000E+01
0.9999E+00 -.94699E+400

T= 0.3000E+01 0.1267E+00 0.1000E+01 0.1000E+01 0.1148E+01 0.1000E+01
0.9999E4+00 -.9699E+00

T= 0.4000E+01 0.1689E+400 0.1000E+01 0.1000E+01 0.1148E+01 0.1000E+01
0.9999F+00 -.9697E+00

T= 0.5000E+01 0.2111E400 0.1000E+01 0.1000E+0C1 0.1148E+0i 0.1000E401
0.9999E400 -~.94699E+00

T= 0.6000E+01 0.2533E400 0.99462E+00 0.9014E+00 0.1048E+01 0,1800E+00
=+3521E-01 -,4491E+00
T= 0.7000E+01 0.2952F+00 0.9863E+00 0.34B4E+00 0.9478E+00 0.1iBOOE+00
=+2729E-01 ~.1968E+00
T= 0.8000E+01 0.3364E+00 0.9734E+00 0.8254E400 0.8478E+40C 0.1i800E+00
=+2382E-01 -.6i3ZE-01
T= 0.9000E401 0.3774E400 0.9GB7E+00 0.8187E+00 0.7478E+00
. . . 0.1800E+
=+2281E-01 0.1830E-01 o3
T= 0.1000E+02 0.4176E+00 0.9427E+00 0.82i6FE+00 0.6478E+00 0.1800E+00
=+2324E-01 0.6436E-01
T= 0.1100E+02 0.4571E+400 0.9258E+00 0.8276E400 0.547
. 925 .82 «SJ47BE+00  0.18G0E+
~+2445E-01 0.B727E-01 G s
T= 0.1200E+402 0.495BE400 0.9073E+00 0.8394E+00 0 ¥
. . +83 «4478E+00 0.18B00E+
=+2592E-01 0.8865E-01 i >
T= 0.1300E402 0.5338E400 0.8878E400 0.8479E+0C 0.3478E+00 0.1800E+00

=+2719E~01 0.6960E-01
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‘ T= 0.1400E+02 0.5709E400 0.8470E+00 0.8519E+00 0.2478E+00 0.1800F+00
A -.2779E-01 0.2992E-01
B T= 0.1500E+02 0.6071E+00 0.8447E+00 0.8485E+00 0.147BE+00 0.1B00E+00
FE -.2729E-01 -.2993E-01
T= 0.1600E+02 0.6423E+00 0.8209E+00 0.8351E+400 0.4778E-01 0.1800E+00
-.2528E-01 ~-.1074E+00
E T= 0.1700E+02 0.6765E+00 0.7958E400 0.8114E+00 -.5222E-01 0.2210E+00
EE 0.5175E-01 -.1984E+00
1
T= 0.1800E+02 0.7096E+00 0.7494E400 0.7924E400 -.1522E+00 0.3030E+00
0.2016E400 =-.3020E+00
T= 0.1900E402 0.7414E+00 0.7420E400 0.7784E+00 -.2522E+00 0.3850E+00
0.3490E400 -.4172E+00
T= 0.2000E+02 0.7724C+00 0.7138E400 0.7678E+00 -.3522E+00 0.4670E+00
0.4929E400 -.5419E400
*
i
3 T= 0.2100E402 0.8020E+00 0.684BE+00 0.75B4E+00 -.4522E+00 0.5490E+00 {
§ 0.6333E400 —.473SE+00 E
T= 0.2200E+02 0.8303E400 0.6555F+00 0.7496F+00 -.SSP2E+00 0.4310E400 i
0.7706E+00 -.8050F+00 - | 3
i i3
: T= 0.2300E+402 0.8574E+00 0.6259E+00 0.7400F+00 -.6522E+00 0.7130E+00 3
0.90S4E400 -.9453E+00 i
p T= 0.2400E+02 0.8833E400 0.5966FE+00 0.7295F+00 -.7522E+00 0.7950E+00
: 0.103BE+01 -.1080E+01 !
T= 0.2500E402 0.9079E+00 0.5677E+00 0.71B1F+00 -.BS22E+00 0.8770E+00
0.1169E+01 =-.1212E401 i
|
T= 0.2600E+02 0.9314E+00 0.5394E+00 0.70615+00 -.9522E4+00 0.9590E+00 {
0.1297E401 -.1339E+01 {4
T= 0.2700E+02 0.9536E4+00 0.5127E400 0,6953E400 -.1000E+01 0.1000E+01 |4
0.1366E401 ~-.1364E+01 {
N ! . T= 0.2800E+02 0.974BE+00 0.4872E+00 0.6929E+00 -.1000E+01 0.1000E+01 {3
: 0.1369E401 -.1321E+01 |
! T= 0.2900E402 0.9949E400 0.4631E400 0.6954E400 -.1000E+401 0.1000E+01 |
i 0.1364E401 =-,1298E+01 i
4 |
1 T= 0.3000E402 0.1014E+01 0.4399E400 0.7000E+00 -.1000E+01 0.1000E+01 |
j 0.1360E401 -,128SE+01 }
9
]
|
; 8 % % INTEGRATION SEGMENT 2
§ THE CUTPUT VECTOR IS: ADVANCE  VUFLOCITY SHAFT N PITCH/D  THROTTLE
ENGINE @ PROF 0
- }
4 T= 0.3000E+02 0.1014E401 0.,4399E4C0 0.7000E+00 -.1000E+01 0.1000E+01
- 0.1360E401 =-.1285E401
3 : T= 0.3100E402 0.1033E401 0.4172E400 0.7051E400 -.1000E+01 0.1000E+01
- 0.1354E401 =-.1278E+01
b | T= 0.3200E+402 0.1050E+01 0.3957F400 0.7103E+00 -.1000E401 0.1000E+01
b} 0.134BE+01 ~-.1278E401 :
i ‘
! s
i
- .

IPRpp——
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T= 0.5000E+02 0.1223E401 0.4880F-01 0.7200E+00
0.1336E+01 -.1306F+01

T= 0.5100E+402 0.1225E401 0.3043F-01 0.71B4E+00
0.1338E401 -.1307F+01

T= 0.5200E+02 0.1226E+01 0.1204E-01 0.7172E+00
0.1339E401 -.1308F+01

T= 0.5300E+02 0.1227E401 -.46357F-02 0.7158F+00
0.1341E401 -.1309E+01

¥33% VALUE OF VELOCITY HAS REACHED THE LIMITING VALUF OF
¥%% RUN TERMINATED.

3x% END OF FILE ENCOUNTERED ON 4.
SEXECUTION TERMINATED

$RUN 2CCQUEUE
SEXECUTION BEGINS

ENTER PLOT REQUEST:

FLOT

2 FLOTS} FLOTTING REQUIRES 450 SEC. AND 77 IN.G

OK?

[*1.3

PLOT ASSIGNED RECEIPT & 510133,

ENTER PLOT REQUEST:

EOF

SEXECUTION TERMINATED
L]

¢DISPLAY COST
#COST = $4.40» TERM»NORMAL » UNIV

]

%

L]

4516

#SGWY 09:54:35-10:13:32 FRI JUN 10/77
$TERM/NORMAL yUNIV

$ELAPSED TIME 18.933 MIN. $.4R
#CFU TIME USED 6.636 SEC. $2.18
#CFU STOR VMI $.25 PAGE-MIN. 52
$WAIT STOR VMI 10.201 PAGE-HR.

#DRUM READS 406

$PLOT TIME 7.5 MIN. $1.04
$PLOT PAPER 2.25 FEET $.23
$APFROX. COST OF THIS RUN IS $4.43

#DISK STORAGE b6 PAGE-HR. $.01

A-16
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=+1000E401 0.1000E+01
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-+1000F+01 0,.1000E+01
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APPENDIX B: User's Documentation for OPTSIM

UNIVERSITY OF MICHIGAN

DEPARTMENT OF NAVAL ARCHITECTURE AND MARINE ENGINEERING Rev. 1
5/27/77

IDENTIFICATION: OPTSIM: A group of subroutines

PROGRAMMER : Ass't Professor Michael G. Parsons and H.T. Cuong, Dept. of
Naval Architecture and Marine Engineering, Univ. of Michigan,
under ONR Contract N00014-76-C-0751.

PURPOSE: These subroutines are designed to be used in parallel with the
OPTSYS program to simulate the response of stationary, linear
optimal control and filter systems (developed using OPTSYS) to
randomly generated measurement noise, initial condition errors,
and specific process disturbances. These subroutines operate
under the SHIPSIM continuous systems simulation program. The
user inputs the system, estimator, control gain, and filter gain
matrices and the standard deviations of the measurement noise.
Initial condition errors can be input through SHIPSIM. A sub-
routine DISTRB is provided by the user to generate the specific
process disturbance of interest. A second subroutine ADERIV
can also be provided by the user if additional variables must
be integrated to generate the desired output.

METHOD :
References: 1. University of Michigan, Department of Naval Architecture :
and Marine Engineering, OPTSYS Program, Rev. 2, 5/27/77

2. University of Michigan, Department of Naval Architecture ;
and Marine Engineering, SHIPSIM Program, Rev. 2, 5/27/77 ]

3. "IBM System/360 and System/370 FORTRAN IV Language,"
IBM Manual GC28-6515-10.

This set of double precision subroutines provides a general way to simulate
the response of a stationary, linear optimal controller and Kalman-Bucy filter
system to randomly generated measurement noise, initial condition errors, and
specific process disturbances. These systems are designed for stochastic
process noise models such as white noise or the output of various shaping
filters. The OPTSYS program1 can be used to design the controller and filter
and evaluate the RMS response of the controlled system when subjected to the
design measurement noise and process disturbances. It is often desirable to
also simulate such a system to establish the response of the controlled
system to specific, realistic initial condition errors and process disturbances.

For the stationary, linear system disturbed by Gauss-Markov noise,

I% .
(]

Fx + Gu + Tw (1)

i:

Hx + v , (2}




A

where x may be augmented to include the process noise generated by shaping &
filters as additional states, the OPTSYS program provides the optimal control,

u=Ccx , (3)

which uses the estimate of the state produced by the Kalman-Bucy filter
given by,

%= FR + Gu + K(z-HR) . (4)

OPTSYS can also be used to establish the RMS response of this controlled
system when subjected to the design white noise sources w and v. It may
also be desirable to establish the controlled system response to initial
condition errors x(ty) or (x(tg)-%(to)) and specific process disturbances
w while experiencing the measurement white noise V.

The OPTSIM subroutines are designed to perform this simulation under
the control of the SHIPSIM continuous systems simulation program2. OPTSIM
constitutes the INPUT and DERIV subroutines required by SHIPSIM so these do
not need to be provided by the user. To the extent possible the input formats
are the same as those used by OPTSYS so the same data sets can be utilized.
For the most general case where shaping filters are used to model the process
disturbances, the estimator estimates both the states and the disturbances
(augmented states). 1In this situation, the filter is of higher order than
the system and the formulation can be as follows:

Z=Fgx + GC & +Tw , (33
%= KHgx + (Fo + GeC - KHg)® + Kv (6)
where:
X = system state vector without augmented states (NSx1)
X = estimator state¢ vector with augmented states (NEx1)
w = process disturbance vector (NGxl)
v = measurement noise vector (NOBxl) with standard deviations

O (NOBx1)
Fg = system open-loop dynamics matrix (NSxNS)
Fe = estimator open-loop dynamics matrix (NExNE)

Gg = system control distribution matrix (NSxNC)

Ge = estimator control distribution matrix (NEXNC)
' = system disturbance distribution matrix (NSxNG)

Hg = system measurement scaling matrix (NOBxNS)

He = estimator measurement scaling matrix (NOBXNE)

¢ = feedback control gains (NCxNE)

K = Kalman-Bucy filter gains (NExNOB)

If no shaping filters are used NS=NE and Fg=Fg,Gg=G, and Hg=He.

If it is desired to integrate variables in addition to x and x. these
derivatives can be included by adding an optional subroutine ADERIV which
calculates,
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SR Ire

(7)

where y is the vector of additional variables (NAxl). If it is desired to
perform calculations at any print or plot point to produce output in addition
to t,x,X, and y , this can be accomplished by adding an optional, user pro-
vided subroutine ACALC as defined by SHIPSIM.Z 1If NG#0, the user must provide
a subroutine DISTRB which will provide the process disturbance w as a function
time. The general structure of the entire program, OPTSIM running under
control of SHIPSIM, is as follows:

starr_| SHIPSIM OUTPUT|

o SHIPSIM input verification
* ACALC SHIPSIM selected printed output
) optional plotfile for CALCOMP plots

* | ADERIV |—s] OPTSIM ——— [ OPTSIM OUTPUT]

needed if NA#O l OPTSIM input verification only

*| DISTRB I

needed if NG#O

*optional user supplied subroutines;
with dummy subroutines available

The input is structured so that multiple runs can be made using a completely
new data set , by changing only SHIPSIM integration control parameters, or
by changing only specific terms within any of the matrices in equations (5)
or (6).

USER'S INSTRUCTIONS: The input data sets consist of simulation specification
and control input required by SHIPSIMZ2 (which will not be detailed here) on
I/0 device 4 and the OPTSIM input described below in I/O device 5. Multiple
runs can be made by following these with additional data for SHIPSIM and
OPTSIM. Data sets for two runs are read in the following order:

*OPTSIM data for first run

*SHIPSIM data for first run

*input control variable NEXT for SHIPSIM

*new OPTSIM data or changes to first run OPTSIM data
for second run

*new SHIPSIM data or changes to first run SHIPSIM data
for second run

The OPTSIM data for an initial run or a completely new run (SWITCH=1) should
consist of the following in the specified sequence including only those
required:

ey SRR SRR Ll
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Record Input Format Comments b
Type
) 1 SWITCH I3
(must equal 1 for
an initial run) SWITCH=1 if a completely new
set of data will be given
SWITCH=2 if only specific
changes will be given using
NAMELIST
2. NS, NC, NOB, NG, 613 NS=number of system states,
NA, NE NS<10
NC=number of controls, NC<8
NOB=number of measurements,
NOB<10
NG=number of process disturbances,
NG<10
NA=number of additional vari-
ables, NA<5
NE=number of estimator states,
NE<10
3. FS 6E12.5 Fg matrix input by rows begin-
repeated as ning with a new record for each
required row
4.% FE 6E12.5 Fe matrix input by rows begin-
(only if NE#NS) repeated as ning with a new record for each
required row
5. GS 6El12.5 Gg input by rows without a
repeated as new record for each row
required
6.* GE 6E12.5 Ge input by rows without a
(only if NE#NS) repeated as new record for each row
required
T c 6E12.5 C input by rows without a new
repeated as record for each row
required
8.* GAMMA 6E12.5 I' input by rows without a new
(only if NG#0) repeated as record for each row
required

B-4




Record Input Format Comments ;
Type
. HS 6El12.5 Hg input by rows without a new
repeated as record for each row f
required ;
LG * HE 6E12.5 He input by rows without a new §
: (only if NE#NS) repeated as record for each row ;
required ;
11. K 6E12.5 K input by rows without a new
repeated as record for each row
required J
12. SIGMA 6El12.5 : o ; input a zero vector if no :
repeated as measurement noise is desired
required See discussion beginning at the
bottom page B-6 concerning the i
specification of o’ ;

*included only if required by input on Card 2.

The form of OPTSIM data for subsequent runs is controlled by the variable
; SWITCH. If SHIPSIM data is changed but the existing (previous run) OPTSIM data
1 is to be used again, SHIPSIM variable NEXT should equal 1 or 3 and no OPTSIM
data is needed. If SWITCH is set equal to 1 on record type 1, a completely
new data set must be supplied as described above. If SWITCH is set equal
to 2 on record typel, any specific elements of Fg, Fgo, Gg, G, C, I', Hg, Hg,
K, and o0 can be changed in the existing OPTSIM data using the format-free
NAMELIST input.3 This input would consist of a record type 1 followed by
a record or records as follows:

column 123456789 b
&LIST1 F(1,3)=0.0,C=1.0,5*0.0,...&END ¢

In this example, element F(1,3) is zeroed and the control gains matrix C(2x3)
is changed to 1.0 in the first element with the remaining elements zero. The
input can be continued to additional records provided each continued record
ends with a comma and each continuing record begins with a new variable name.
If all data alterations can be made on a single record, the &LIST1 and the b
&END can be omitted and the first variable name can begin in column 1. A

user shguld review the use of NAMELIST input in the IBM FORTRAN IV language

manual.

i . Subroutine ADERIV. IF NA=0, the user can call a dummy subroutine as
part of the MTS RUN command as described below and there is no need to write
ADERIV. If NA#0, the user must write ADERIV and load the compiled subroutine
into a file to be referenced on the MTS RUN command. This subroutine should
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appear as follows:

SUBROUTINE ADERIV(TIME,X,YDOT,NA,NEQ)
IMPLICIT REAL*8 (A-H,0-%)
DIMENSION X (NEQ) ,YDOT (NA)

-
-
.

code which calculates the vector of NA additional derivatives
YDOT (NA)

.
-

"~ RETURN
END

Here TIME is the independent variable, X(NEQ) is the full vector of variables
being integrated (NEQ=number of equations) in which x occurs first, & occurs
next, and the additional variables y appear last. Thus NEQ=NS+NE+NA. This

information can be used if needed to calculate the YDOT at any point in time.

Subroutine DISTRB. If NG=0, the user can call a dummy subroutine as 3
part of the MTS RUN command as described below and there is no need to write .
DISTRB. If NG#0, the user must write DISTRB and load the compiled subroutine
into a file to be referenced on the MTS RUN command. This subroutine should

appear as follows:

SUBROUTINE DISTRB (TIME,X,W,NG,NEQ)
IMPLICIT REAL*8 (A-H,0-$)
DIMENSION W(NG) ,X (NEQ)

code which calculates the process disturbance vector W(NG)

RETURN
END

Here TIME and X(NEQ) are as defined above.

The user will also have to prepare SHIPSIM input as described in the
User's Documentation for SHIPSIM.2 This will include the selection of inte-
gration method and specification of integration control parameters. For a
system subjected to white noise disturbances or measurement noise, the inte-
gration method choice, step size choice, and specification of measurement
noise standard deviation (o in OPTSIM input) must be done with care.

First, only fixed step-size Euler or rectangular integration should be '
specified. This has the effect of approximating the gauss-markov continuous 3
process by a discrete gauss-markov sequence. (See Bryson and Ho, Applied

Optimal Control, Blaisdell, 1969, pp. 342-344 and pp. 364-366). In order for

this approximation to preserve the correct system response covariance, the

white noise for measurement i must have a standard deviation given by,

e G iy g
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where Rjj is the corresponding power spectral density used for measurement i

in the OPTSYS design and At is the simulation integration step-size specified
in the SHIPSIM input. Since oj depends on At, the variable step-size Kutta-

Merson integration available in SHIPSIM must not be used.

MTS RUN INFORMATION: The object code for OPTSIM and the dummy subroutines
ADERIV and DISTRB are in files under account SGTA (subject to change; check
with Prof. Michael G. Parsons). The RUN is actually made using SHIPSIM so
reference should also be made to its description and user's instructions.?
It is also necessary to utilize two subroutines out of the IBM Scientific
Subroutine Package in calculating the random measurement noise. A run using
the three dummy subroutines would appear as follows:

SRUN SGTA:SHIPSIM.O+SGTA:ACALC.D+SGTA:OPTSIM.O+SGTA:ADERIV.D+SGTA:DISTRB.D
+NAAS:SSP+*PLOTSYS 4= (SHIPSIM input data file) 5=(OPTSIM input data file)
9= (output file for input to *PLOTSYS)

Appropriate user supplied object code files should be referenced if the optional
subroutines ACALC (see SHIPSIM descriptionz), ADERIV, and/or DISTRB are utilized.
If device 9 is not used 1t can be set equal to *DUMMY* or a temporary file.

A complete example will not be included here; example runs can be made
available upon request. A sample OPTSIM input data file and the corresponding
input verification output produced by OPTSIM for a case where NS=NE follows.
Sample output from SHIPSIM is included in the SHIPSIM User's Documentation.?2

OPTSIM input file:

1
oL 5.2 1.8
0.0E0 1.0€0 0.0E0 0.0F0 0.050
2 0.0 ~0.17657E+01 0.57359€+01 0.0 -0.88074E+00
s | 0.0 0. 17199E+00-0. 52766E+00 0.0 -0.15607E+00
1.0€0 0.0E0 -1.0€E0 0.0€0 0.0£0
0.0E0 0.0€0 0.0€0 0.0E0  =0.439E
[ 0,0€0 0,050 0.0F0 0. 0E0 0.439¢
€ 7.7462)E¢00 4.62370E+00 L. T0009E+01 2.42523E+00-6s 71320F+00
» 0.0 0.0 0.477T6RE+03-0,50043E+01 0.21141F+02-0.28233E+02
0,0 0.0 0,0 0.0
1.0€0 0.0E0 0.0E0 0.0E0 0.0F0 0.0E0
Hg 1.0€0 0.050 0.0£0 0.0E0 0.0€0 0.0E0
0.0E0 1.0€0 0.0F0
2.18897E-01 1,009735¢00 1,35941E-03 &, AS6AAE-02 6.18658F+02-4.43003E-03
€ 6.71766E-02 4.56445E¢01-6476066E~01 1.32662F-01-8,98771E+00 9.56480E-01
0.0 0.0 0.0
P 3.4904E-3  7,6544E-4  3,.44A0E-2
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OPTSIM input verification output:

OPTSIA OPTIMAL STOCHASTIC CONTROLLER SIMULATION PROGLASN
INPOT VERIPICATION ¥EQ = M

ORDER OF SYSTEN = S

WONBER OP CONTROLS = 1

NU®BER OF OBSERVATIONS = 3

NUMBER OPF PROCESS MOISE SOURCES = 2
NUMBER OF AUXILIARY STATES = 1
ORDER OPF ESTIBATOR = 5

SYSTENM OPEN LOOP DYNANICS MATRIX....FS(NS,HS)

0.0 0.10000E+01 0.0 0.0
0.0 =0.17657E+01 0.57359E+01 C.0
0.0 0.17199E+00 =0.52766E+00 0.0
0.10000E+01 0.0 =0.10000E+01 0.0
0.0 0.0 0.0 0.0

SYSTEM CONTROL DISTRIBCTION KATRIX....GS(NS,NC)

0.439902+00
FEEDBACK CONTBOL GAINS....C(KC,NS)

©

774622401 0.462372+01 0.170C1E+02 C.24252E+01

SYSTEN DISTURBANCE DISTRIBUTICN MATRIX....GANNA (NS,NG)

0.0 0.0
0.477682403 =0.50043E+01
0.211412+02 =0.28233E+02
0.C 0.0
0.0 0.0

SYSTEM MEASUREMENT SCALING MATRIX....HS(NOB,NS)

0.1C020E+01 0.0 0.0 0.0
0.0 0.10000E+01 0.0 0.0
0.0 0.0 0.0 0.10000B+01

KALMAN-BUCY PILTER GAINS....K(NS,NOB)

0.21890E+C0 0.109972+01 0.13£94E-02
0.48569E-01 0.61866E+02 =J.443CNE-02
C.671758-01 9,u56u55402 «0.476C7E+00
0.132662+00 ~0.89877E+01 C.95€4EZ+00
0.0 0.0 0.0

EEASUREMENT NOISZ STANDARD DEVIATIONS,....SIGMA (NOB)

0,3u9042-02
0.765442-93
0.3u4802-01

0.0
=0.88974E+00
-0.156072+00

0.0
=0,439002¢00

~0.47132E+01
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Appendix C: User's Documentation for OPTSYS
UNIVERSITY OF MICHIGAN
DEPARTMENT OF NAVAL ARCHITECTURE AND MARINE ENGINEERING Rev. 2
5/27/77
IDENTIFICATION: OPTSYS Program
PROGRAMMER: original version by W. Earl Hall, Jr., Dept. of Aeronautics
and Astronautics, Stanford Univ., 1971, (now Systems Control,
Inc., Palo Alto, CA.); adapted to MTS by Ass't Professor
Michael G. Parsons, Dept. of Naval Architecture and Marine
Engineering, Univ. of Michigan, June, 1976.
PURPOSE : The program provides fast and efficient solutions to the steady-

METHOD :

state, linear optimal control and filter problems using the usual
quadratic penalty function on the state and control variables.

With user inputs of penalty function, constant coefficient state

and measurement equations, and noise spectra, the various program
options will provide optimal feedback gains, Kalman-Bucy filter

gains, RMS state and control response, response to a constant
disturbance, and an evaluation of controllability, disturbability

and ubservability via modal decomposition of the state and measurement
equations. It is also possible to evaluate RMS state and control
response when feedback gains and filter gains are provided externally.

References: 1. Bryson, A.E. Jr., and Ho, Y.C., Applied Optimal Control,

Blaisdell Publ., 1969.

2. Bryson, A.E. Jr., "Control Theory for Random Systems,"
Proceedings of the Thirteenth International Congress of
Theoretical and Applied Mechanics, Moscow, August 1972.

3. MacFarlane, A.G.J., "An Eigenvector Solution of the
Optimal Linear Regulator Problem," Journal of Electronics
and Control, Vol. 14, No. 3, May, 1963, pp. 643-654.

4. Potter, J.E., "Matrix Quadratic Solutions," SIAM Journal

of Applied Mathematics, Vol. 14, No. 3, May, 1966, pp. 496-501.

5. Bryson, A.E., Jr., and Hall, W.E. Jr., "Optimal Control
and Filter Synthesis by Eigenvector Decomposition," Stanford
Univ. Guidance and Control Lab. SUDAAR #436, Nov., 1971.

This program treats the problem of designing optimal controllers for
stationary, linear systems disturbed by Gauss-Markov noise. The system must
be represented by the model,

Fx + Gu + Tw , (1)

HX + v, (2)
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state vector (nxl1),

control vector (mx1l),

= white disturbance noise (gxl) with zero mean
and power spectral density matrix Q (gxq); or
separately a constant disturbance wc,

= measurement vector (pxl),

= white measurement noise (pxl) with zero mean
and power spectral density matrix R(pxp),

= open-loop dynamics matrix (nxn),

control distribution matrix (nxm),

= state disturbance distribution matrix (nxq),

= measurement scaling matrix (pxn).
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An optimal controller can be defined as the one which minimizes the expected
value of the quadratic penalty function,

DL TE R
J = 5 X Ax + 5 4 Bu, (3)
25— 2
where:
A = positive semi-definite state weighting matrix (nxn)
B = positive definite control weighting matrix (mxm).

This program utilizes the certainty-equivalence principle or separation
principle which states that the optimal feedback in the ensemble average sense
for the above system is the optimal deterministic controller preceded by the
optimal estimator (or filter) of the states. The program can in sequence or
individually design the optimal deterministic controller, design the Kalman-
Bucy filter, and evaluate the RMS state and control response.

State-feedback Controller: The calculus of variations can be used to
show *’“ that the state-feedback controller which minimizes egn. (3) is given
by,

1

-1 T
u= Cx=-B GS_x, (4)

where S_ is the steady-state solution of the backward matrix Riccati equation,

. T "1 T
S =-SF-F S + SGB G S - A, S(tg) =o0. (5)

Most methods for solving for S (integrating egn, (5) to steady-state or solving
simultaneous quadratic equations) are expensive and subject to numerical difficulties
for large n. This program utilizes a technique called eigenvector decomposition
which was first proposed by MacFarlane3 and Potter? and which is both fast and
well-behaved. Earl Hall® used the QR algorithm for finding eigenvalues and
eigenvectors to develop a practical and efficient means of utilizing the MacFarlane-
Potter method. Hall's work was extended by other students at Stanford Univ. to
produce this program.

The eigenvector decomposition method is based on finding the eigenvectors
of the Euler-Lagrange equations (2n) for minimizing egn. (3) subject to egn. (1):
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The eigenvalues of this system are in pairs which are symmetric about the
imaginary axis in the complex plane. If these eigenvalues are grouped into

those with positive real parts and those with negative real parts, the associated
eigenvectors can likewise be grouped as follows.

i (7)
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where the eigenvectors with minus subscript are associated with the eigenvalues
with negative real parts, etc. The steady-state solution to egn. (5) is given by,

s_=A_ (x) (8)

the eigenvalues of the controlled system (F-GC) are the eigenvalues of eqn. (6)

with negative real parts, and the eigenvectors of the controlled system are the

columns of X . Similarly, if egn. (5) were a forward matrix Riccati equation the
steady-state solution would be given by-xi_(h+)-l as will be utilized below in

the filter problem.

Kalman-Bucy Filter: The calculus of variations can be used to show S that

the maximum likelihood filter for estimating the state of a system disturbed by
white noise from measurements which contain white noise is given by,

x = FX + Gu + K(z-HX), (9)
where the filter gain matrix K is given by,

K=PHR (10)

The matrix P is the steady-state solution of the forward matrix Riccati equation,

P = FP + DFT - PH'R 'HP + TQI" , P(te,) = X(t,). (11)

Here P (nxn) is the covariance matrix of the error of the state estimate and
X (nxn) is the covariance matrix of the state.

The steady-state solution of egn. (11) may be found by using the eigenvector

decomposition of the Euler-Lagrange equations (2n) for the filter problem 1,2, i.e.,

e e it i
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since eqn. (11) is a forward matrix Riccati equation, the steady-state solution

is given by,

Bl e ey (13)

© + +
where X and A, are partitions of the eigenvectors associated with the eigenvalues
of eqn. (12) having positive real parts. The eigenvalues of the estimate errors
%X = & - x are the eigenvalues of egn. (12) with negative real parts and the
eigenvectors of the estimate errors are the columns of (Ap)-1 .

RMS State and Control Response: If perfect measurements are available
(no filter), the stationary statistical response of the states is determined
by the linear matrix equation— ,

(F+GC)X + X(F+ac)T + rorT = o (14)

where again X is the covariance matrix of the states. The RMS response of
each state is the square root of the associated diagonal element of X. The

covariance matrix for the control will be,

E(uu’) = CxC, (15)

with the RMS control the square root of the associated diagonal element of this
matrix.
If filtered estimates of the state are used, the covariance matrix for the

state is given by,
X=X+P , X

©

(16)

where X is the covariance matrix for the state estimate given by the linear matrix

equation,

(F+GO)X + R(F+ce)T + KRK. = 0 17

In this case, covariance matrix for the control is given by,

E(u) = cxc' . (18)

Steady-state Response: The stochastic control and RMS response are with
respect to zero mean disturbances. The program will also separately calculate
state and control response to a constant disturbance, if desired, by using,

Xgg = - (F4GC) ™1 T w, (19)
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and,
uss = Cxgsg - (20)

The calculated RMS response would then be with respect to or additive to these
steady-state values.

Controllability, Disturbability, and Observability: This program can also
be used to determine the relative effectiveness of selected control inputs,
the relative coupling of state disturbances to the dynamic plant modes, and the

5‘ E relative detectability of the dynamic plant modes from selected measurements.
1 § The state and measurement equations can be displayed in modal (normal-coordinate
3 i or Jordon canonical) form; i.e.,
: f
§ E=FE+Gu+Tw (21)
8
z=HE+y (22)
? where:
X =TE ,
T = matrix of right eigenvectors of F; columns are eigenvectors

: of Ftj = tj Ai .
£ F” = T-1FT is the diagonal eigenvalue matrix for distinct
£ eigenvalues,
1= matrix of left eigenvectors of F; rows are eigenvectors
of tiF = tj Aj .

¢” = Tt1G,
r- = r1r,
H® = HT.

The degree of controllability (by control inputs) and disturbability
: (by state disturbances) are shown by displaying the degree of orthogonality
B between the control distribution vector(s) and disturbance distribution vector (s),
respectively, and the left eigenvector of each open-loop mode. Thus for control-
o lability of mode i with control j the program displays,

com O3y o L1353 ; (23) :
ltil lgsl

where t1j is the left eigenvector associated with mode i and g is the vector
(column) of G associated with control j. A result 1.0 indicates maximum

coupling or controllability and a result of 0.0 indicates complete uncontrollability.
Similarly, the degree of disturbability is shown by displaying,

- lt1s Y3l
- LR 6 LI
: lt1il vl

B I TN T Lo 7 ke

cosé; 4= (24)




where Y5 is the vector (column) of T associated with state disturbance j. -anc B

The degree of observability is shown by displaying the degree of
orthogonality between the right eigenvector of each open-loop mode and the
measurement distribution vector(s). Thus for observability of mode i with
measurement j the program displays,

S,y | .
T AR SN

ij&ril ;
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E | where tryj is the right eigenvector associated with mode i and h; is the vector
: (row) of H associated with measurement j. A result 1.0 indicates maximum
observability and a result 0.0 indicates that mode i is not observable with
measurement j. If mode i is not observable from any measurement, the system
is not observable.

; : For complex eigenvalues of F, the eigenvectors in T and 'I‘-l are also complex. i

¢ The elements of G°, T”, and H” will also be complex. The eigenvector matrices
{ and G°, I'“, and H® are then presented in a real form; i.e.,

T = [Elrr Elil EZrl EZil cainly

where t;, and t); are, for example, the real and imaginary parts, respectively,

of the first conjugate pair of right eigenvectors. Likewise, for complex J
eigenvalues the degree of controllability, disturbability, and observability are
presented for the real and imaginary parts of the associated left (or right)
eigenvector conjugate pair. Thus, cos0; 4 and cos02y will be the

results for the orthogonality of the reai and imaginary part, respectively, of
first pair of conjugate eigenvectors and the jth control distribution vector.

ool oo

PROGRAM OPTIONS: This program is very flexible with a number of options which
control output and needed input. These will be presented prior to defining
the input details.

IOL = 1, if open-loop eigensystem is to be calculated and printed out;
b | = 0, if not; ,
‘ IQ =1, if RMS state and control values are to be calculated and printed out; ¥
= 0, if not;

INQ = 0, if A,B,Q, and R will be input as diagonals only, off-diagonal
elements assumed zero;
=1, if A and Q will be input as full matrices; B and R input as
diagonals only, off-diagonal elements assumed zero;
IR = 0, if optimal feedback controller and filter are to be determined
with C and K output;
=1, if C is to be provided as input; optimal filter to be determined
and K output;
2,if K is to be provided as input; optimal feedback controller to
to be determined and C output;
= 3, if both C and K are to be provided as input; -
ISSs = 1, if steady-state values for states and control for a steady
disturbance w. are to be determined and output; = 0, if not:
IM =1, if modal equations (G”, I'", and H”), controllability, disturbability,
and observability are to be determined and results output (IOL = 1,
required); = 0, if not.

Cc-6
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IP = 1, program calculated C and K matrices are to be output to I/O
device 7 using format 6E12.5 repeated as required but beginning

C and K with a new record; = 0, if not.

These options will allow the design and evaluation of an optimal controller
and filter (IQ = 1, IR = 0); study of controllability, disturbability, and
observability of a system (IOL =1, IM = 1); evaluation of controller and
filter performance when system characteristics change (IQ = 1, IR = 3, with

new state equations F and G); etc.

When control gains are provided as input

the program checks the closed loop system for stability. Likewise, when filter
gains are provided as input the filter is checked for stability. In each case,
only that input necessary for the selected options must be provided.

USER'S INSTRUCTIONS: Input records should consist of the following in the

specified sequence including only those required.

Record Input Format Comments
Type
Number
F:* —a
1 "title" 18a4 Any 72 character title
for the output.
2. I0L, IQ, INQ, IR, 712 Program option control
I1ss, 1M, IP integers as defined above.
3. NS, NC, NOB, NG 413 NS = number of states,
ns25
NC = number of contrecls,
ms8
NOB = number of measurements,
ps$25
NG = number of state disturbances,
q<25
4. F 6E12.5 F matrix input by rows
repeated as beginning with a new record
required for each row.
5.% A 6E12.5 A input as a diagonal only
repeated as or input as an entire matrix
required as set by INQ. Matrix input
by rows without a new record
for each row.
6.* G 6El12.5 G input by rows without a
repeated as new record for each row.
required

SRR Y S RS W0 T
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Reco:d Input Format Comments t
Number
7.% B 6E12.5 B input as diagonal only
repeated as
required
g.* c 6E12.5 C input by rows without
repeated as a new record for each row if
required IR = 1 or 3.
9. * T 6E12.5 I' input by rows without a
repeated as new record for each row.
required
10.* Q 6E12.5 Refer to A above. This power
repeated as spectral density defines w.
required
11.* H 6E12.5 H input by rows without a
repeated as new record for each row.
required
- ¥
: 12.* R 6E12.5 R input as diagonal only.
3 repeated as This power spectral density
' required defines v.
] 13.* K 6E12.5 K input by rows without
‘ repeated as a new record for each row
4 required if IR = 2 or 3.
I
|
ﬁ 14.* L 6E12.5 steady disturbance vector
4 repeated as only if IsS = 1.
; required
i
; 15. "job control" a2 % if another case follows
1 /* if no case follows
)

*included only if required by input on records 2 or 3.

To clarify which of the input record types 5 through 14 must be provided
note that the input sequence is as follows:

|
F;AGBC;PQ|HRK;§C
'

c-8




Portions of this sequence should be deleted as follows:

if NC = 0, delete
if NOB = 0, delete
if NG = 0, delete
if 1SS = 0, delete
if IR = 0, delete
= 1, delete

= 2, delete

3, delete

-
-
-
0
-
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MTS RUN INFORMATION: The object code for the OPTSYS program is on file under
account SGTA (subject to change; check with Ass't Prof. Michael G. Parsons).
The program can therefore be run on MTS by using:

SRUN SGTA:OPTSYS.O 7=(user's file for output of C and K)

input data cards

SENDFILE

If the data is in an MTS file, I/O device 5 can be set equal to the file name

on the $RUN command. If no output is to be made to I/O device 7, device 7

should be set equal to *DUMMY* on the $RUN command. If I/O device 7 is to be

set equal to *PUNCH* remember to include on appropriate card number speciﬁgpation
(C=...) on the MTS job card. The compilation cost for the entire program

under MTS is about $3.60. The run ccst for the NS = 5 example using all options
which follows was $ .50 .

EXAMPLE INPUT AND OUTPUT: The following example is a NS = 5 test problem for
the control of a tanker along a straight line when subject to a white noise
current disturbance normal to the ship's path. The states are heading, yaw
rate, offset from the line, offset rate, and rudder angle. A single control is
the rudder command. Measurements are the heading, yaw rate and offset, each
contaminated by white noise. The non-dimensionalized input is as follows:

$SIGYOK SGTA PRINT=IN (=20

$RUN OPTSYS.O T=epUBCH®

TANKE® N=5 TEST PRO3LZN PRCH MILLERS' PAPER
1109111

. S Sk

0.020

6.2522)

0.020

G. 62229

0.0620

0.27423

c.020

0.21322

0.0290

0.6us-6

1.C22

1.02C

1.0:22

0.20CE-6

0.12-2

Vid

1.020
-1.727%0
0.92)
0.69920
0.0%20
0.13022
0.0%2)

0.020
0.0E0
0.9EC
0.0e20
c.oe9
0.20824
0.0:=¢

0.0E0
-6.252%9
1.080
-0.62220
0.020
0.27423
0.020
6.25220 0.0E0 0.622E9
0.020
0.030

7.020
J.020
92.020
J.3e82-5

0.0eC
0.080
0.0E0
2.0008-5
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Lﬁ The resulting output with all options selected is as follows: ,li:
| : Py
f UBIVERSITY OF “ICHIGAM DIPAFTFENT O NAVAL ARCAIZZICTURE AD MAZINZ CHEGINZERING
= OPTSYS STATIONARY,LIMNIAR CFTI®AL CTNTECLLE: CESIGN DFCIFAY
1
1 ACAPTED PFO¥ STANFO?D TINIVIFSITY CPISYS FAOGIAY JUNT 1376
|
5 TANKER N=5 TEST FRCBLEY PFC® MILLERS® EABSP
" CRDEE OP SYSTE§ = 5
b | NUMBESS OF CONTRILS = 1
MUB3ER OF OBSEEVATIONS = 3
! MUMBER OF PFCCZ3S NCIS? 3CUFCES =
' -
B OPEN LOOF DYBANICS MATEIX....P
b
e | 0.0 1.30C2400  G.C ¢.0 o.c
g | 6.252%¢G) =1,7272¢CC  C.C ~6.2852E4°C  =6,7762¢90
& 0.0 0.) 0.C 1.50IEe00 0.0
3 6.2202-01  6.9902-01  0.¢ «€.2278-91  §,460E-01
b 0.0 0. c.C G =1.7002e01
| EIGENSYSTZ2% 07 JPEV LOGP SYSIZM....
! RIGHT BIGENVECTORS
4
! BEAL EIGENVALUE  ( 1)esescecs PEAL EIGENVICTO2 ( Nesscecns
'
4 ( 0.0 )+J( 0.0 ) ( 0.0 }
4 ( 0.0 )
E: ( 1.0000806;
4 ( 0.9 )
| ( 0.9 )
I BEAL EIGENVALUZ  ( 2)ececsses FEAL EIGSNVECTOR ( 2)evecvves
| (=2.653388240C) ¢J ( 0.0 ) (-0.3437854)
( 7.9121395)
g ( 0.0785207)
! (=1.2736217)
| ( 0.0 )
; REAL EIGENVALYE { Noivsaves PEAL EIGTNVECTOF ( 3).sesnnns
i ( 3.063875E-01)+J ( 0.0 ) ( 0.3061612)
¢ ( 7.933191%)
b { 0.905634s3)
{ ( €.275981%)
» .
EZAL EIGINVALUEZ ( ©)eesennne [ IR
! (=3.5390352=16) 00 ( .2 )
REAL CIGIBVALCE  ( S)ecevenes ( S)ecoennns
: (=1.0000CCE+31) +3( 2.3 )
377)
U e YT sn "y
(=7e1119725)
( 7.7967G39)
Cc-10
ke il iiikies it s et




BODAL RATRIX INVERSZ: LEFT EIGENVECTCR MATPIX....T INVERSE

=1.852E+16 -2.1162¢15 1.CCCE+ Y0 2.1277+15 3.234:415
=2.317E+00  7,529%-C1 0.C 2.31724CY  =4,276%-01
2.26824+01 3.3€1%+00  ~u.C «2.268T+¢C1  -4.072Z+00
=1.852E¢16 -=2.1162¢15 =C.L 2.1272+16 3.234%¢15
0.0 0.9 c.C 0.0 1.2728+0¢

STATE WSIGHTING MATRIX....A

2.740%+02 0.¢
0.0 2 (s
0.0 ®  2.0B0Ze03
0.0 0.0
0.0 2.0

V. RN N-1

cowoOo
e o s o o

4cE-01

CONTROL DISTRIBITION MATFIX....G

0.0
0.0
0.0
0.0
1.000E+01

BODAL CONTROL DISTRIBJITICN EATRIX....G FEINE

3.238%+16
-4,276E+00
-4,072B+01

3.234E+16
1.2725+C1

BELATIVZ CONIIOLIABILITY CF NORMAL %CLES....COS(THITA(I,J))

monen

POR MODE I WITH CONIFCL J

1.136%-71
1.2622-01
1.253E-01
1.136E=C1
1.000E+0)

[t < 0 s Vs

CONTROL W2IGATING “ATRIX....Q

2.19CE+C1

EIGEYSYSTEN CP OPTIMAL CLCSEL LOCP SYSTIM..

COEPLEX ZIGESNVALIE( 1) escecnss COBPLEX EIGINVECTO2( Veseasenn

(=5.207049241G) +J ( 2, 315923£40C) (=0.14BE912)+J (=0,7323567)
WAty el Sl )
( P.C29C0E1) e ( -.022375))
(=0.21565% L)+ (=2, 0374 324)
( 2.575.735) «J(=2,4551799)

CCHPLEX SZIGESVALIE( 2)evveccse CCEPLEX ZIGEINVICTOZ( Mevencene

(=1:723152247C) ¢J ( . 2056402-C) (=2.5317973) ¢3(=~2. 152556¢)
( 1.00€8372)¢d( 2.2 )

Co260,.571)4J(=2,1397732)

(-0.3631JII|OJ( 2.3149%7)

(=9, 1556 376) «J (~0.5156879)




RBAL BIGEEVALSB ( Meoovenen
(=8.1570038¢00)J( 0.0 )

BBAL EIGENVECTOR ( Mccevccee

( 0.0883061)
(=0.631769C)
(-0.0166971)
( 0.1361995)
(-0.7038710)

E | CONTROL GAINS....C

7.0770682¢00 2,595209E400 9,.7856232400 &.C296C1E¢90 ~9.663864E-01

j’ CLOSED LOOP DYNAYICS HBATRIX....PeGC

g | i .

0.0 1.900)0CEol? C.C 2.C 0.2
6.25200CB¢00  -1,7277702 QL ¢l =6,2527 72400 =6,776°CNZeN"
0.9 C.) AN 1,000 "2 Ee20 0.0
6.220000E-01 6.99CO0VE=-CY 0.9 =6,220C 22 E=-01 9.4€00702=-21
7.077254E+C 2.595209E+01 4.7456232+491 4eJ0226J12¢31  =1,2668LbHEeD

STATE DISIORBANCE DISTRIBUTICN 4ATARIX....GAMMA
0.0
6.252E+00

# 0.0
3 6.2208-01
8 o.o

| HMODAL STATE DISTURBANCE DISTIFIBUTION NATFIX....GANMA PRINT

E | -4,000E+CO
6. 1485400
6.90u=+00
3 2.0002+00
0.0

BELATIVE DISTURBABILITY OF NOEMAL MOLES,....COS (PHI (I,J))
FCR MODE I EY DISTUSEAME J

B 2.236E-17

| 2.887E-01
v 3.380E-02
4 1. 118E-17
0.0

PONER SPECTRAL DENSITY - STATE DISTUFEANC®....Q

8.800E-07

I SEASURENENT SCALING MATEIX....#

] 1.0008409 0.9 0.C 0.6 2.0
} 0.0 1.00C2+09  9.C ¢.0 0.0
' 0.0 0.7 1.0002490 0.2 0.0
HODAL NZASUREEENT SCALING ZATRIX....B PRIPE
0.0 ~3,3362-01  3.0622-01 3,€35T-16 =6.C49T-02
0.0 9.1222-01  9.3192-02 -1,232F-31 6.CA9E-0V

1.0002+00 7.9628-02  9.(632-01 -1,CCO2+00 1.1202-02

C-12
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RELATIVE OBSERVABILITY OP MOEEAL MODES....COS(BETA(J,I))
POR MODE I PROM MEASURENENT J

EEAI TIGINVALOS

2EZAL ZIGIRVALUZ

RIAL EIGENVALUE

i
13
¢
s
2
‘
¥

COVARIANCE OF T

5.2412482-27
6.3135%762-%7
2.66821€7="17
5.1322382-L7
0.0

2.183E53E+9)
2.6306572+C0
1.1117572+00
2.163454%5400
9.9

COVARIANCE 2°f T

" 1.975776%<%6
“8. 3128727
“1,0%32492-"¢
1.8353562-06
1.5731022-06

( Mesecenee

¢ (=9.5027912=22)+3( 0.0

(S des

(=6.261854Z=C7)+3( 0.6

( Nececenss

y: (=1.30COCCE+C1)¢J( Vo)

0.0 3.4382-01  3.0€2°-01  3,635T-16€  6.(49E-02
c.0 9.1223-51  9.3193-42  1.422I-31  6.049Z-C1
1.00C02+00  7.862E-02  §.(632-01 1.0CJE+00  1.120E-02

B I POWER SPECTRAL DENSITY - MZASUSIMENT NCISZ....R

Y

{ 2.4002-07 0.9 e.C 5

0.0 3.4802-06 0.0
c.0 0.9 2.0092-05

B E

Eﬁ £ EIGENSYSTZX OF 3STIMATEZ EIRECE ZQUATICK.....

E | COMPLEX EZIGZHVALUE( 1)ececcees CCMELEX EIGENVECTOR( 1) .vevenes

(=2.5954472¢0C) +J ( 1. 119110E+C9) (=0.2873231) +J ( 0.2131527)

( 7.R33%821)+J(-2.,71839352)
( 2.C7TLE45) 4 ( 7.2013291)
(=0, 145 3393)+J( 0.C095797)
{ 1.2227°%0)43( 0.0 )

TEAL FIGENVECTOR ( 1)eeccscose

) ( ".4558396)
( ".7526974)
( 7.055r158)
( £.4715369)
(G0 )

RZAI EIGENVZCTOR ( 2)ecscoces

2.7157525)
1. 2016 194)
e 3309725)
< JJUFAT9)
0e) )

PIRL 2IGTAVICTC? ( ) eeecnonne

) ( ".0471230)
( 7.1343575)
(=2.5374143)
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Appendix D. Programmer's Documentation for SHIPSIM

I. Program Organization

This programmer's documentation does not duplicate the User's Documentation

for SHIPSIM which is included as Appendix A. The reader should consult Appendix
A before proceeding.

The macro-flow chart for SHIPSIM is shown below.

SHIPSIM input I

called at each
verification,output rint interval

of z and selected MAIN

elements of Y input,output called at each
and LIMIT

return to MAIN

integration
plotfile for et “ control from integration to check e
subsequent CALCOMP PLOT c; - a “‘; dependent variable stop condition
plot interva
plot of selected

elements of Y and 2z

called to integrate to next
print or plot point or end of
integration segment
principal SHIPSIM subroutines
= _ == = = === ==
user-supplied subroutines
alled once to obtain called at each called at least
problem dependent input print or plot once each
| point as needed integration step
Labeled ACALC* . DERIV
covmox 2=g(¥,t) Y=£(¥,t)
ok Rl L ey v et SOIGRENE T L S LS S e o e R
*optional

II. Main Program

The main program may be divided into the following sections: input,
initialization, input verification, integration control, and error processing.

The input portion calls the user-supplied subroutine INPUT for acquisition
of problem dependent data and reads those SHIPSIM integration and output
control parameters given in the User's Instructions (Appendix A).

Initialization begins with the assignment of initial values to the NEQ2
elements of Y. (NEQ2 is the SHIPSIM equivalent of the INPUT subroutine
variable NEQ.) 1In the same loop LY, the subscript of the element of Y to be
tested against YTERM for the dependent variable integration stopping condition,
is assigned. The value of LY is found by matching the character variable
YTEST against the vector of Y-element names YLABLE. This technique is utilized
frequently throughout the program. PLY and PLZ, vectors containing the

subscripts of the Y and z elements to be plotted, are loaded next using a
similar character matching technique.

All SHIPSIM input is written on I/O channel 6 for user verification.
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Integration control begins with a call to PLOT1 for loading of the plot ™~
vector with the initial values of Y. All remaining integration control
operations are enclosed in the DO loop beginning at statement 4@@. They are
executed once for each integration segment.

The call to entry PRINT1 in subroutine PRINT results in the printing of
all or selected Y and all z values at the beginning of each segment. For the
first segment these will be, for Y, the values of Y@. NST is the number of
steps (STEP) in the segment, each step being the minimum of the times between
printing and plotting output points. MAIN will call the appropriate integra-
tion subroutine NST times, each time testing to see if printing or plotting
is required. Each call will result in integration over a At of one step
(STEP). NPR and NPL are the nearest integer number of steps between each
pair of printing and plotting output points, respectively. One of these
variables must have the value one. Thus printed or plotted output will occur
after each call to an integration subroutine. The statement

IF (MOD (J,NPR) .EQ.¥) CALL PRINT2 ...

determines whether or not printing is needed at the current time in the run
and if so, prints the values of Y and z. The call to subroutine LIMIT checks
for the limiting value of YTEST. (See the description of this subroutine in
section IV.) After all NIS integration segments are completed, the call to
entry PLOT2 invokes the subroutines in the PLOT DESCRIPTION SYSTEM (*PLOTSYS)
which generate plot files from the integration output data.

MAIN program statements in the 600-699 range read the variable NEXT and
branch accordingly. Statements in the 700-999 range deal with various program
error conditions. As SHIPSIM was written as a batch-oriented program, any
error results in a diagnostic message and termination.

III. COMMON Variables

SHIPSIM contains the following COMMON blocks:

(unlabeled) NEQ2

/OUTPUT/ YLABLE, ZLABLE, TITLE
/COM1/ CPRINT, IOUT, NAC
/COoM2/ CPLOT, PLY, PLZ, PLN

These COMMON variables have the following definitions:

CPLOT vector of labels of variables for which plots are
desired, dimension (9) with only (PLN) used.

CPRINT vector of labels of variables to be printed, dimension
(9) .

I0UT output format switch,

=1 for tabular output
=2 for vectorial output

NAC dimension of z
NEQ2 dimension of Y
PLN number of plots desired, dimension of CPLOT

F
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PLY vector of subscripts of the elements of Y to be
plotted, dimension (9).

PLZ vector of subscripts of the elements of z to be plotted,
dimension (5).

TITLE User's 72 character title, dimension (9).
YLABLE labels for NEQ elements of Y, dimension (25).
ZLABLE labels for NAC elements of z, dimension (5).
All real variables above are double precision. As the library subroutines
used in SHIPSIM subroutine PLOT require single precision arguments, the

/COM2/ variables in that subroutine will have dimensions of two times those
given above.

IV. Subroutine Descriptions

The SHIPSIM subroutines are described here in alphabetical order. The
designation (I) after a subroutine calling argument indicates that the quantity
is input to the subroutine; (0O) indicates that the quantity is returned to
the calling program.

1. NAME: DFEQKD
PURPOSE : This subroutine integrates from T to T+STEP by
Kutta-Merson variable step-size integration.
CALLING SEQUENCE: MAIN, DFEQKD
ARGUMENTS : NEQ dimension of Y (1)
X independent variable (I)
FIRSTP initial integration (I)
stepesize
STEP time interval through which the equations
are to be integrated. (I)
Y vector of dependent variables (I/0Q)
FUNCT name of subroutine which calculates
derivatives of Y. (I)
EPS maximum permissable relative
error. (I)
AB maximum permissible absolute error. (I)
NCUTS maximum number of times the step-size

may be halved before the error return
is taken. (I)
STPSZ =.TRUE., integration progress is
printed at each step.
=.FALSE., printing is suppressed. (I)

SUBPROGRAMS CALLED: FUNCT

COMMENTS : An initial call to DFEQKD with EPS=@ initializes
HC, the integration step-size.

ST TR
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2.

NAME :

PURPOSE :

CALLING SEQUENCE:
ARGUMENTS:

SUBROGRAMS CALLED:
COMMENTS :

NAME :
PURPOSE:

CALLING SEQUENCE:
ARGUMENTS :

COMMENTS :

NAME :
PURPOSE:

CALLING SEQUENCE:
ARGUMENTS:

SUBROUTINES CALLED:

COMMENTS :

EULER

To perform rectangular integration of Y from X to
X+STEP

MAIN, EULER

X independent variable (I)

Y dependent variable vector (I/0)

STEP time interval through which the equations

are to be integrated (I)
FIRSTP integration step-size (I)

TEST, DERIV

Euler integration is described in Appendix A.

LIMIT

To terminate the simulation run if Y(LY) has
reached the user-specified limit YTERM

MAIN, LIMIT

Y the dependent variable vector. (I)

Yg@ initial values for Y. (I)

YTERM name of the element of Y to be tested.
(1)

None

PLOT, PLOT1, PLOT2

To generate linear-rectangular plots of selected
elements of Y for MTS graphic post-processing.

MAIN, PLOT

P independent variable. (I)

Y dependent variable vector. (I)

NAC dimension of z (I)

SF scaling factor for plot size. (I)

ACALC, PLTSIZ, PLTXMX, PSCALE, PAXIS, PGRID,
PLTOFS, PLTREC, PLIN2, PSYMB, PLTEND, PXMARG

This subroutine utilizes the MTS graphic subroutine
library contained in the file *PLOTSYS. The sub-

routines in this library perform such functions as axis definition, plot

scaling, labeling, and grid definition.

elements of Y and z.

The library subroutines require two vectors for construction of a plot,
one of values of the independent variable, and one for the dependent variable.
The SHIPSIM independent variable is T, the dependent variables are selected

Values of T are loaded into the vector TP through ENTRY

PLOT1, one value at each call. This program segment also loads the PLNY ele-

ments of Y and PLNZ elements of z into YPLOT. MP is the current subscript for

TP, LP is the subscript of YPLOT—borresponding to the first element of Y and

z to be loaded.

To clarify, if Y(2), Y(3), and z(2) are to be plotted the

variables and vectors used in PLOT would appear as:

For a complete description see MTS Vol.
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‘ PLY. . . . 2,3, ¢8,9,0,0,0, 0, ﬂ
PLZ. « . « 2, 8. 9, 9., @
PEN. <« a3
PLNY . o s 2
PLNZ . . . 1
V1
é TP (MP) LP n YPLOT (n) contains
MP =1 1 1 Y(2) at T = TP(1)
_ 2 Y(3) at T = TP(1) :
E 3 3 z(l) at T = TP (1) |
4 2 4 4 Y(2) at T = TP(2) :
5 Y(3) at T = TP(2) :
6 6 z(3) at T = TP(2)
3 7 7/ Y(2) at T = TP(3)

Entry at PLOT2 occurs after a run has ended. TP(MP) contains the final

value of T, while MP indicates the number of points for each plot. The
i *PLOTSYS subroutines are described in MTS Vol. 11 and will not be included
EE . here.
5. NAME: PRINT, PRINT1, PRINT2
PURPOSE: To print the integration results.
&} CALLING SEQUENCE: MAIN, PRINT
£ ARGUMENTS: IS integration segment number (I)
T independent variable. (I)
Y dependent variable vector (NEQx1l). (I)

SUBROUTINES CALLED: ACALC

COMMENTS : The initial call to PRINT results in the loading of !
i the vector PRY, with the subscripts of Y to be i
f { printed. This is accomplished in a manner similar to that used for loading }

PLY in the main program (see section II of this appendix). PRN is the number ;
of elements of Y to be printed.

R E A B AP s e

Entry at PRINT1 occurs at the beginning of each integration segment. *

sy

Entry at PRINT2 results in the printing of the current value of the
independent variable T and the corresponding values of the selected elements
of Y and z.
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V. SHIPSIM in MTS

SHIPSIM was written for the Michigan Terminal System (MTS). The program
was deliberately structured so as to be as system-independent as possible to
aid in its adaptation to other systems. Only two areas of system dependency
exist.

Source code was written for the IBM FORTRAN IV-G (Extended) compiler.
If this compiler is unavailable, program alterations must be made to suit the
user's system capability.

Reference was made in sections II and IV of this appendix to the Plot
Description System graphics subroutine library contained in the MTS public
file *PLOTSYS. If the user's system has a similar graphics subroutine library,
SHIPSIM subroutine PLOT may be adapted to suit. If it is necessary to delete
the plotting capability altogether, the following changes should be made:

Line Number Changes
10 delete
29 delete "PLN" and "SF"
35 delete
36 delete "PLD(I)"
39 change "415" to "3I5"
delete "D1g.r"
45 delete
56-77 : delete
92 delete
96 delete
116,118 delete "PLD(I)"
125 change "6" to "5"
129 delete
132,133 delete
135-138 delete
144,152 change "STE" to "PRD(I)"
146,153 delete "IF (MOD(J,NPR).EQ. #)"
147,154 delete
161 delete

In addition, the entire subroutine PLOT (lines 286-377) should be deleted.

Program size statistics given below apply to SHIPSIM with the plotting
capability, as compiled on the Amdahl 470/V-6 computer:

Main program 221 source lines
166 source statements

7339 object bytes

Subroutine PRINT 61 source lines
39 source statements

2492 object bytes

Subroutine PLOT 93 source lines
66 source statements

14,489 object bytes
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Subroutine EULER

Function TEST

Subroutine LIMIT

Subroutine DFEQKD

source
source
object

source
source
object

source
source
object

source
source
object

source
source
object

lines
statements
bytes

lines
statements
bytes

lines
statements
bytes

lines
statements
bytes

lines
statements
bytes
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Appendix E: Programmer's Documentation for OPTSIM

I. Program Organization

This programmer's documentation does not duplicate the User's Documentation
for OPTSIM which is included in Appendix B. The reader should consult both
Appendix A: User's Documentation for SHIPSIM and Appendix B prior to reading
this appendix.

OPTSIM is a group of eight double-precision subroutines which are run
under the control of the SHIPSIM continuous systems simulation program described
in Appendices A and D. These subroutines constitute the INPUT and DERIV
subroutines needed by SHIPSIM. Two of the OPTSIM subroutines RANDU and NDTRI
are taken from the IBM Scientific Subrouting Package available on the Michigan
Terminal System (MTS) under NAAS:SSP.

A macro-flow chart for the OPTSIM subroutines running under SHIPSIM is
as follows:

|
; |
input single call for h
verification INPUT o SHIPSIM
SWITCH,NS,NC,NOB,NG,NA,NE input/initialization 1"
I
input = 1l
verification <———| INPUTL DERIVlI ‘ !
Fs,FE,GS,GE,C,T ,HS,HE,K,0 s o b LSO
OPTSIM
ENTRY call at each
R
. apee DERIV integration step

Y Y | RANDU|

DISTRB NOISE from IBM SSP

To obtain input to OPTSIM and perform necessary initialization, SHIPSIM calls

INPUT once per integration run. Subroutine INPUT reads control and dimensioning
variables and writes the input verification of these quantities. It then calls
INPUT1 which reads the ten matrices and vectors which define the system, controller,
and estimator (if SWITCH=1) or reads changes to these quantities (if SWITCH=2).

i INPUT]1 writes input verification for all data or changes it reads. INPUT1l then
f calls DERIV1 to transmit the input data. DERIV1 initializes the integer seed
¥ XI for the random number generator and calculates the matrix A from the input
§ data; i.e.,
3 ar

x| |Fg GgC x| |Tw X

o | = +

27Ky (FerceC-kie) | 2] |ky| T Alal * 2 o

~ . J

E-1
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This completes the problem initialization and control is then returned to
SHIPSIM through INPUT1 and INPUT.

s S
DRSS SIS s

. SHIPSIM calls subroutine DERIV1 at ENTRY DERIV once during each integration
Er | step throughout the simulation. This call is to obtain the derivative vector
3 YDOT (NEQ) given current values of Y(NEQ) and TIME. The number of integrated
equations NEQ equals the number of system states in x(NS) plus the number of
- estimator states in £(NE) plus the number of additional derivatives in y(NA).
z, The correspondence between SHIPSIM and OPTSIM variables and derivatives is as

z follows:

SHIPSIM OPTSIM

x (NS)
Y(NEQ) = X(NEQ)= | R(NE)
g y(NA)
E | —,;(-(NS) }calculated in DERIV
| YDOT (NEQ) = XDOT(NEQ) = | X (NE)

E(NA) calculated in ADERIV

b At each call from SHIPSIM, DERIV1 calls the user-supplied DISTRB subroutine
' to obtain the current values for the system disturbance vector w (if

NG#0) and calls subroutine NOISE to obtain the measurement noise vector v.

Subroutine NOISE calls RANDU to obtain a random number O0.<YFL<l. and then

calls NDTRI to produce a random, normally distributed variable with zero mean

and variance one. The standard deviation ¢ is then used to produce a random,
E | i normally distributed variable with zero mean and the desired variance. A new .
b | random number is generated for each element of v. With w and v, the vector
b(NS+NE) in eq. (1) is then calculated within DERIV1. DERIV1 then premultiplies
: the first NS+NE element vector of X(NEQ) by the matrix A and adds this result
| to vector b to form the first NS+NE elements of XDOT. DERIV1 finally calls
the user-supplied subroutine ADERIV to obtain y and these derivaties are
loaded as the last NA elements of XDOT. The derivative vector XDOT is then
returned to SHIPSIM.

II. COMMON Variables

The OPTSIM subroutines utilize two labeled COMMON blocks which are unique
1 to these subroutines. These blocks appear as follows:

COMMON/ONE/SWITCH
COMMON/TWO/FS,FE,GS,GE,C,GAMMA ,HS ,HE, K, SIGMA ]

? These COMMON variables have the following definitions:

(2 feedback control gains matrix; dimension (8,10) with only 3
(NCxNE) utilized.

RSN

] » FE estimator open-loop dynamics matrix; dimension (10,10) with
| ' only (NExNE) utilized; equals FS if NE=NS.

¢
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FS system open-loop dynamics matrix; dimension (10,10) with
only (NSxNS) utilized.

GAMMA system disturbance distribution matrix; dimension (10,10)
with only (NSxNG) utilized.

GE estimator control distribution matrix; dimension (10,8)
with only (NExXNC) utilized; equals GS if NE=NS.

¢{; p GS system control distribution matrix; dimension (10,8) with
Al only (NSxNC) utilized.

HE estimator measurement scaling matrix; dimension (10,10)
with only (NOB,NE) utilized; equals HS if NE=NS.

HS system measurement scaling matrix; dimension (10,10) with
only (NOB,NS) utilized.

K Kalman-Bucy filter gains matrix. Dimension (10,10) with
only (NExNOB) utilized.

AT S AN IR PO

| SIGMA Vector of standard deviations for zero mean measurement noise
. vector v(NOB). Dimension (10) with only (NOB) utilized.

: SWITCH Input control integer. If SWITCH=1 all input data is read in ]
a2 INPUT1. If SWITCH=2 only changes to data are read in INPUT1l
. using a NAMELIST read where LIST1 is defined as:

NAMELIST/LIST1/FS,FE,GS,GE,C,GAMMA,HS,HE,K,SIGMA

‘f III. SUBROUTINE Descriptions

s b B A B AR

4 The OPTSIM subroutines are described here in alphabetical order. The
; designation (I) after a subroutine argument signifies that the quantity is
input to the subroutine; (0) signifies that the quantity is output of the
- subroutine.

PURPOSE: This subroutine calculates up to 5 additional time :
derivatives YDOT=f (t,x,%,y) which are to be inte- 3
grated as part of the simulation but which are not
in x or & in egn. (1). This is a user-supplied
'subroutine as defined in the User's Documentation
for OPTSIM. A dummy version without executable code
is in file ADERIV.D to allow program loading without
an MTS error message.

; CALLING SEQUENCE: SHIPSIM, ENTRY, DERIV, ADERIV

|

q

4 1. NAME: ADERIV
|
i

? E ARGUMENTS TIME simulation independent variable (I)

X NEQ vector of integrated dependent
variables consisting of x(NS), x(NE),
and y(NA). (I)

YDOT NA vector of additional derivatives (O) :
NA dimension of YDOT. (I) 1
NEQ dimension of X; NS+NE+NA (I) £
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SUBROUTINES CALLED:
COMMENTS :

NAME :
PURPOSE:

CALLING SEQUENCE:
ARGUMENTS :

SUBROUTINES CALLED:
COMMENTS :

NAME :
PURPOSE:

CALLING SEQUENCE:
ARGUMENTS :

SUBROUTINES CALLED:
COMMENTS :

NAME :

PURPOSE :

Defined by user.

See User's Documentation for OPTSIM

ENTRY DERIV

This entry point in SUBROUTINE DERIV1 calculates
and/or loads the vector of derivatives which are
integrated by SHIPSIM.

SHIPSIM, ENTRY DERIV

TIME simulation independent variable. (I)

X vector of integrated dependent variables
consisting of x(NS), X(NE), and y(NA);
this is vector Y in SHIPSIM; dimension
(25) with only (NEQ) utilized. (I)
vector of dependent variable first
derivatives with respect to TIME; this is
vector YDOT in SHIPSIM; dimension (25)
with only (NEQ) utilized. (O)

ADERIV, DISTRB, NOISE

XDOT

See Program Organization. See egn. (1) for definition
of internal matrix A (20,20) and vector B (20). Only
(NS+NE, NS+NE) of A and only (NS+NE) of B are utilized
in any particular run.

DERIV1

This portion of SUBROUTINE DERIV1 obtains system,

controller, and estimator input from INPUT1 via .
COMMON/TWO/, initializes the random number seed

XI for use in RANDU, and loads the matrix A in

egn. (1). .

SHIPSIM, INPUT, INPUT1l, DERIV1

NS dimension of state vector x (I)

NC dimension of control vector u. (I)

NOB dimension of measurements vector z. (I) [ 4
NG dimension of system disturbance vector w. (I) | S
NA dimension of additional variable vector y. (I)

NE dimension of estimate vector £. (I)

NSE NS+NE (I)
NEQ NS+NE+NA (I)

none

see ENTRY DERIV.

DISTRB

This subroutine calculates the system disturbance
vector w using current values of simulation indepen-
dent and dependent variables. This is a user-
supplied subroutine as defined in the User's
Documentation for OPTSIM. A dummy version without
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CALLING SEQUENCE:
ARGUMENTS :

SUBROUTINES CALLED:
COMMENTS :

NAME :
PURPOSE:

CALLING SEQUENCE:
ARGUMENTS :

SUBROUTINES CALLED:
COMMENTS :

NAME :
PURPOSE:

CALLING SEQUENCE:
ARGUMENTS :

SUBROUTINES CALLED:
COMMENTS :

NAME :
PURPOSE :

Sate e e T o
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executable code is in file DISTRB.D to allow program
loading without an MTS error message.

SHIPSIM, ENTRY DERIV, DISTRB

TIME simulation independent variable (I)

X NEQ vector of integrated dependent variables
consisting of &(NS), x(NE), and y(NA). (I)

W NG vector of system disturbances w (O)

NG dimension of W (I)

NEQ dimension of X; NS+NE+NA (I)

Defined by user.

See User's Documentation for OPTSIM.

INPUT

Reads and writes input verification for input control
integer SWITCH and problem dimensions NS, NC, NOB,
NG, NA, and NE.

SHIPSIM, INPUT

NEQ dimension of integrated dependent variable
vector; NS+NE+NA (O)

* error return for END OF FILE on I/O device 5
or data input problem.

INPUT1

none

INPUT1

Reads and writes input verification for matrices FS,
FE, GS, GE, C, GAMMA, HS, HE, K, and SIGMA. Loads
these matrices into COMMON/TWO/. If NS=NE, the
subroutine reads only FS, GS, C, GAMMA, HS, K and
SIGMA and sets FE=FS, GE=GS, and HE=HS.

SHIPSIM, INPUT, INPUT1

NS dimension of state vector x (I)

NC dimension of control vector u. (I)

NOB dimension of measurements vector z. (I)

NG dimension of system disturbance vector w. (I)
NA dimension of additional variable vector y- (1)
NE dimension of estimate vector %. (I)

NSE NS+NE (I)
NEQ NS+NE+NA (I)

DERIV1

none

NDTRI

Returns a zero mean, normally distributed variable
with variance one given 0.<YFL<1.0. IBM Scientific
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CALLING SEQUENCE:
ARGUMENTS :

SUBROUTINES CALLED:
COMMENTS :

NAME :
PURPOSE :

CALLING SEQUENCE:
ARGUMENTS:

SUBROUTINES CALLED:
COMMENTS :

NAME :
PURPOSE :

CALLING SEQUENCE:

ARGUMENTS:

SUBROUTINES CALLED:
COMMENTS :

Subroutine Package subroutine.
SHIPSIM, ENTRY DERIV, NOISE, NDTRI

YFL input variable (I)

X output variable (O0)

D output density F(x); not used here (O)

IER error code which equals 1 if YFL<0, or
YFL>1.; not used here since RANDU will
return YFL in the required range (O)

none

See IBM Scientific Subroutine Package documentation
for additional details and listing.

NOISE

Calculates random measurement noise vector with
standard deviations given by SIGMA.

SHIPSIM, ENTRY DERIV, NOISE

SIGMA NOB vector of measurement noise standard
deviations from zero mean (I)
v NOB vector of measurement noise (0O)
NOB dimension of measurement vector (I)
IX integer seed for random number generator
(1)
RANDU, NDTRI

Updates integer seed IX to IY after each call to
RANDU.
RANDU

Generates a random number 0.<YFL<1.0. IBM Scientific

Subroutine Package subroutine.
SHIPSIM, ENTRY DERIV, NOISE, RANDU

IX input integer seed (I)
1Y output integer seed for next call (O)
YFL random number O0.<YFL<1l.0 (0)

none

See IBM Scientific Subroutine documentation for
additional details and listing.
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Appendix F: Listing of SHIPSIM

1 C

2 Cooe UNIVERSITY OF MICHIGAN

3 €Caso DEPARTMENT OF NAVAL ARCHITECTURE AND MARINE ENGINEERING
4 Caso CONTINUOUS SYSTEMS SIMULATION PROGRAM

5 4

6 IMPLICIT REAL*8 (A-H,0-$)

7 COMMON NEQ2

8 COMMON/OQUTPUT/YLABLE , 2LASLE, TITLE

9 COMMON/COM1/CPRINT (9) . IOUT ,NAC

10 COMMON /COM2/CPLOT ,PLY . PLZ,PLN

11 INTEGER PRN,PLY.PRY,PLN,PL2Z

12 LOGICAL TEST
13 EXTERNAL DERIV
14 DIMENSION TF(5), METHOD(5), PRD(5), PLD(5)., AB(5). EPS(S).
15 *  NCUTS(5), Y(25), 2(5), Y@8(25), FIRSTP(5), DY(25),

16 *  YLABLE(25), TITLE(9), ZLABLE(5), CPLOT(9), PLY(9), PLZ(5)
17 DATA T,Y,2/31*8./, METHOD/5*@/,AB,EPS/10*@./,NCUTS/6/,NEXT/4/
18 NAMELIST/DATA/TITLE, 2ZLABLE,Z,NAC,Y,TF,METHOD,PRD,PLD,AB,EPS,NCUTS
19 *, Y@,FPIRSTP,NIS,SF,YTEST,YTERM,CPRINT ,CPLOT.PLN, IOUT
20 c
§1 Coss FORMATTED DATA INPUT

2 c
23 100 CONTINUE
24 WRITE (6, 2000) :

25 2000 FORMAT ('1UNIVERSITY OF MICHIGAN DEPARTMENT OF NAVAL ',

26 * 'ARCHITECTURE AND MARINE ENGINEERING'/

27 * ‘QSHIPSIM CONTINUOUS SYSTEMS SIMULATION PROGRAM'//)

28 IF (NEXT .EQ. 4) CALL INPUT(NEQ2, &999)

29 READ(4,120,ERR=800)NIS,NAC,IOUT.PLN,SF,TITLE

30 READ(4,121,ERR=819) (YLABLE(I), I=1, NEQ2)

31 READ(4,125,ERR=820) (Yd(I),I=1,NEQ2)

32 READ(4,126 ,ERR=830) YTEST, YTERM

33 IF (NAC.GT. @) READ(4, 121, ERR=840) (ZLABLE(I). I=1, NAC)
34 IF (IOUT .EQ. 1) READ(4,122,ERR=853) CPRINT

35 IF (PLN .GT. @) READ({4,128,ERR=860) (CPLOT(I), I=1,PLN)

36 READ(4,123,ERR=870) (METAOD(I),TF(I),FIRSTP(I),PRD(I),PLD(I),
;7 * EPS(I),AB(I),NCUTS(I), I=1,NIS)

] c

39 120 FORMAT (415,D18.4/9A8)

49 121 FORMAT (8 (A8,2X))
41 122 FORMAT(9A8)
42 123 FORMAT (15,010.2,0106.6,2D5.2,2D10.6,15)

43 125 FORMAT (7D13.4)

4 126 FORMAT (A8,D10.4)

45 128 FORMAT (7 (A8,2X))

46 130 CONTINUE

47 c

:g g... ASSIGN INITIAL VALUES

58 LY=0

51 202 DO 258 1=1,NEQ2

52 Y(I)=YO(I)

53 IF (YLABLE (I) .EQ. YTEST) LY=I

54 258 CONTINUE

55 c

56 Caue CONSTRUCT PLY AND PLZ VECTORS (SUBSCRIPTS OF Y AND 3 TO BE PLOTTED).
57 [

58 K=9

59 DO 260 I=1,9

69 PLY(1)=d

61 DO 255 J=1,NEQ2

62 IF (CPLOT(I) .NE. YLABLE(J)) GO TO 255

63 K=K+1

64 PLY (K)=J

65 255  CONTINUE

66 268 CONTINUE

67 K=

68 DO 262 1=1,5

69 PLZ(1)=2

79 262 CONTINUE

71 DO 270 I=1,PLN

72 D) 265 J=1,NAC

73 IF (CPLOT(I) .NE. ZLABLE(J)) GO TO 265

74 K=K+l

75 PL2 (R)=J

76 265 CONTINUE

7 270 CONTINUE

F-1
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g 78 c
l :9 (N INPUT VERIFICATION
] 9 c
i 81 IF (NEXT .EQ. 2 .OR. NEXT .EQ. 5) CALL INPUT(NEQ2, &999)
i 82 WRITE (6,2840) TITLE
1 83 2049 FORMAT (1H-,9A8)
84 WRITE (6.20801) (YLABLE(I), Y@(I),I=1,NEQ2)
E | 85 IF (NAC .EQ. @) GO TO 243
£ | 86 WRITE (6,2002)
= 87 WRITE(6,2003) (ZLABLE(I), I=1, NAC)
k| 88 203 CONTINUE
. 89 285 CONTINUE
90 c
91 219 IF (IOUT .EQ. 1 ) CALL PRINT
3 92 IF (PLN .GT. 0) CALL PLOT
S 93 IF (IOUT .EQ. 1) WRITE(6,2010)CPRINT 3
2 94 IF (IOUT .EQ. 2) WRITE(6,2210) (YLABLE(I), I=1,NEQ2) X 1
95 215 CONTINUE £
96 220 IF (PLN .GT. @) WRITE(6,2229) (CPLOT(I), I=1,PLN) {4
97 225 CONTINUE i
98 IF (LY .GT. @) WRITE(6,2038) YTEST, YTERM ! %’
99 c
180 2001 FORMAT (1H-,3X,35H* * * VARIABLES AND INITIAL VALUES: //
181 * 7(10X,4(A8.3H = ,D9.3,2X)/))
1682 2802 FORMAT(1H-,3X,'* * * AUXILIARY VARIABLES:'/1H )
183 2003 FORMAT (10X.5(A8,2X)//) ;
104 2010 FORMAT (1H-, 3X,31H* * * VARIABLES TO BE PRINTED: , 5X, 6(A8,2X)/
185 *  (40X,6(A8,2X)))
106 2820 FORMAT (1H-, 3X,31H* * * VARIABLES TO BE PLOTTED: , S5X, 6(A8,2X)/
107 *( 39X, 6(A8, 2X))) 3
198 2030 FORMAT (1H-,3X,'* * * LIMITING VALUE OF ',A8,' IS ',D10.4) 3
109 (>
110 300 CONTINUE
111 C
» Hz Clivs INTEGRATION PARAMETER CHECK
3 (o
114 338 WRITE(6,30830)
115 DO 332 I=1, NIS .
3 116 IF (METHOD(I) .EQ. 1) WRITE(6,3832) I, TF(I), PRD(I), PLD(I), :
g | 117 * FIRSTP(I)
118 IF (METHOD(I) .EQ. 2) WRITE(6,3834) I, TF(I), PRD(I), PLD(I),
119 * FIRSTP(I), EPS(I) AB(I), NCUTS(I)
129 332 CONTINUE
121 3930 FORMAT (1H-, 3X, 38H» * * INTEGRATION CONTROL PARAMETERS: /
122 * 1HO,9X,'SEGMENT MCTHOD',4X,'TF',18X,'PRD',9X,‘'PLD',8X, 'FIRSTP',
123 * 6X,'EPS’',9X,'AB',7X,'NCUTS'/1H ) . b
124 3832 FORMAT (14 ,12X,I1,5X,'EULER',4(2X,D10.4)) 3
4 125 3834 FOKMAT (1H ,12X,I11,5X,'K-M ',6(2Xx,D18.4),3X,12) 3
4 126 c £
: 127 Coai INTEGRATION CONTROL i
i 128 c .
129 IF(PLN .Gr. @) CALL PLOTI(T,Y®,NAC)
: 130 408 DO 420 I=1, NIS
4 131 CALL PRINT1(I,T,Y) .
i 132 STEP=DMIN1 (PRD(I), PLD(I))
/) 133 IF (UuN ,EQ. @) STEP=PRD(I) ,i
i} 134 NST=(TF (1) -T+STEP/2.) /STEP {5
| 135 NPR=(PRD (I)+STEP/2.) /STEP !
3 136 NPL=(PLD(I)+STEP/2.)/STEP !
3 137 IF (NPR .EQ. @) NPR=] '
y 138 IF (NPL .EQ. @) NPL=l |
bt 139 404 CONTINUE |
4 149 IF (METHOD(I) .EQ. 1) GO TO 410 |
¥ 141 CALL DFEQKD(®, T, FIRSTP(I), Y, DERIV, EPS(I), AB(I),. f
§ 142 *  NCUTS(I), &704, .FALSE.) |
§ 143 DO 436 J=1,NST !
y 144 CALL DFEQKD(MEQ2, T, STEP, Y, DERIV, EPS(I). AB(I), !
145 . NCUTS (I),8784, .FALSE,)
146 IF (MOD(J,NPR) .EQ. @) CALL PRINT2(T,Y)
147 IF (MOD(J,NPL) .EQ. @ .AND. PLY .GT. 3) CALL PLOT1(T,Y,NAC)
{ 148 IF (LY .GT.8 .AND., MOD(J,NPR) .EQ. @) CALL LIMIT(Y,YO,YTERM,LY.5462)
f 149 436 CONTINUE
| 150 GO TO 463
151 410 DO 422 J=1,N3T
152 CALL EULER(T,Y, STEP, FIRSTP(I), &738)
153 IF (MOD(J,NPR) .EQ. 2) CALL PRINT2(T,Y)
154 IF (MOD(J,%NPL) .E52. @ .AND. PLN .GT. @)
155 * CALL PLOT1(T,Y.NAC)
156 419 IP (LY .GT.@ .AND. MOD(J,NPR) .EQ. @) CALL LIMIT(?,Yd,YTERY,LY,8460) i
157 420 CONTINUE !
158 440 FORMAT(I2/IA8/(8(A3,2X))) [
159 453 FORMAT(5(D12.4,2X)) « 9
: }:: s 460 IF (PLN .GT. 8) CALL PLOT2(SF) L
{:g g RESET VARIABLES FOR NEXT RUN 3




T TR T

i 164 588 CONTINUE
A 165 T=0.
4 166 c
bl 167 C... INPUT OPTION SELECTION
| 168 c
169 680 READ(4,602,END=720,ERR=712) NEXT
& 178 682 FORMAT (11)
i 1 TP (NEXT .EQ. 5) GO TO 130
Pl 172 IF (NEXT .GT. 2) GO TO 1089
173 665 CONTINUE
4] 174 610 READ(4,DATA,ERR=716)
: z 175 GO TO 200
. 176 c
3] 177 Ceote ERROR MESSAGES
i ] 178 c
179 704 WRITE (6,786)
189 786 FORMAT ('-*** INTEGRATION STEP SIZE HALVED MORE THAN ',
E o 181 *  'NCUTS TIMES. RUN TERMINATED.')
o 182 GO TO 600
i 183 788 CONTINUE
184 GO TO 608
185 712 WRITE(6,714)
186 714 FORWAT (60K~** DATA INPUT ERROR WHILE READING NEXT AT PROGRAW STEP
188 GO TO 999
189 716 WRITE(6,718)
190 718 FORMAT (57H-*** ERROR IN UNFORMATTED DATA INPUT AT PROGRAM STEP 613
191 €100
192 GO TO 999
193 728 WRITE(6,722)
194 722 FORMAT (35H-*** CND OF FILE ENCOUNTERED ON 4. )
195 GO TO 999
136 724 WRITE(6,726)
197 726 FORMAT (S51H-*** ILLEGAL METHOD SPECIFICATION. RUN TERMINATED. )
138 GO TO 680
199 800 WRITE(6.881) .
200 881 FORMAT(' *** DATA INPUT ERKOR ON 4 WHILE READING RECORD TYPE 1°)
281 GO TO 999
202 810 KC=3
203 GO TO 940
204 820 KC=4
205 GO TO 908
206 83@ KC=5
207 GO TO 900
208 840 KC=6
. 209 GO TO 900
219 850 KC=?
211 GO TO 900
212 860 KC=8
213 GO TO 920
; 214 870 KC=9
215 989 WRITE(6,910) KC ,
216 910 PORMAT (' *** DATA INPUT ERROR ON 4 WHILE READING RECORD TYPE',I4) b
217 999 CONTINUE ;
218 1009 CONTINUE
219 sTOP
220 END
221 c
222 c
223 SUBROUTINE PRINT :
224 c
228 €. THIS SUBROUTINE PRINTS THE INTEGRATION RESULTS.
227 IMPLICIT REAL®8 (A-H,Q-S) ‘
228 IMPLICIT INTEGER (J-P) |
229 DIMENSION PRY (9),TITLE(9),Y(25),YLABLE (25) ., |
230 *  2(5),2LABLE(S) |
231 COMMON NEQ2
232 COMMOH/QUT#UT/YLABLE , 2LABLE , TITLS
233 COMMON /CO"1 /CPRINT (9) , 10UT , ¥AS
234 c
235 & COMPUTE PRN AND LOAD PRY
236 c
237 DO 20 1=1,9
238 PRY(I)=2
239 DO 18 J=1,NEQ2
240 IF (CPRINT(I) .EQ. YLABLE(J)) PRY(I)=J
241 18 CONTINUE
242 20 CONTINJE
243 DO 3@ 2RN=1,9
244 IP (PRY(PRN) .EQ. @) GO TO 40 ‘
. 245 30 CONTINUE ‘
246 PRN=10
247 40 PRE=PRN-1
248 RETURN

24 188 EWTRY PRINT1(1S.T.Y)
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C
C... PRINT INTEGRATION SEGMENT NUMBER AND LABELS FOR OUTPUT VECTOR
c

WRITE (6,1085) IS

105 FORMAT (1H4,3X,'* * * INTEGRATION SEGMENT ',I1)
IF (IOUT .EQ. 1 .AND. NAC .EQ. @) WRITE (6,110) (CPRINT(I), I=1,PRN)
IF (IOUT ,EQ. 1 .AND. NAC .GT. @) WRITE (6,118) (CPRINT(I1), I=1,PRN),
» (ZLABLE(I), I=1,NAC)
IF (IOUT .eQ. 2 .AND. NAC .EQ. @) WRITE (6,115) (YLABLE(K),K=1,NEQ2)
IP (IOUT .EQ. 2 .AND, NAC .GT. @) WRITE (6.115) (YLABLE(K).K=1,NEQ2),
* (2LABLE (L) ,L=1,NAC)

€

118 FORMAT('0 TIME',6X,9(A8,4X)/1H )

115 FORMAT ('0THE OUTPUT VECTOR IS:', (T25,5(A8,2X)))
GO TO 12¢
ENTRY PRINT2(T,Y)

Ceve PRINT VALUES FOR T, Y, AND 2

120 IF (NAC .GT. @) CALL ACALC(T,Y,Z,NAC)
IP (IOUT .EQ. 1 .AND. NAC .EQ. @) WRITE (6,125) T,
* (Y (PRY(K)) ,K=1,PRN) :
IF (IOUT .EQ. 1 .AND. NAC .GT. @) WRITE (6,125) T,
* (Y (PRY(K)) ,K=1,PRN), (Z(K),K=1,NAC)
IF (IOUT .EQ. 2 .AND. NAC .EQ. @) WRITE (6,138) T, (Y(K),K=1,NEQ2)
IF (IOUT .EQ. 2 .AND. NAC .GT. @) WRITE (6,130) T,
* (Y (K) ,K=1,NEQ2), (Z(L),L=1,NAC)
c
125 FORMAT(1H ,18(D10.4,2X))
138 FORMAT('6T= ',D10.4,(T25,5(D10.4,2X)))
999 RETURN
END

SUBROUTINE PLOT

e THIS SUBROUTINE GENERATES A PLOTFILE FOR MTS
GRAPHIC POST PROCESSING.

nonoon 00

IMPLICIT INTEGER (O-P)

REAL*8 T,Y,YLABLE,CPLOT,ZLABLE,2

DIMENSION CPLOT(9),PLY(9),PL2(5),TITL{18),TP{30D),Y(25),YLA(2),
® YLAB(50) ,2LAB (10} ,YPLOT (2700) ,2(5)
COMMON/OUTPUT/YLAB, ZLAB, TITL

COMMON/COM2/CPLOT ,PLY .PLZ, PLN

eoe INITIALIZE PLOT VECTOR (TP AND YPLOT) SUBSCRIPTS

nnoon

LP=0
MP=2

Cece COUNT NUMBER OF 2 ELEMENTS TO BE PLOTTED

DO 125 PLNZ=1,5
IF (PLZ(PLNZ) .EQ. @) GO TO 130
125 CONTINUE
PLNZ=6
130 PLNZ=PLNZ-1

Cees COMPUTE NUMBER OF Y ELEMENTS TO BE PLOTTED
C

PLNY=PLN-PLNZ

RETURN

ENTRY PLOT1(T,Y,NAC)
Ceve LOAD TP AND YPLOT VECTORS

If (PLNY .EQ.3) GO TO 140
DO 140 K=1,PLNY
YPLOT (LP+K)=SNGL (Y (PLY (K)) )
140 CONTINUE
LP=LP+PLNY
IF (PLNZ .EQ. €) GO TO 150
CALL ACALC(T,Y,2,NAC)
DO 158 K=1,PLNZ
YPLOT (LP+K) =SNGL (Z (PL2(K)))
159 CONTISUE
LP=LP+PLNZ
NP=NP+]
TP (MP) =SNGL (T)
RETURN
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ENTRY PLOT2(SF)
CALL PLTSIZ(SF)
CALL PLTXMX(10,75)
CALL PXMARG(@.25)
IF (PLNY .EQ. @) GO TO 300
DO 2¢¥ K=1,PLNY
PLOT IN LINEAR-RECTANGULAR COORDINATES
DEFINE X AND Y AXES AND GRID
CALL PSCALE(10.,8.5,XMIN,DX,TP(1),MP,1)
CALL PSCALE(7,59,0.5.YMIN,DY,YPLOT (K) ,MP,PLN)
CALL PAXIS(.75,.75,°'TIME',-4,10,,0,,XMIN,DX,1.9)
, YLA(1)=YLAB(2*PLY (K) -1)
YLA (2) =YLAB (2*PLY (K))
CALL PAXIS(.75,.75,YLA(1),8,7.5,90.,YMIN,DY,1.0)
CALL PGRID(.75,.75..25,.25,43,30)
CALL PLTOFS (XMIN,DX,YMIN,DY,.75,.75)
CALL PLTREC
DRAW CURVE
CALL PLIN2(TP(1),YPLOT(K) ,MP,1,PLN,08,0,1)
PRINT USER SUPPLIED TITLE
CALL PSYMB(.75,0.0,.125,TITL(1),0.,72)
CALL PLTEND
CONTINUE
IP (PLNZ .EQ. @) GO TO 383
DO 3233 K=1,PLNZ
PLOT IN LINEAR-RECTANGULAR COORDINATES
DEFINE X AND Y AXES AND GRID
CALL PSCALE(10.,0.5,XMIN,DX,TP(1) ,MP,1)
CALL PSCALE(?7,56,0.5,YMIN,DY,YPLOT (PLNY+K),
MP,PLN) .
CALL PAXIS(.75,.75,'TIME',-4,10.,0.,XMIN,DX,1.0)
YUA (1) =ZLAB(2*PLZ (K)-1)
YLA (2)=ZLAB(2*PLZ (K))
CALL PAXIS(.75,.75,YLA(1),8,7.5,98.,YMIN,DY,1.8)
CALL PGRID(.75,.75,.25,.25,40,30)
CALL PLTOFS (XMIN,DX,YMIN,DY,.75,.75)
CALL PLTREC
DRAW CURVE
CALL PLIN2(T?(1),YPLOT (PLNY+K) ,MP,1,PLN,0,0,1)
PRINT USER SUPPLIED TITLE
CALL PSymB(.75,8.0,.125,TITL(1},8.,72)
CALL PLTEND
CONTINUE
RETURN
END

SUBROUTINE EULER(X.Y,STEP,FIRSTP,*)

«+ . INTEGRATES Y(X) FROM X TC X+STEP USING
RECTANGULAR (EULER) INTEGRATION,

IMPLICIT REAL*8 (A-H,0-§)
LOGICAL TEST

COMMON NEQ2

DIMENSION Y(25), YDOT(25)
FINAL=X+STEP

CONTINUE

CALL DERIV(X, Y, YDOT)

DO 29 I=1,NEQ2
Y(I)=Y(1)+YDOT(I)*FIRSTP
CONTINUE

X=X+FIRSTP

IF (TEST(X, FINAL, FIRSTP/2.)) GO TO 30
GO TO 10

CONTINUE

RETURN

END

LOGICAL FUNCTION TEST(A, B,TOL)

...TESTS FOR EQUALITY OF DOUBLE PRECISION REAL VARIABLES
WITHIN SPECIFIED TOLERANCE “TOL"

REAL*8 A, B, TOL

TEST=,FALSE.

IF (DABS(A-B) .LT. DPABS(TOL)) TEST =, TRUE,
RETURN

END

1 rr e nag e Ry 30
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SUBROUTINE LIMIT(Y,Y®,YTERM,LY,*)
«++THIS ROUTINE TERMINATES THE RUN IF THE VALUE OF
A SPECIFIED ELEMENT OF Y CROSSES YTERM.
YTERM=LIMITING VALUE OF Y (LY)

IMPLICIT REAL*8 (A-H,0-§)

DIMENSION Y(25) ,YLABLE(25),Y0(25) ,2LABLE(5) ,TITLE(9)

COMMON/OUTPUT/YLABLE , ZLABLE, TITLE

IF (Y(LY) .GE. YTERM .AND. Y@(LY) .LE. YTERM) GO TO 100

IF (Y(LY) .LE. YTERM .AND. Y@(LY) .GE. YTERM) GO TO 100

RETURN
100 WRITE(6,200) YLABLE (LY),YTERM
200 FORMAT ('-*** VALUE OF ',A8,' HAS REACHED THE LIMITING',

* ' VALUE OF ',D15.6/' *** RUN TERMINATED., ')

RETURN 1 .

END

SUBROUTINE DFEQKD (NEQ,X,STEP,Y,F,EPS,AB,NCUTS,*,STPSZ)
IMPLICIT REAL*8 (A-H,O0-§)
INTEGER NEQ, NCUTS
REAL*8 X,STEP,Y(3),F,EPS,AB,YY(3)
EXTERNAL F
LOGICAL STPSZ
REAL*8 HC/0.0DO/,FINAL,H2,H3,H6,H8,ERR,TEST,T,H,EPSL, TEMP
REAL*8 Y1(34).,Y2(30).Fd(39),F1(38),F2(30)
INTEGER I , CUT

LOGICAL DBL
50 FORMAT (' THE STEPSIZE IS NOW',1PD15.6, ' AT TAU =',D15.6)
68 FORMAT (' THE STEPSIZE HAS BEEN HALVED ',I3,' TIMES')
IF(NEQ.NE.B) GO TO 18
HC = STEP
RETURN
10 IF (STEP.EQ.®) RETURN

IF (HC.EQ.@) HC = STEP

FINAL = X+STEP
H = STEP
EPSL = EPS
IF(EPS.EQ.@ .OR.DABS(H) ,LE.DABS(HC)) GO TO 15
IFP(H*HC.L:.0) HC = -HC
H = HC
15 T = X+H
CUT = NCUTS
X = FINAL
H2 = H/2.
H3 = H/3.
H6 = H/6.
H8 = H/8.
20 IF (H.GT.® .AND. T.GT.FINAL .OR. H.LT.® .AND. T.LT.FINAL)
C GO TO 40
21 CALL F(T-H,Y,F@8,H,T-H,Y)
DO 22 I = 1,NEQ
22 Y1(I) = FO(I)*H3+Y(I)
CALL F(T-2.*H3,Y1,F1,H,T-H,Y)
DO 23 I = 1,NEQ
23 Y1(I) = (FO(I)+F1(I))*H6+Y(I)
CALL F(T-2.%H3,Yl1,F1,H,T-H,Y)
DO 24 I = 1,NEQ
24 Y1(I) = (F1(I)*3.4F0(I))*HB+Y(I)
CALL F(T-H2,Y1,F2,H,T-H,Y)
DO 25 I = 1,NEQ
25 Y1(I) = (F2(I)*4.-F1(I)*3.+4FO(I))*H2 +Y(I)
CALL F(T,Yl,Fl1,H,T-H,Y)
DO 26 I = 1,NEQ
26 Y2(I) = (F2(I)*4.+F1(I)+FB(I))*H6 +Y(I)
IF (EPSL.EQ.O8) GO TO 38
DBL = ,TRUE.
DO 35 I = 1,NEQ
ERR =DABS (Y1 (I)-Y2(I))*8.2
TEST =DABS (Y1(I))*EPSL
IP(ERR.LE.TEST .OR. ERR,LT.AB) GO TO 34

H = H2
T = T-H2
IP (.NOT.STPSZ) GO TO 38
TEMP = T-H2
WRITE (6,52) d, TEMP
30 CUT = CUT - 1
IP (CUT .GE. @) GO TO 21
X =T - H2
WRITE (6,6€) NCUTS
RETURN 1
3l IF(T+H.NE.T) GO TO 33
Xe=7
RETURE 1
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k1)
35

38
39

82 = y/2,
83 = /3,
R6= H/6.
B8 = H/8,
GO TO 21
IP(64.0*ERR.GT.TEST) DBL = ,FALSE.
CONTINUE
IP(.NOT.DBL) GO TO 38
H2 = H
H = 2,*§
IF (STPSZ) WRITE (6,50) H,T
H3 = H/3,
H6 = H/6.
H8 = H/8.
CUT = NCUTS
DO 39 I = 1,NEQ
YY(I)=Y2(I)
Y(I) = Y2(I)
T = T+H
GO TO 20
IF(EPSL.EQ.®) RETURN
HC = H

H = FINuL-(T-H)
IF (DABS (H) .LE.DABS (FINAL) *9.536744D-7) RETURN

T= FINAL
EPSL = @
H2 = H/2,
H3 = H/3.
H6 = H/6.
H8 = /8.
GO TO 28




Appendix G: Listing of OPTSIM Subroutines

The two IBM Scientific Subroutine Package subroutines RANDU and NDTRI
are not included here. See IBM documentation for source code listings for
these subroutines. Requirements for the two user-supplied subroutines are
included in the User's Documentation for OPTSIM. The source code listing of
the four remaining OPTSIM subroutines are included here.

A SUBROUTINE INPUT (NEQ,*)

o B IMPLICIT REAL*8 (A-H,0-§)

REAL*8 K

INTEGER SWITCH

; COMMON/ONE/SWITCH

: COMMON/TWO/FS ,FE,GS ,GE,C,GAMMA , HS , HE , K, SIGMA
DIMENSION FS(l10,1d) ,FE(13,10),GS(19d,8),GE(10,8),C(8,10
. GAMMA (10,190) ,K(10,19) ,HS (10,19) ,HE(10,10) ,SI
READ(5,180,END=5008) SWITCH
IF (SWITCH.EQ.2) GO TO 18

ki READ(5,110,END=580) NS,NC,NOB,NG,NA,NE

g NEQ=NS +NE+NA

WRITE (6,201)

] WRITE (6,210) NEQ

‘ ; WRITE(6,228) NS

k| WRITE (6.,2308) NC

ki : WRITE (6,248) NOB

H WRITE (6,250) NG
WRITE (6,263) NA
WRITE (6,278) NE

NSE=NS+NE
10 CALL INPUTI1 (NS,NC,NOB,NG,NA,NE,NSE,NEQ)
£l RETURN
2| 500 WRITE(6,280)
2 RETURN]
| 189 AT(13)
11 T(613)

T ("Q0PTSIA JPTIMAL STOCHASTIC CONTROLLZR SIMULATION
"('@INPUT VERIFICATION NEQ ='.I3)
'OORDER OF SYSTEM =',I3)
ONUM3ER OF CONTROLS =',I3)
\I'("ONUM3ER OF OBSERVATIONS =',I3)
AMAT (*ONUM3ER OF PROCESS NOISE SOURCES =',I3)
J FORMAT (*0NUM3ZR] JF AUXILINRY SrATES =',13)

279 FORMAT('00ORDER JF ESTIMATOR =',I3)
280 FORMAT ('OEND OF FILE OR DATA ERROR')
5 END

;!
1

SUBROUTINE INPUTI(NS,NC,NOB,NG,8d, 08, BSE, 88
INPLICI? BEALeS (A-Bio-8) — o e oot
REAL*S K
INTEGER SWIzCH
coxnon onz/surzC
0380N/T80/PS, PX,GS,GE,C,GANNA, NS, NE, K, SIGAA
DrazisTon :::;22:3)35:110.:8);:s(io,ipﬁcnqao.ln,c(e.vo),
+10) , 1S (10,10) ,AE (10, 10) , K (10, 10) , SIGHA (10)
BASZLIST/LISTV/PS,PE,GS,GE,C.GAREL, NS, HE, & SIG
v GO 20 (10,160),svitce ' L i
- VRITE (6, 200)
- CALL Zxit
i B 10 00 20 1=1,xs
READ (5,100) (PS(I,J),d=1,8S
20 cosrimve e
t B VeITE (6,201)
; D0 25 I=1,uS
- VBITE (6,101) (PS(I,d),de1,88)
25 cowrrvas
I? (§S.2Q.8%) GO 10 &0
DO 3¢ r=1,ms
2EAD (S, 100,
20 CG!?XIG!‘ . ) (7B (1,J),3=1,02)
VEITZ(6,202)
0 35 141,88
rITE(6, 101) (PR
35 conmtIIZE6, 100 (PR (1,3) ,901,0m)
¢ 70 70
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13

76

8¢

90
104
110

112

114
115

118
120

130
140
150

153

156

(= 1:24¢]}]
DO 60 I=1,p8
50 S0 J=1,88
PE(I,J)=PS$(I,d)
CONTINGE
CONTINDE
CONTINDE
BREAD (5,100) ((GS(X,J),J=1,NC),I=1,NS)
VRITE(6,203)
DO 73 I=1,uS
WRITE(6,101) (GS(I,J),Jd=1,KC)
CONTINGE
IP (NS.EQ.NE) GO TO 80
EBAD (5,100) ((GE(I,J),J=1,NC),I=1,NE)
WRITE(6,204)
DO 76 I=1,NE
WRPITE(6,101) (GE(I,J),Jd=1,KC)
CONTINUZ
GO TO 110
CONTINUER
DO 1C4 I=1, ¥B
DO 90 J=1,NC
GE (1,J3)=GS (X,J)
CONTINUE
CONTINUE
CONTINDE
READ (5,100) ((C(I,J),J=1,N%),I=1,NC)
IP (NS.NE.N2) WRITE(6,205)
IP (NS.EQ.NZ) WRITE(6,206)
DO 112 1I=1,KC
VPITE(6,101) (C(I,Jd),Jd=1,NE)
CONTINUE
IF (¥G.EQ.Q) GO 1O 115
EEAD (5,100) ((GAENA(X,J),J=1,8G),I=1,KS)
WRITE(6,207)
90 114 1=1,%S
WRITE (6,101) (GANNA (I,J),Jd=1,HG)
CONTINUE
CONTINOE
READ (5,190) ((HS(I,J),Jd=1,8S),I=1,808)
WRITE(6,208)
DO 116 I=1,%08
WRITE(6,101) (HS(I,J),J=1,¥S)
CONTINUE
IP (NS.EQ.NE) GO T0 120
READ (5,1C0) ((HE(I,J),d=1,N%),I=1,¥08)
WRITE(6,209)
DO 118 I=1,NO0B
WRITE (5,101) (HE(I,J),J=1,82)
CONTINUER
GO T0 150
CONTINDE
DO 189 I=1,%08
DO 130 J=1,MS
HE(I,J)=HS (I,J)
CONTINOR
CONTINOE
CONTINDEZ
READ (5,100) ((K(I,J),Jd=1,N0B),I=1,NE)
IP (NS.NP.NZ) WRITE(6,210)
IP (NS.EQ.NEZ) WRITE(6,211)
DO 153 I=1,ue
WRITE(6,101) (K(I,J),3s1,808)
COLTINUE
REAS (5,00) (S16MA(I),I=1,N08)
WRITE(5,212)
DO 156 X=1,N08
WPITE(6,101) SIGHA(I)
cosringe
WRITE(6,102)
GO T0 170
RZAD (S,LISIY)
WPITEZ (6,LISTY)
WRITE(6,102)
CALL DERIV1 (NS, NC,NOB,NG,NA,¥2,SE,NRQ)
RETORN
POSIAT (6212.5)
POFYAT (8215.5)
PORMAT('0")
FOSYAT('OINPUT DATA EPROR: CNICK SWITCE')
POENAT (POSYSTEZ OPEN LOGE DYKARICS BATRIX....PS(§S,NS)',//)
POPSAT (*CESTIFATOF OPEN LCOP DYNAMICS SATRIX... . PE(NE,NB) ',/
POFYAT(*CSYSTEY CONTPOL CISTRISCYIICH SATRIX.. S(NS,NC) *,//)
PO2SAT ('0ZSTINATIR COMTHOL DISTRIBGTION SAZEL «sesGE(S2,NC) ' ,/7)
POZSAT(*0PFSDBACK CCHTPCL GAIKS....C (NC,B%)1,//)
FQESAT(PCPETOIACK CONIRCL GAINS....C (RC,NS)',//)
FORSAT(*0SISTZY DISTORBAKCE OISTSIBUTION SATRIX....GANSA (FS,¥6)°,
%//)
YCRRAT{'0SYSTEY NEASUBPEZNT SCALING EATRIX....AS (N08,0¥S)",//7)
POPAAT (*CESTIZATOR 2ZASORZAZET SCALING 23TRIL....HE(NOB,NE)",//)
FORZAT (*OKALSAN-BUCY PILTER GAIRS....K(8%,808)°,//)
FORSAT (*CRALBAB-BOCY PILYES GAINS....K(BS,H08) . /7)
FORIAT (*OARASURZARST BOLISE STANDAPD DEVIATIONS....SIORA (ROB) *,//)
pil]

G=2

R Ve
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SUBROUTINE DERIYY(NS,¥C,NOB,NG,NA,NE,NSE,NEQ)
ISPLICIT REAL®8 (A-B,0-%)
REAL®S K
COM%0N/THO/PS,PR,GS,GE,C,GANNA,HS,HE,K,SIGHA
DINENSION PS(10,10),PE(10,10),GS (10,8),G2(10,8),C(8,10),
. GANMA (10, 10) ,HS (10,10) ,HE (10,10) ,K (10,10) ,SIGHA(10),
. ¥ (10),V(10) ,A(2¢,20),B (20) ,X(25) ,XDOT (25) , YDOT (5)
IX = 1001
C ®ssss PUT PS IN PARTITICE 1 OF A ee8e
DO 2C I=1,NS
DO 10 J=1,xS
A(I,J)=PS(1,J)
10 CONTIRNDE
20 CONTINDE
C ®sess PUT +GS*C IN PARTITION 2 OF &
DO 50 I=1,NS
DO &0 J=1,8E
SUn=0,
DO 30 JE=1,HC
SUN=SUN+GS (I,J8) *C(JH8,J)
30 CONTINUE
A(I,J+NS)=S08
40 CONTINOE
50 CONTINUE
C ®esss pPUT KeHS IN PARTITICN 3 OF A
DO 80 I=1,NB
D0 70 J=1,NS
©  Sun=0.
DO 60 IP=1,RO0B
SUN=SUM+K (I,IP)*HS (IP,J)
60 CONTINUE
A (I+NS,J)=S08
70 CONTINUB
80 CONTINDE
C #ssss PUT PE IN PARTITICN & OF A
DO 100 I=1,NB
DO 90 J=1,uE
A(I+NS,J+NS)=F2(1,J)
90 CONTINUE
109 CONTINDE
C ®ssss PUT +GE*C IN PARTITION 4 OF 2
DO 130 I=1,NB
DO 120 J=1,NB
son=0,
DO 112 Ja=1,NC
SUN=SUN+GE (I,JE) *C(J8,J)
110 CONTINDE
A(I+N3,J¢KS) =1 (I+NS,J+NS)+SUR
129 CONTINUE
139 CONTINDE
C #e¢sss PUT -K*HE IN PARTITION &4 OF A
DO 160 I=1,NE
DO 150 J=1,NE
SUN=0.
DO 140 IP=1,HO0B
SUN=SUM+K (I,IP)*HE(IP,J)
140 CONTINDE 8
A(I+N5,J¢NS) =LA (I¢NS,J+NS)~-S0N
159 CONTINOE
160 CONTINDE
BETOURW
EXTRY DERIV(TIHE,X,XDOT)
C seese CALCULATE B VECTOR TENESNOPUSENS IR LNE S S0 S0 ESS0000S
DO 170 I=1,NSE
B(I)=0.
170 CONTINDE
I? (MG.EQ.C) GO TO 190
CALL DISIRB(TINE,X,W,NG,NEQ)
DO 190 1=1,8S
DO 180 J2=1,8G
B(I)=3(I)+GASNA(I,JQ)*¥ (JQ)
CONTINDE
co¥TINg®
CALL NOIS®(SIGHA,V,NOP,1X)
D0 210 1=1,%E
D0 200 JP=1,NOB
B(I¢NS)=B(108S) +K (I,JP)*V (JP)
cosrTivNOE
cosTinNgE
seses CALCOLATZ XDOT S08C00ES00000CE00EE0006800800800000088
DO 230 T=1,uSE
XDOT (1) =0,
DO 220 J=1,8S82
XDOT (I)=XDOT (I)+A(I,J)*X(J)
COSTINDSE
XDIT (I)=XD0T(I)+B(I)
CONTINO®
IF (FA.2Q.0) GO TO 23S
CALL ADEEIV(TINE,X,TDOT,¥A,REQ)
COETIRIE
DO 280 1=1,8)
IDOT (I+NSE) =Y POT (1)
cosriave
BTN
me




SUBROUTINEZ BOISE (SIGHA,V,NOB,IX)
c E 2 22 11 Bolse GENERATOR SESSSERSPPPPSISL NS ESS LS50S 9008 S8
c SOBROUTINES RANDU AND WDTRI PROE IBE SSP

DIMEZNSION SIGHA (NOB),V (NCB)

DO 200 I=1,%08

CALL RANDU (II,IY,YPL)

CALL NDTRI (YPL,X,D,IER)

V(I) = XSSIGHA(I)

IX = IY

conrTINGE

RETURS

END
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