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EXECUTIVE SUMMARY

Task force coninanders must function in an environment where stress and

limited decision time can be expected to degrade human decision-making ability

significantly. Research has shown that under stress, decision makers often

fail to consider all available alternatives , overlook consequences of alter-

natives, and behave irrationally. 1 There for e, decision aids that assist

task ferce comanders in identifying , organizing, and deducing the impl ica-

tions of relevant decision factors hold potential for improving task force

dec i s ions.

SRI In terna tiona l’s research into decision structuring has resulted in the

specification and preliminary computer implementation of a process to assist a

task force comander and his staff in structuring the relevant factors of a

F decision into a formal decison model . A decision model is a precise quan—

titative representation of a decision situation . An advantage of structur-

ing a decision as a decision model is that the model can be analyzed using

standard computer-supported solution techniques. By applying computer-aided

analysis methods to a decision model of his situation , the task force corn-

mander can obta in a muc h more thorou gh evalu a tion of al terna tives than can

be produced us ing less forma l , intuiti ve methods for dec i s ion making .

Descr ipti on of the Struc tur ing Process

The proposed structuring process is based on concepts and methods of

decision analysis. Construction of a decision model is accomplished through

xiii
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the iterative appl ication of four basic structuring functions: decision

bounding , development of prel iminary model structure, model ex pans ion , and

model contraction. Important component inputs to the process are a value

model (for representing the relative importance of basic military objectives)

and outcome calculators (battle simu lators for predicting the outcomes of

various military engagements). Because value models and outcome calculators

are not decision specific, they can be developed prior to the decision and

suppl ied to the structuring process as inputs .

The structuring process is designed to be impl emented as a man-machine

system. A computer i s use d to improve and ex pand the s kil ls of a member of

the commander ’s staff (staff analyst) ~iho works with the commander to help

him struc ture hi s dec i s ions . The com puter has three bas ic func tions: to

provide a medium for facilitating the construction of the decision model ,

to perform ana lyses of the model as it is develo ped, and to serve as a

sophisticated prompting system.

From the point of view of the commander , the structuring process con-

sists of a wr’ll directed dialog wi th the staff analyst. The coninander sup-

pl ies informa tion in res ponse to ques tions pose d by the anal yst. The ques tions

and the general direction of the conversation between the analyst and the

commander are guided by prompts from the computer. The staff analyst con-

verts the information provided by the commander into inputs that the computer

uses to expand the model representation.

Model Expansion Algorithm

A major research effort of this project was devoted to the model

expansion function of the structuring process. Model expansion consists

of identifying alternatives and events relevant to the decision that have

xiv
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been overlooked and incorporating these Into the decision structure. This

is regarded as the most difficult structuring function for a decision maker

to perform.

As a key component of the structuring process an algorithm and

associated computer program for model expansion have been developed. The

expansion algorithm is based on a calculation of the value of further

modeling. An existing model of the decision situation is analyzed to

identify where in that model resolution of residual model uncertainty is

most likely to clarify the decision at hand. The identified model area

then forms the basis for generating a prompt. The prompt is a specific

question designed to uncover important contingencies that have been

omitted from the analysis: for example , a sample application of the

algorithm resulted in a series of prompting questions that included the

follow ing :

Suppose the air strike alternative is chosen. Is there
any even t that coul d cause you to lose more a i rc raft?

If the commander i s unable to identify such an even t, additional questions based

on other areas with high values of modeling are generated. For example , a “no ”

answer to the above question might result in the following prompt:

Suppose the air strike alternative is chosen. Isthere any
event that could cause the risk of Blue-Red war to be signi-
ficall y increase d?

Events and new alternatives that are identified through the prompting

questions are tested using the existing model to determine whether their

addition to the model structure may impact the decision . Events that pass

the test are then incorporated into the model .

xv
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Conclus ions and Recommendat ions

Additional work is required to develop the structuring process and

model —expansion algorithm so that an accurate assessment can be made of

the ir potential value as dec i s ion a ids for the tas k for ce env i ronmen t .

However , we are optimistic that the preliminary algorithm can be developed

into a useful aid because:

• Initial informal structuring experiments using the current algorithm

have consistently produced satisfactory decision models.

• The structuring process appears appl icable to a very wide selection

of dec i s ion pro blems .

• The expansion algorithm quickly and continually provides an estimate

of the decision maker ’s bes t course of act ion. Thi s es timate i s

improve d as the struc tur ing process pro gresses .

• The expansion algorithm tests new factors for relevance to the deci-

sion at hand , enabling the avoidance of time-consuming modeling

effort when it has no impact on the decision .

• The algorithm provides a method for identifying events that are of

cr itical concern to the tas k force coman der. Suc h even ts cou ld

be useJ as triggers (for example , setting alerts) in the DAISY

system, which is being developed by the University of Pennsylvania.

In view of the advantageous characteristics of the preliminary struc-

turing process and the success of initial testing , the principal recommen-

dation of this report is that development and testing be continued . Al go-

rithms and compu ter code s houl d be develo ped for the rema ining structur ing

functions not addressed by the model-expansion algorithm (decision bounding ,

prestructuring , and mo del con trac tion ). Of these , the prestructuring func-

tion , which consists of specifying the problem structure as initially per-

ce ived by the comman der , appears most important.

xvi
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I INTRO DUCTION

This report describes research performed by SRI International ’s Deci-

sion Analysis Group to develop a computer-assisted decision structuring

process for use by a naval task force commander and his staff. The research

was funded by the Operational Dec i s ion Aid (ODA ) Program of the Of fice of

Naval Research and represents the second phase of SRI ’s research in thi s area .

1.1 ODA Program Background

The ODA Program is a mul tiyear , multicontractor effort whose objec-
tive is the development and implementation of decision aids for supporting

tactical decision making at the task-force-commander level . To accomplish

this goal , the program employs an interdiscipl inary approach . Research

participants draw upon techniques and methodologies from the fields of

decision analysis , operations research, compu ter sc ience , systems anal ys i s ,

and organizational research in an effort to bring about the effective

application of advanced man-machine system technologies to task force com-

mand and con trol .

To date, participants in the ODA Program have focused their efforts

primarily in three areas: information processing , outcome calculators ,

and decision structuring. The work in information processing has concen-

trated on developing an information base for the Program (2,3) and a decision-

aid ing Information management system (4,5). Outcome calculators (6,7)

are mathematical models for simu l ating, and thereby estimating, the outcome s

of various military engagements. The objective of the work on decision

1
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structuri ng has been to provide aids to guide the commander ’s decision

making according to the logic of normative decision theory .

1.2 Motivation for Developing Aids for Decision Structuring

Norma tive decis ion theory prescr ibes a solut ion technique that cons ists

first of structuring and then solving a decision model that reflects the

dec i s ion maker ’s knowledge and preferences concerning his decision situa-

tion. For the purposes of this report, structuring is , therefore ,

defined as the process of identifying and organizing the relevant factors

of a decision into a framework that facilitates the identification of an

optimal course of action.

Task force commanders have considerable experience and knowledge that

hel ps them formulate a course of action for dealing with difficult situations.

For this reason it seems probabl e t hat errors in mi l itary p lann ing are
general ly not due to a fa i lure by the commander to identi fy an appropr iate
course of action for his perceived situation , but because of hi s incor rec t

perception of his situation . Structuring the decision to reflect adequately

• the reality of his situation is , therefore , an essential part of the com-

mander ’s decision-making process.

Many, perhaps most, of the decisions the commander faces are easily

structured . This is because most of the decisions for which the comander

is responsible are routine or repetitive in nature. However, a threat to

the task force or a critical mission assignment may result in complex , one—

of-a-kind decisions that are very difficult to structure. Crucial deci-

sions often have one or more of the following characteristics that make

structuring difficult:

2 
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• Compl exity in the relationships between
dec i s ions and poss ib le outcome s

• Uncertainty

• Vagueness about the relative values
of the possible outcomes.

Fai lure to accoun t adequately for one or more of these charac ter istics can

easily result In a bad decision . For example , it is easy to bring to mind

military disasters that occurred because a decision was made that failed

to account properly for systematic relationships between decisions and

outcome s , that ignored or overlooked uncertainties that l ater proved critical ,

or that were inconsistent wi th broader militar y values and objectives.

Unfortunately, the task force commander ’s decision-making environment

can cause struc tur ing to be even mo re di f ficul t than one woul d expec t

merely from the characteristics of the decision situation . The mos t cruc ial

decisions a commander is likely to face will be made in an environment

where the level of stress can be expected to degrade significantly human

decision-making ability . Stress may be created or increased because of

the importance of the decisions the commander is required to make, the

l imited time availabl e for the decision making, or by fatigue. A

body of research has shown that under stress,decision makers often fail

to consider all availabl e alternatives , overlook consequences of alter-

natives , and exhibit inadequate coping behavior (8). An aid that would

help a commander logically structure a decision would counteract the

tendency of stress to produce poor decisions and enable him to deal

with the complexity that is typical of crucial one-of-a—kind decision

situations.

3
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1.3 Inadequacy of Relying Solely on Prestructured Decision Models

One approach to improve an individual ’s decision—making ability is

to provide him with prestructured decision models. In prestructured models ,

the relevant factors for certain types of decision probl ems and their rela-

tionships are identified and modeled in advance. When the decision maker

finds himself faced with a decision for which he has a prestructured model ,

he merely supplies the appropriate model with the required inputs , runs the

model , and then translates the model outputs into a decision strategy.

The difficulty in relying solely on this approach is that the number

of possible military situations is infinite. There fore , there will be a

large number of decisions to which the prestructured aids cannot be

applied . An even greater problem with prestructured decision aids is that

unless they are used wi th care they may stifle the creativity of the deci-

sion maker or cause him to overlook a critical aspect of his problem

that is unique to hi3 current situation .

To help the task force commander with decision problems that cannot

be anticipated and structured ahead of time, he needs a systematic pro-

cedure for ra pid ly struc tur ing and solv ing dec i s ion probl ems as they

arise. Unfortunately, there has been littl e research focused on devel op-

ing a systematic structuring procedure.

1.4 A Critique of Previous Research on Decision Structuring

Structuring requires that the factors relevant to a decision be

identified and that these factors be organized to clarify the decision—

making process. Efforts devoted to developing aids for decision structur-

ing almost invariably have emphasized one or the other, but not both, of

these two components of the decision-structuring process.

4
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Some research has concentrated on the identification aspect of struc-

turing. For example , the work by Kepner and Tregoe (9) and the Navy

manual NWP-11(B) (10) are designed to help the decision maker identify

all of the components of a decision situation that have a bearing on his

decision. These approaches use checklists and forms for the decision maker

to fill out. The reasoning behind these aids is that they force the dec is ion
maker to think through his problem in more detail , thereby reduc ing the chance
that he will overlook some important aspect of the problem. Because these

aids are based on a principl e of an exhaustive search through each potentially

important aspect of the problem , they tend to be time-consuming. The other

major drawback of these aids , assum ing that they are success ful at promo ting

the identification of important decision factors, is that no systematic

proce dure is su pplied for arr iv ing at the impl ica tions of the factors for

decision making.

Most of the computer aids developed for decision structuring are really

particular structural formats that simplify the subsequent analysis. The

forma t is generall y des igned so that some computational techn ique can be

applied directly to solve the decision model . Examples are the various aids

• for analyzing decision trees developed by SRI (11) and Decisions and Designs

Inc . (12). Unfortunately, these aids are more use ful to a s ki lled dec i s ion

analyst than to an unskilled user because it takes considerabl e experience

both to place a decision situation into the format required by the decision

aid and to ensure that the required inputs to the aid are correctly speci-

fied . Specification of the inputs is often a difficult process,

because the more general model formats usually require a very large amount

of input specification . To avoid this problem , some research ers have grossl y

simplifi ed the model format. An example is the work by Selvidge (13).

Typical simpl ifications require the assumption that the likel ihood

5
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of an event is Independent of the alternative chosen, or that sequen tial
• decisions are not allowed. Although these simplifications may substan-

tially reduce the input requi rements of the aid , they also limi t the scope

of decisions that can be modeled. Furthermore, the result is still more

appropriate for use by an experienced decision analyst than by an untrained

dec i s ion maker , because the experience of the analyst is required to verify

that the approximations embodied In the simpl i fied model format are appro-

priate to each decision situation .

Leal (14) is one of the few researchers to propose a systematic pro-

cedure for develop ing a struc tural model . His method i s based on the con-

cept of decision tree expansion . In this approach , a s imple dec is ion tree

model of a decision situation is constructed and then expanded by succes-

sively adding additional nodes to the ends of the tree. This approach is

extended and d iscuss ed in more deta il in Chapter III. From an opera tional

standpoint, a shor tcom ing of Leal ’ s procedure is that it supplies littl e

guidance for identifying the factors that should be added to the ends of

trees as additional nodes.

1.5 Des ign Goals

To be mos t effec tive , a structuring process should deal with both

aspects of structuring : identification of important decision factors and

organization of the factors into a decision model . Furthermore, the process

should integrate these two aspects of structuring. The decision factors

generated through identification should provide the inputs required to build

the model.

In the absence of a formal theory of decision structuring, decision

makers and analysts have relied on experience and various heuristics to
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structure decisions. Development of a formal structuring process there-

fore requires that consideration be given to the degree to which algorithms

can be developed to supplant or augment experience as an aid to decision

struc tur ing.

1.5.1 The Degree to Which Structuring Can Be Formalized

From a technical standpoint , the easiest approach to supplying task

force commanders w ith ass i stance in decis ion struc tur ing would be to l imit

the development of formalized routines to only the most technical aspects

of structuring , and to rely upon the creativity of a trained and

experienced decision analyst for the bulk of the structuring activity .

Given the limi ted number of trained people currently applying decision

analysis to realistic decision probl ems, however, this approach is not

practical on a large scale. It would require a training program for mem-

bers of the tas k force comma nder ’s staff far more ambitious than anything

contemplated.

An approac h at the ot her ex treme would be to attempt to develo p

highly sophisticated , interactive computer programs that would , for all

prac tical pur poses , dupl ica te the role of the ex per ienced dec i s ion anal yst.

Because the pur pose of the a id wou ld be to replace the anal yst, it would be

designed to be operated by a decision maker who has very little decision

analysis training. It may eventally be possible to develop such an aid ,

but the lar ge amoun t of com puter hardwa re and software requ i red to interact

with an untrained user would make it difficult to realize this goal for many

years . Fur thermore , it would probably be unwise to invest the time and

effort required to design an aid of this type until more experience is

gained with relatively simple decision aids.

7
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The best approach , given the current state of the art, falls somewhere
between the extremes of a highly trained , exper ienced dec i s ion anal yst and
a totally interactive computer program capabl e of dealing with an untrained

user. A realistic design goal is a computer assisted decision structuring

aid designed to augment the capabilities of the task force commander and

his staff and to minimize the amount of training they need In analytical

techniques for structuring decision problems. The idea behind this approach

is to use the computer in areas where it can do the best job: calculating

the logical implications of decisions and events described by the decision

maker and prompt ing him to th ink of new fac tors that s hould be inc luded in
the analysis. It may be possible for a task force commander with the

necessary training to interact directly with such a structuring aid , but it

is more l ikely that a commander w i ll prefer to have a tra ined member of h i s

staff interact wi th the computer and to summarize its output verbally.

1.5.2 Decision-Specific Versus Non-Decision-Specific Structuring Functions

To gain a better understanding of therole the computer can play

in improving the decision structuring process of a task force commander, it

i s use ful to identify those struc tur ing funct ions that can be deve l oped

ahead of time as opposed to those that are decision-specific and must be

performed after the need for a decision has arisen . Because the time for

analysis may be an important constraint pl aced on the commander’s decision

making , it is important to preprogram as much of the structuring process

as possible. Structuring functions that are not decision-specific may be

supplied to the structuring process as prestructured models.

There are two major inputs to the structuring process that are largely

independent of the specific decision being analyzed. One of these is the

8
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specification of value trade-offs--the relative worth of the various out-

come attributes that the commander must trade off against one another in

his decision making. The other is the specification of the relationships

requ ired to estimate the outcomes that can be expected from various types

of military engagements.

Va lue trad eof fs can be s pec if ied before the task force commander Is
faced with a difficult decision . Research into the areas of value

theory has indicated that a compact and precise method for representing

val ue tradeoff judgments is through the specification of a value function

(also cal led a “multiattribute utility function ”). Several appl ications to

military decision making have demonstrated that, with some assistance from

anal ysts , military decision makers can construct value functions that

represent their preferences over the poss ible outcomes of a dec i s ion , and

that these value functions can then be used to support the decision-making

process (15). Because in many cases , a value function s hou ld lo gicall y be

independent of the specific decision facing the task force commander, it

could be established ahead of time, preferably at the time the com-

man der ’s mission is established , and could be suppl ied to the commander

by his superiors .

Specification of the many basic relationships that are required to

estimate military outcomes is the second major input to the structuring

process that usefully can be preprogramed prior to Its use for a speci-

fic decision . A decision among alternative courses of action open to

the coninander will require some estimate of the military outcomes that

can be ex pected under each of the pro pose d alterna ti ves . These es timates

often can be generated by considering the effectiveness and detailed

9
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character i s tics of the ind i v idual force elements that w il l be deplo yed

under each al ternative. Res&rch conducted by SRI ’s Naval Warfare Researc h

Center (7) and General Research Corporation (6) indicates that for certain

classes of military engagements these relationships can be preprogrammed

to produce automated outcome calcu l ators . Ideall y, outcome ca l cula tors

shoul d be flex ible enou gh to be use d for calcula ting the poss ibl e outcom es

associated with a broad spectrum of task force decision problems.

A major portion of the structuring activity needed for a decision

cannot be performed ahead of time because it is unique to the decision at

hand . For those aspects of structuring that are decision-specific , aids

can be provided to simplify , speed up, and improve the process of develop-

ing the decision model necessary to represent the unique characteristics

of the decision .

Because model buildi ng i s largel y a crea tive process , it may

seem that the computer can offer little help in this area. The power of

the computer lies in its ability to perform complicated but well—defined

calculation s with great speed . Poorly defined tasks or tasks that require

drawing conclusions from information that is unstructured is much more

difficult for the computer to perform. Nevertheless , the compu ter can
perform an impor tant role in ass ist ing the tas k forc e commander and h i s

staff in this role. A decision model is developed gradually. As more and

more factors are identified and included in the model , it becomes a better

representation of reality . The computer can be used to analyze the deci-

sion model as it develops . The resul ts of analyzing the existing decision

model can then be used to help focus the creative capabilities of the com-

mander and his staff on those el ements that need to be expanded or refi ned .

10
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1.5.3 Components of a Decision Structuring Man-Machine System

Figure 1 shows the basic components of a man-machine system for

dec i s ion struc tur ing . The compu ter i s used to augmen t the struc tur ing

abilities of the commander and a member of the commander ’s staff (staff

analyst). Structuring functions that are not decision-specific, suc h as

value mode l s and ou tcome calcu lators , are developed prior to the decision

and suppl ied to the computer as inputs . The task force commander supplies

information in response to questions posed by the staff analyst. The computer

• acts as a prompting system. The questions and the general direction of the

• conversation between the analyst and the comander are guided by output from

calculations performed by the computer. The staff analyst converts the

information provided by the commander into inputs that the computer uses

to expand the model representation. The computer then analyzes the expandec

decision model , and , depending upon the results , requests that the analyst

seek additional information or prompts him to explore other areas of the

decision situation with the commander.

A structuring process of this type is described in the remaining

chapters of this report. Chapters III and IV describe the technical

as pects of a process that cons truc ts a ser ies of dec i s ion tree model s

to ca pture pro gress ivel y more of the coman der ’s decision situation .

Chapter II discusses the use of decision trees as a means for representing

decis ion struc ture .

11
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II STRUCTURING W ITH DECISION TREES

The single tool employed most often by decision analysts to

structure decision situations is the decision tree. A decision tree

is used to organize and display future events and decisions that may

be relevan t for sel ecting an alternative.

The use of decision trees for structuring has two advantages that

account for its popularity among decision analysts. First , a decision

tree is a remarkabl y genera l , flexible , and efficient means for repre-

senting the sequential and dynamic nature of a complex decision situ-

ation. Second, a dec i s ion tree is a power ful sol ution a id . Throu gh

a series of well-defined steps, a properly designed decision tree may

be sol ved to pro duce a dec is ion stra tegy that i s , in a very genera l

sense , optimally consistent with the objectives and information of the

decision maker.

This chapter discusses the use of a decision tree as a means for

problem structuring . The generality , conven ience , and intuitive appeal

of decision trees indicate that a useful structuring aid would resul t

if a formal process could be developed to permit individuals without

considerable experience and training in decision analysis to construct

accurate decision tree representations of their decisions. Chapter III

presen ts an algorithm for structuring task force decisions by con-

structing a decision tree.

13
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2.1 Decision Trees

Figure 2 illustrates a decision taken from the ONRODA scenarlo* (16).

The decision is whether the Blue task force commander should plan

to neutralize ONRODA air field with an air strike or through a blockade.

Important considerations for this decision, represented by the tree, include

whether Red will have nonmilitary aircraft, such as hos pital planes , on

ONRODA a i rf ield at the time at w hic h the comander might launch hi s ai rs tri ke ,

and whether Red will attack the task force as a result of the comander’s

• actions.

In the decision tree format, decisions are represented by small

squares , calle d dec i s ion modes , with the various alternatives shown as

lines emanating from each square. Uncertainties , suc h as enemy ac tions

and other occurrences over w hi ch the dec i s ion maker has no con tro l , are

represen ted in the d iagram by small c i rc les , called chance nodes. The

branc hes emana ting from the chance nodes represen t the var ious poss ib le

ou tcomes to each uncer ta in even t .

The ordering of decision and chance nodes In the decision tree is

arranged to match the order in which decisions must be made and in which

outcomes of uncer ta in even ts w i ll be revealed to the dec i s ion maker .
This sequential format makes it easier to keep track of the dependencies

between events and decisions. Each possible path leading from left to

right through the tree represents a different possible sequence of deci-

sions and events that might occur.

* “T he ONRODA Strike Warfa re Scenario ’ describes the recent political and
military history leading to a potential military confl ict involving the
hypothetical coun tr ies of Blue , Red , Grey, and Orange and the Island of
ONRODA. This scenario has been designed to be used by contractors to
test and illustrate decision aids proposed within the ODA Program.
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Figure 2: DecisIon Tree Representing Decision Taken

from the ONRODA Scenario
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The first step toward solving the tree to obtain an optimal course of

action is to provide the necessary numerical inputs , which consist of

• probability assessments for the likel ihood of various outcomes to the uncer-

tam events and value assessments representing the desirability of each of

the possible paths through the tree. Figure 2 shows example probabilities

under each branch emanating from a chance node and example values adjacent

to the terminal points of each path through the tree.* By multiplying each

terminal value by the probability along the branch leading to that terminal

value and adding , the expected values of chance nOdes can be obtained .

Similarly, if one uses the rule that the decision maker will prefer decision

alternatives with the highest expected value , the values of the dec is ion
nodes may be determined. Rolling expected values back through the decision

tree in this manner , the rollback values of each node may be determined.

In particular , the rollback values for each of the alternatives of the initial
decision can be computed so that the alternatives with the highest expected

value can be identified .

2.2 Advantages of Structuring as a Decision Tree

Most appl i cations of decision analysis have invol ved the construction

and solution of a decision tree model . In fact, those dec i sion analys is

applications that did not explicitly invol ve the construction of

a dec i s ion tree could, in al l but a few cases , be reformulated to incl ude

a tree representation. This is not to say that the analyst will not rely

* The values ass igned to terminal nodes represent the des i rability of the
outcomes corresponding to each path through the tree. If a decision maker’s
risk preference is also assessed , these values can be converted to
utilities that account for the feelings of the decision maker with regard
to risk. Although we have chosen not to consider risk preference in this
report, all resul ts can be easily extended to reflect risk preference.
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on other models in addition to the tree. Often a decision tree

model will be used to summarize the decision structure,while other models

will be used to generate speci fic inputs to the decision tree--for example ,

probability model to generate the probabilities associated wi th the chance

nodes on the tree, an outcome calculator to generate the outcomes assoc iated

• with various paths through the tree, and a value model to convert the outcomes

associated with each path to a value measure. However, the decision tree

is generally the tool used to represent the sequential decision structure of

the situation .

The widespread use of the decision tree can be attributed to its

generality , conven ience , and the intuitive appeal . It is difficult to con-

ceive of a decision that cannot be represented as a decision tree (although

there are special cl asses of decisions that are more conveniently represented

using other model formats). Generally speaking , the decision tree tends

to be a more eff icient model structure for complex , sequential decisions

that invol ve uncerta inty. The dec is ion tree is conven ient because

it provides an efficient, graphic means for organizing the basic com-

ponents for a decision: what the decision maker can do (represented by the deci-

slon nodes and their branches), what the dec is ion maker knows and bel ieves

(represented by the tree structure and the probabilities assigned to the

branches emanating from the chance nodes) , and what the dec is ion maker wants

(represented by the values assigned to the various paths through the tree).

The fact that the decision tree is an intuitively appeal ing representation

is amply demonstrated by the fact that corporate and government decision

makers frequently comment that the decision tree allows them to “see” and ,

therefore,understand their decisions much more clearly.

17
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2.3 Review of SRI ’s Previous Contracts on Deci sion Structurth~
Because of the importance of decision trees to the structuring process,

Initial research conducted by SRI was directed toward gaining a better

understanding of the process by which experienced decision analysts develop

decision tree models. For this purpose, several experimental decision

analyses of task force commander decision problems based on the ONRODA

scenario were conducted , transcr ibed, and then analyzed with the objective

of identifying the techniques and procedures that were most effective in

elic iti ng from the dec ision maker a decision tree representation of hi s

situation . This work is summarized in a previous SRI report (17).

The major result of this research was the specification of a complete

set of el emental structuring procedures for describing the various functions

that a decision analyst performs as he structures a decision mode. The

research showed that the process of building a decision model could be repre-

sented as a sequential application of these procedures. In an

attempt to convert the procedures into an aid for directing -- rather than
merely describing -- the model ing process, rules for order ing the applica tion

of the structuring procedures were developed. This analysis , which was

essentially an attempt to formalize the structuring process currently used

by decision analysts, produced a number of important conclusions :

• The current technique used by decision analysts to elicit deci-

son trees is a poorly defined translational process that is

carried out through discussions and Interviews between the analyst

and the decision maker. The analyst attempts to direct the con-

versation and phrase his inquiries In a manner that efficiently

el icits the information required to construct the decision tree,

The process tends to be time consuming.

18

~~~~~~ 
— -—~~~ .— .— —— — ,.,—— •—. — — .



- — 
— _____ - -

• Follow ing the completion of a decision analysis , often it is apparent

that much effort was spent exploring and model ing aspects of the

probl em that have little or no impact on the decision. In this sense ,

current structuring methods tend to be Inefficient.

• Current structuring methods support a method of decision analy-

sis that provides little indication of which alternative being

analyzed is best until the final stages of the analysis. This

is a serious drawback if the user often finds it necessary to

terminate analyses prematurely.

2.4 Evaluation of the Effectiveness of Using the Elemental Structuring

Procedures for Di recting the Structuring Process

The first stage of SRI ’s current research effort on decision structur-

ing consisted of evaluating the degree to which the elemental structuring

procedures and rul es for ordering these procedures (described in Ref. 17)

facilitate the process of developing a decision model . The evaluat ion, which

included several applications to current and past dec is ion problems ,

indicated that the procedures provide useful guidance for translating known

decision factors into a mathematical model for representing the implica-

tions of those factors to the dec i sion. However , the major limitation of 
• -

the procedures was that they failed to provide guidance for identifying

the important factors that should be included in the model .

A structuring process that will be used by individuals without

extensive experience in decision analysis must enhance the creative

abIlity of the user to identify important decision factors. Much

of the effort devoted to structuring a decision probl em appears

19
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to be focused on IdentIfying a complete set of the important variables that

represent the uncertainties and subsequent decisions relevant to the decision .

The necessity of recognizing all of these major factors cannot be over-

emphasized. No amount of model ing or analysis will produce insight into

a decision situation if some of the major factors that affect the decision have

been overlooked. An analysis based on an inadequate representation of a

decision situation probably will produce a suboptima l solution . For this

reason, the research described in this report has emphasized procedures for

identitying critical decision factors. Chapter III shows that the process of

identifying new factors to include in a decision analysis can be -viewed as an ex-

pansion of the structure of an existing decision tree model .
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III DECISION TREE EXPANSION

As discusse d in Chapter II, a decision tree may be thought of as a

graphic representation of a decision model . Because each node in the

tree represents some factor that i s relevant to the dec i s ion, the more

factors that are brought into the model , the bigger the tree becomes.

Thus , the process of Identifying and then organizing factors into a

decision model can be viewed as expansion of a decision tree.

Normally, the analyst will gather all of the information required

to structure the decision tree before assessing the probabilities that

should be assigned to the branches emanating from chance nodes and the

values that should be placed at the ends of the tree. Thus, the tree

is not analyzed until after the major portion of the structuring activity

is complete. An alternative approach, which is described in this chapter ,

is to structure a very simple decision tree and then to analyze that tree

to determine where in the tree additional nodes should be added , what the

nature of those nodes shoul d be, and when and how those nodes should be

added . The result is a systematic structuring process based on the princi-

ple of tree expans ion.

3.1 Princip le of Tree Expans ion

Consider the ONRODA scenario in which a task force commander must

develop a plan for neutralizing ONRODA airfield. The commander ’s deci-

s ion i s between two al ternative courses of action: p lan an ai rstrike or

plan a blockade. A decision analysis of this problem resulted in a deci-

sion tree that is partially represented in Figure 3.

• • 

21 

.



~

-

~~~~~~
- - -

~~~~~ 

- -•-•-•-•
~~~~~

—------—- - - • • ••- - •_- --

U, —

~~

L~1
— ~1I-

1~~~1

t,J I Z I
I —J

u. I  ~~~~~ .~‘ I‘-I ~~~~~~~~~~ I Z U)
I I I ujo

~~~~~ O~~

z

~L. J
0

!L LJ~L~~~~~~~~ I

~iL
PL~5I

- — • ~~~~~~ - .~~ — - • • 
- — - — - . —n-. — • ~- - - - -

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



.— y— ——--
~

• 

~~~~~~~~~~~~~~~~ 
~~~~~~ ••~~~~~~ • — -  —-• ------- - -----------

The purpose of constructing the decision tree of Figure 3 was to

provide a means for estimating the relative value to the commander of

each alternative plan so that the plan with the highest value could

be identified. As descr ibed in Cha pter II, the expected value of an

initial decision In a decision tree is computed by assigning values

to each of the outcomes represented by the terminal points in the

tree and then rolling these values back through the tree. The roll-

back value that is obtained for each initial alternative is then a

measure of the value of that alternative to the decision maker.

Al though the construction of a decision tree tends to be time consuming ,

the effort is justified by the bel ief that the expected values that are com-

puted by rolling back the decision tree are much more accurate esti-

mators than would be produced throu gh as king the dec i s ion maker to

assess the va l ue of eac h alterna tive d i rec tly . The ana lyst usuall y

refrains from asking for direct value judgments on alternatives but pre-

fers to cons truc t them by decomposing the situation into sequences of

decisions and events, which are represented as a decision tree; he then

asks for probability and value judgments for the individual elements of

the tree. This course of action reflects the belief that mechanisti-

call y developed judgments are a more accurate representation of the deci-

s ion maker ’s information and experience than are direct holistic judgments

internally processed by him.

Suppose , however , that the decision maker is asked , prior to the

cons truc tion of the com p le te dec i s ion tree , to prov ide assessmen ts of

the expected values that would be produced for each alternative if the

complete decision tree were developed and solved . Because the decision

23
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maker is understandabl y uncer ta in abou t these val ues , the assessmen ts
would have to be provided in the form of probability distributions .

The value of resolving the uncertainty on the rollback value of each

al ternative coul d then be computed us ing the stan dard Value of

information calculation of decision analysis. Because constructing the

complete decision tree is a means for resolving this uncertainty, the

value computed for resolving the uncertainty on the rollback value for

a given alternative can be interpreted as the expected value of develop-

ing the portion of the decision tree emanating from that alternative.

Thus , the value of resolving the existing uncertainty in the decision

maker ’s estimate of the expected value of an alternative can be inter-

preted as a value of modeling that alternative.

This value-of-modeling concept can be used to provide a systematic

procedure for expanding a decision tree structure. Suppose a simple

but incomplete decision tree is developed to represent some decision

situation. As an exam pl e, su ppose the dec is ion tree shown in Figure 4

is used to represen t the comma nder ’s cho ice between an ai rs tr i ke and

a blockade. The decision tree is incompl ete because it is recognized

that there are significant decision factors that could be represented

as additional nodes and branches in the tree. Identifying these additional

factors and adding them to the tree requires further problem structuring ,

and such structuring would result in expanding the existing tree. For

example , one of the factors that has been omitted from the tree in Figure 4

i s whe ther the Red task force , upon observ ing an a irstr ike launc hed

agains t ONRODA , would immediately attack the Blue task force. Adding

this possibility to the dec~iion tree results in the original tree

24
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Orange
B l ue Reaction

F Attack TF
v = -65

A irstrl ke
V = -43

No
0.75 v = -35

Attack TF
0.1 v -89

Blockade
v = -65

\ No
0.9 v= - 6 2

Figure 4: Simplified Dec ision Tree Represen ting Commander ’s
Cho ice Between A i rs trike and Blockade

• being expanded from the branch labeled “airstrike .” The expanded tree

is shown in Figure 5.

Because an i ncom p lete dec i s ion tree such as that s hown in Figure 4

(or Figure 5) is only an approximation to the complete tree, the rollback

values that appear at each node in the tree are only approximations of

the rol l back values for the corresponding nodes in the complete tree. If

the decision maker has constructed only the simplified tree, he is uncer-

ta in about wha t the rol lback values are for the corres pond ing nodes in the

complete tree. The rol l back values in the simplified tree that have the

greatest need for expansion are those nodes for which the value of resolving

25 -
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• the current uncertainty on true rollback value is the highest. Therefore,

the val ue of resolving uncertainty on the rollback values of each node

serves as an upper bound for the value of expanding that node by adding

— additional nodes to that location of the tree. Thus, the value-of-

modeling concept can be used to recomend nodes in an ex isting dec is ion

tree expans ion.

Chapter IV of this report demonstrates that a rule of expanding the

node in the existing tree with the highest value of modeling may be

used as a means for directing the structuring process. In other words ,

an algorithm for tree expansion forms the basis for a systematic

process for structuring a decision . The tree expansion algorithm

consists of five basic steps. Step 1 is to obtain an estimate for

the uncertainty in the rol l back val ue at each node in the current

decision tree. Step 2 is to compute the value of resolving each of

these uncertainties. Attention is then addressed to the node in the

current tree with the highest value of uncerta inty resolution . Step

3 is to determine the decision sensitivity of each outcome variable

at that node. The outcome variable with the highest decision sensi-

tivity is used as a guide for identifying additional factors to add

to the given location in the tree. In Step 4, factors proposed for

addition to the tree are tested to ensure that their addition will

have some chance of affecting the decision . Finally, in Step 5,

those factors that are verified potentially to impact the decision

are modeled and added to expand the existing tree structure. These

five steps may be repeated until the decision tree has been expanded to

the point that the value of resolving residual uncertainty is low.

27

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - --- .•~~~
• -
~~~~~~~ . ~~~~~~~~~~~ ~~ L _. ~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~ 
-
~f.1:1



w ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

3.2 Concepts and CalculatIons for Impiementing the Tree Expansion Algorithm

The remaining sections of this chapter describe concepts and calcu-

lations that may be used to implement the five steps of the tree expan-

s ion process. The current imp lementation does not represent a rigorous

real ization of the steps described above. A completely rigorous impl e-

mentation of the five steps would not result in a practical structuring

aid for a task force commander, as it would require the commander to

provide a very large number of complicated assessments. The implementation

of the structuring steps that is described below relies heavily on

engineering approximations and heuristics deduced from experimental

• structur ing exerc i ses to obta in a practical tradeoff between accuracy

derived from theoretical completeness and simplicity of use.

Step 1: Obtain Estimates for the Uncertainty in the Rollback Value at

Each Node in the Current Dec ision Tree

The uncertainty the decision maker assigns to the value of the

var ious alternatives that are open to him, after he has seen the roll-

back results from a s imple dec is ion tree model of his situation, is a

measure of his confidence in that model . Thus, the uncertainties

assigned to the rollback values at each node in a current decision tree

should refl ect the decis ion maker ’s confidence in that portion of the

decision model that is represented by the given node In the tree. Un-

fortunately, direct assessment by the decision maker of these uncer-

tainties would be difficult and time consuming , because decision makers

are not accustomed to thinking in terms of roll back values .

Therefore, to implement this step of the tree expansion process a

surrogate distribution Is constructed. The decision maker is asked to

28
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provide estimated outcomes and the worst and best outcomes that he expects

for each terminal node in the existing decision tree. A technique for

obtaining these outcome assessmen ts that makes use of outcome calcula tors

is illustrated in Chapter IV . A value model is used to convert each worst,

estimated, and best case outcome to a minimum , median , and max imum va lue

for each terminal node in the tree. A probability distribution is then

fitted to each set of minimum , median , and max imum values assoc iated with

each terminal node. These distributions serve as surrogates for the uncer-

ta inties in rollback va lue at terminal nodes in the tree. Approx imations
for the distributions on rollback values for any interior node in the tree

may be obtained if one makes some assumptions concerning the probabilistic

dependence among the distributions on rollback values fitted to the

node ’s successor nodes. For s implicity, the current realization of the

tree expansion algorithm assumes these distributions are independent.

Step 2: Compute the Value of Resolving Rollback Uncertainty at Each

Node in the Decis ion Tree

A useful concept for computing the value of resolving model uncer-

tainty is delta, the amount by wh ich the rol lback va lue of a node wou ld

have to change so that another alternative would be preferred at

the initial dec ision node. Figure 6 shows a s imple dec i s ion tree in

which the deltas associated with each node in the tree have been calcu-

lated and displayed. Al ternative A , with a computed rol lback value of

10 units, is preferred to Alternative B, which has a rollback value of 6

units.

The del tas corresponding to each node in the tree of Figure 6 are

obtained by determining the amount by which the value of that node would

29

‘ -~~~~~~~~~~~~~ --.- - - -.~~~~~~~~~~~ .-.. - •~~~~.~~~~~~, • ••



- - - •~~~-- •-•—-- --- -~~

C ,—~~~ v~12

v= 1
C’

c ’ v=7
0.4

D
~~~~ 

d v=5
V .0

B b
v=6

0 2  V 1 O
A 2 0

Figure 6: Decision Tree With Roll back Values and Deltas

have to increase or decrease so that the optimal decision would

be B rather than A. Thus, for example, if the value at the node labeled
“a” were decrease d by 4 units , then the new roll back value for node “a”

would be 6 units, sufficient just to cause a decision switch from A to

B. Similarly, if the value at the node labeled “d” were increase d 5 units ,

to 10, then the new rollback value at node “b’ would be 10 units , which

would be just enough to cause a decision switch. Notice that the sign

of delta indicates the direction of change that Is necessary to cause a

decision switch.

Leal (18-), who refers to the deltas as sensitivity differentials,

has noted that a recursive relation may be used for computing the delta

30
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associated with any node 1. Let A (1) denote the delta associated with

a node 1, and let A (i-1) denote the delta for the node itV the decision

tree that preceeds node i. Then

= ~(i-1) if node I is a chance node
p1 ( 1 )

v(1-1) - v(i) + A (l-1) if node I Is a decision
node

where p1 is the probability along the branch leading from node i-i to
node i, and v(i) and v(i-1) are the respective roll back values at nodes

i and i-i.

If the probability distribution describing the uncertainty in the

true rol l back value is known for a given node in the decision tree, the

value of resolving that uncertainty may be computed from a simple formula.

Let the node have a computed rol lback value equal to v and delta equal

~~, and let 1
~a 

be the product of all of the probabilities along

the path leading to node i. If the node lies along a path that contains

no nonoptimal decision branches (branches without arrows), then the va l ue

cf resolving the uncertainty In the true rollback value of the node is

V P p a(v+A m), (2)

where

P = Prob [true rollback value < v + A]

Is the probability that the true rollback value will be found to be less

than v + A,and m is the conditional mean of the true roll back value given

that It is less than v + A. If the node lies along a path that contains

nono ptimal decis ion branches , the value of resolving rollback uncertainty
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at that node Is

V _Q Pa ( V 4 A _ n ) , (3)

• where

Q = Prob [true rollback value > v + A]

is the probability that the true rollback value will be found to

be greater than v + A , and n is the conditional mean of the true

rollback value given that it is greater than v + A. Equations (2)

and (3) are derived In the Appendix. By using Equations (1), (2),

and (3) the value of resolving roll back uncertainty may be computed

for each node in a decision tree, and the node with the highest value

of resolving rollback uncertainty may be identified .

Step 3: Determine the Decision Sensitivity of Each Outcome Variable

Once a node with a high value of modeling has been found, the next

step is to identify factors that may be used to expand that node. To

facilitate the identification of factors to bring into the decision tree,

the outcome variables are ranked according to the likel ihood that reso-

lution of their uncertainty will indicate that the current best Initial

decision Is no longer optimal.

Suppose a linear multiattribute value model

v (x l,x2,...,xN ) a l xl + a2x2 + ... + aNxN

is used to estimate the value of an outcome vector (xj,x2,...,xN). In

Step 1 the decision maker has been asked to assess worst, estimated, and

best case outcomes for each outcome variable , ç 1, at each terminal node

in the decision tree. Therefore, through the rollback procedure, worst ,
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estimated , and best outcomes, xmjn ~ ~~~~ 
for eac h outcome var iabl e

may be obtained at each node in the tree. If all outcome variables

except x 1 were held constant at their estimated values , a change in x 1 of

would be sufficient just to cause a decision switch. If A is positive ,

x1 woul d have to increase to cause a decision switch; if A is negative , x.

would have to decrease to cause a decision switch. The quantity

aj(x i,~ x
_
~i) If A>O

r1 aj(x jmin_x i) ~ A<O
A

gives the fraction of the change required for a decision switch that

is possible through the resolution of the uncertainty on that outcome

variable. The larger this number, the more likely resol ution of the

uncertainty in this outcome variable is to cause a switch in the indicated

optimal decison.

Step 3 is to compute the ratios ri for each outcome variable and then

rank the outcome variabl es according to the magnitude of ri . To facili-

tate the identification of additional factors to bring into the decision

tree at the node under cons ideration, structuring activity is focused on

resolving the outcome uncertainty that is associated with the outcome

variabl e with the highest ranking. This permits the discussion to focus

on identifying factors that resolve the uncertainty most relevant to

the optimal decision. The example application (Chapter IV) illustrates

the manner in which the ranking of the outcome variables can be used

to generate questions for Identifying factors for addition to the deci-

s ion tree .
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Step 4: Verify That Factors Proposed for Addition to the Decision Tree Have

Some Chance of Impacting the Decision

The process of representing dec i sion factors as nodes in a dec is ion tree,

although relatively straightforward , is time consuming. Sensitivity analyses

of decision trees often show that many nodes In the tree could be

eliminated without affecting the solution. Thus, it is worthwhile

to verify that factors proposed for addition to the tree have some

chance of impacting the optimal decision before major effort is spent

to include these factors in the tree. Step 4 tests factors proposed

for addition to the decision tree to verify that the addition of these

factors has some chance of indicating a change in the optimal dec ision.

For a chance node added as a predecessor to an existing node

in the tree to affect a decision , it must include an event outcome that

produces a rollback value at the existing node that exceeds the

current rol l back value of the node by more than delta. Furthermore ,

the probability of the event must be sufficiently high that the event

has some impact on the decision. To test these conditions , the prob-

ability of an event proposed for addition to the decision tree is roughly

estimated. Because it is not necessary that this estimate be precise,

it should be possibl e to obtain this assessment fairly rapidly from the

decision maker. The test consists of estimating the impact the event

woul d have on the poss ib le outcomes and then ca lculating the probab ility

of the event that would be required to switch the optimal decision .

Let (xj ...~x~)1~ ~~~~~~~~~~ etc., be the extreme effect that the oc-

currence of the event could have on the outcome vectors associated wi th

34 
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terminal nodes in the tree lying on paths leading from the node, and let v ’

be the rollback value implied by these outcomes . Then the required prob-

ability for a decision switch is

~r v ’~v 
(4)

If the required probability is much higher than the estimated probability ,

model ing the event and adding it to the decision tree will clearly not

affect the decision . On the other hand , if the required probability is

in the neighborhood of the estimated probabi lity , or lower , modeling the event

may impact the decision , so it should be added to the decision tree.

Step 4 obta ins est imates of the wors t case outcomes ( if node is on
path from current best initial decision) or best case outcomes (if node

is not on path from the current best initial decision) that could conceiv-

ably result from the occurrence of the event under consideration for addi-

tion to the tree. If the worst case outcomes are being considered , contingency

plans are sought that could be employed that would mitigate the effect of the

event on the decision outcome. The required probability necessary for the event

to cause a decision switch is then computed from Equation (4) and

compar(~d to the estimated probability of the event. If it is less than the

estimated probability , the event and any related dec is ions are ver ified as

potentially impacting the initial decision and recommended for addition to

the tree.

Step 5: Expand the Deci sion Tree to Incl ude Those Factors That Are

Verified as Potentially Impacting the Decision.

Once an event or an event pl us additi onal dec i s ions has been

verified as potentially impacting the initial decision , they should be modeled

and added as additional nodes to the decision tree. The formal steps that
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an analyst goes through to represent a factor as a node in a decision tree are

discussed in the literature.* Briefly, the appropriate node type for

representing the factor is first determined. If the factor is a decision ,

then it is symbol ized by a decision node. Events are indicated by chance

nodes. Next, a l ist of alternatives or event outcomes, as the case may be,

is identif led. Each element -In the list is to be represented by a branch

emanating from the node. Normally, the alternatives or outcomes are

defined so that the number of possibilities is relatively small (between

2 and 5) to avoid causing the tree to grow too large. In some cases this

may require a discretization or an aggregation of a much larger number of

possibilities , but, unless it Is necessary to distinguish between very s imil ar

al ternatives, this generally introduces a littl e error into the analysis.

The definitions of the alternatives and outcomes must be expressed in an

unambiguous manner and such that the possibilities are mutually exclusive and

form an exhaustive set. If the factor is an event, probabilities must be

assessed for each possible outcome to the event. A process for

assessing event probabilities is described in (1-9). In addition , several

~ornputerized decision aids for assessing probabilities have been developed

and implemented. (12 , 20).

*See for example pp. 162-162 and pp. 246-254 in Ref. 8.
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I
IV A STRUCTURING PROCESS BASED ON THE DECISION TREE EXPANSION ALGORITHM

The decision tree expansion algorithm described in Chapter III forms

the basis for a systematic process for structuring a decision tree model

of a task force commander ’s decision situation. This chapter describes

and illustrates this structuring process.

4.1 Overview of the Structuring Process

The decision tree expansion algorithm is an important part of the entire

decision structuring process. Figure 7 illustrates as a flow chart a structuring

process developed around the concept of decision tree expansion. The boxes in

the chart represent identifiable functions that must be carried out to complete

the structuring process. The arrows connecting the boxes indicate the

order in which these functions are performed . The loops formed by arrows

around some of the boxes indicate that the corresponding functions may

be repeated several times before structuring is complete. The various

functions that ma ke up the structuring process are descr ibed below.

4.1.1 Decision Bounding

*Once a decision is recognized , the first step in the structuring

process consists of bounding the decision. In particular , it is necessary

* The step of recognizing the need for a decision is not as trivial as it
sounds. Often, dec is ion makers proceed al~ig a certain course of actionwithout realizing that they should at least consider alternative actions.
This is especially true in organizations where things are done “by the
book.” While recognition of a decision problem log ically precedes the
structur ing of that problem, decision recognition is beyond the scope of
thi s research.
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Figure 7: Flowchart of Structuring Process
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to specify the alternatives available to the decision maker. This is an

• - important step because no amount of analysis will lead to the selection of

an alternative if it has not been included in the analysis. Unfortunately,

little is known about the process of defining alternatives . Limited

research in this area indicates that the process of defining new alter-

natives can be encouraged by involving several individuals with different

points of view in the decision-making process, by trying various brain- .

storming techniques , and by using morphological methods (21, 22, 23, 24).

• Few of these techniques , however , have been developed to the point that

• they could be employed as decision aids to help a task force commander

wi th this part of the structuring process.

Another aspect of bounding the decision is specifying decision outcomes

of importance. In other words, an identification is made of the possible

outcomes of concern to the decision maker that may make it desirabl e to

choose one alternative over another. A task force comander typically

woul d be conc erned w ith outcomes suc h as the number of men, aircraft, and

ships lost in a particular operation , and the extent to which his objectives

are achieved. The most common reason for a decision maker to fail to accept the

recommendations resulti ng from a dec i sion analys i s is that one or more of 
I 

i

the outcomes of importance to him was not included in the analysis. This

typically occurs when the outcome in question involves a quantity that is

difficul t to quantify , such as the value of human life or the political

importance of achieving certain objectives. If the structuring process is

to result in a comprehensive decision model , it is important that as many

significant outcomes as possible be identified and included in the structure.

4.1.2 Value Model

A necessary task in Figure 7 is the development of a preliminary

value trade-off model . When individuals carry out the structuring
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process intuitively, they rarely assign quantitative values to the

important outcomes. This is an adequate procedure when the structuring

is intuitive , but some type of prel iminary , quantitative value model

is needed if an automated decision aid is to assist in the structur-

ing process.

The purpose of constructing a preliminary value model is to

provide a basis for developing the model structure and ensuring that

all of the important aspects of the probl em are included in the model .

A relatively simple value model will suffice for this purpose. Typi-

cal ly, this means that each outcome measure is assigned a weight , and

the resulting quantities are added to produce a linear value function .

4.1.3 Define Preliminary Model Structure

The next phase in the structuring process is to describe a pre-

liminary model structure based on the commander ’s initial understand-

ing of the problem . It may not always be possibl e (and it is not

essential for the operator of the structuring process) for the deci-

sion maker to specify a preliminary structure. However, task force

commanders have considerable experience wi th decisions needed to

carry out the mission of the task force. A structuring process that

does not make effecti ve use of a commander ’s intuition and experience

would be relatively inefficient and unlikely to win his confidence .*

* There is , however , a risk inherent in asking a decision maker to define a
prelimin ary model structure. Development of a preliminary model may cause
him to anchor his thinking on one particular model structure and make it
difficult for him to accept revisions to that structure . Additional re-
search is necessary to indicate the proper way to elicit a prel iminary
model structure without encouraging the decision maker to anchor his
thinking.
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The information that can be suppl ied in this phase of the structuring

process includes the sequence of events that the decision maker expects to

• occur if he selects var ious al ternatives and the manner in wh ich the var ious
• events in his scenarios depend on each other (e.g., Event A i s very unl ikely

-
~~~ unless Event B occurs). Another useful piece of information that a decision

maker could supply at this point is the sequence of information states that

he expects to occur for each of his scenarios. This means that he would

expl ain how much he expects to know about the occurrence of uncerta in events
at different points in time. Once a decision maker has prepared a pre-

liminary outline of a decision model , it should be put in a form that can

be modified easily during the subsequent steps of the structuring process.

4.1.4 Expand Dec is ion Model

The two major phases of the structuring process involve the expansion

and contraction of the model structure . The expansion phase is relatively

difficult to perform because it requires one to deal wi th potential model

elements that are not wel l -defi ned . However, expans ion i s an essen tia l

element of the structuring process if the resulting decision model is to

be comprehensive . The tree expansion algorithm descri bed in this report

focuses on expansion because this phase of the structuring process is most

in need of deve lopment.

As part of the expansion algorithm , the decision maker is asked to

estimate the outcomes that woul d occur under certa in scenar ios. To do

so , he may find it useful to make use of a ~restructured outcome calcu-

lator. Both the preliminary value model developed in the initial stages

of the structuring process and any available outcome calculator are

important Inputs to the expansion algorithm.
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The decision structure is expanded by identifying new events of

importance. A comander may wish to be alerted whenever one of these

events occurs . Thus , it may be desirable for an automated aid to keep
• track of some of the new events and alert the dec i s ion maker whenever

• information is received indicating that one of the events has occurred.

For thi s reason , Figure 7 shows alerts as outputs of the structuring
process.

Whenever the structure of a decision model is revised, either through

expans ion or contraction, the new vers ion of the model can be used to update

the model soluti on and recommend a course of action . Having updated solu-

tions to the evolving decision model is especially important when the time

ava i lable for analys is is uncerta in. One useful feature of the expans ion

routine described in this report is that it constantly produces an updated

estimate of the best decision alternative .

4. 1 .5 Contract Dec i s ion Structure

There are a variety of ways to test the importance of existing model

parameters and to contract the model to eliminate those that are relatively

unimportant. Typically, model contraction by elimination of less signifi-

cant parameters is accomplished through sensitivity analys is or a ca l cula tion

of the value of information associated with each model variable. A more

s ignificant type of model contract ion occurs , not when model parameters are

el iminated, but rather when they are grouped together according to similar

characteristics and combined into a smaller number of aggregate parameters.

Thi s type of model contraction is harder to accompl ish because it requires
a more complete understanding of the nature of ex ist ing model parameters .
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• However , It may be possible to design automated decision aids to assist

with the consolidation of existing model parameters. Parameters could be

grouped by categories , such as the direction in which they influence the

dec i s ion maker ’s choice of alternatives , their affect on var ious outcome

measures , and their affect on the likel ihood of other variables or events.

Variables that fall into roughly the same categories for each of these

methods of classification would be candidates for consolidation into com-

posite variables . Although the decision structuring algorithm described

in this report does not deal with the contraction of a decision model , it

could be extended to include this capability .

4.2 The Dec is ion Tree Expans ion Al gorithm as a Component of the Structuring

Process

Figure 8 shows how the decision tree expansion algorithm of Chapter III

might be implemented as a computer aid to assist a task force comander in

• the model —expansion phase of decision structuring. The figure distinguishes

between those structuring functions that require human judgment and , there-

fore , must be performed by the staff (shown in boxes with right-angled

corners ) , and those functions that the computer can perform independently

(shown in boxes with rounded corners). Outcome calculators and a value

model , al though requiring subjective assessments, are not specific to any

decision . As described earlier , these can be developed before the time

• they are needed and suppl ied to the structuring process as prestructured

models. Outcome calculators and the val ue model are shown in six-sided

boxes .

The process starts at the top of the flow chart . It is assumed that

the staff, with guidance from the commander, has identified alternatives for
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-~ AND RANC.E OF UNCERTAINTY ~~~~~~~~~~~~~~~~~~~

VALUE MODEL

n- --- -  --------~~~~~

STEP 2/ COMPUTE EXPECTE D VALUE I 
~ PRELIMINARY

(UTILITY) OF EACH ALTERNA TIVE ~ “ SOLUTIONS,
/

~
VALUE OF ADDITIONAL

COMPUTE VALUE OF RESOLVING RESIDUAL ‘ MODELING LOW
UNCERTAINTY AT EACH NODE IN CURRENT
DECISION TR EE MODEL (ID~NTIFIES AREAS

OR POTENTIAL EXPANSION
L - 

DETERMINE DECISION SENSITIVITY OF
EACH OUTCOME VARIABL E AND USE RESULTS

STEP TO GENERATE QUESTIONS TO HELP IDENTIFY• I IMPORTANT EVENTS AND DECISIONS TO
BE ADDED TO GIVEN MODEL AREAN_ _ _ _ _ _ _ _ _ _

EVENT FAILS
____________________________ TEST

r~~~~~~~
JL

EVENT TESTING 
— 1STEP 4

________

~~

________ CHECK WHETHER MODELING
POSED EVENT MAY IMPA~~I

S ‘~~ROPOSE EVENTS FOR 1 PRO 
DEC ISION ILADD IT ION TO MODEL I ___________________________

(~~ CHARACTERISTICS REQUIREb ’\’
L~~ L~~

E
~E!1I~~

AY IMPACT DECISION)
SETNO EVENTS

FOUND

______________________________________________________________________________________ 
____________________________________________________________________ 

EXPAND MODEL TO INCLUDE j

L_ ~~~~~~~~~~
_

EVENT AND RELATED DEC~~ IONS 

— — —

FIGURE 8: FLOW CHART OF DECISION TREE EXPANSION ALGORITHM SHOWING TASKS FOR

STAFF: , COMPUTER :~~~~~ , AND PRESTRUCTUR ED MODELS~~~~~~
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• analysis and specified the outcome variables of importance. The first step

is to estimate outcomes and assess a range of uncertainty for the outcomes

anticipated to result from the choice of each alternative under analysis.

Outcome calculators may be used to help generate these quanti ties, but it is

important that the uncertainty ranges used accura tely ref lect the commander ’s

confidence in his estimates.

The function of the computer is to provide three basic calculations.

It computes the expected value of each alternative. It computes

the value of resolv ing res idual uncerta inty at each node in the dec is ion

tree, thereby Indicating areas for clarification or expansion . Finally, the

computer generates questions to help identify events and decisions not

included in the current model.

Using the computer-generated questions , the staff and the task force

commander propose events for addition to the decision tree model . The com-

puter then calcula tes the probabilities that the proposed event would have

to possess if its inclusion in the model is to affect the decision. The

staff compares the estimated probability of the event with the required S

probability and decides whether effort should be devoted to adding the new

event to the model . If the event passes the test, the tree is expanded to

include the event and any related dec i s ions. After expans ion, the process

is repeated. The structuring process terminates if the value of resolving

the remaining model ing uncerta inty is low or if additional dec is ions or

events cannot be proposed for addition to the decision tree.

4.3 Illustrative Application of the Structuring Algorithm

In this section we describe an illustrative application of the deci-

sion tree expansion algorithm to a decision taken from the ONRODA scenario.
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As described in the scenario, a Blue task force comander has been ordered to

prepare a plan for neutralizing Orange forces on ONRODA Island so as to defend

Grey. The decision analyzed is whether Blue should plan to neutralize ONRODA

with an airstrike or through the construction of a blockade between ONRODA and

the Grey mainland .

4.3.1 The Structuring Process from the Viewpoint of the Commander

The commander and hi s staff each see the structuring process from

different v iewpoints : the staff must be concerned with detai led aspects

of the process, the commander need not. We first illustrate how the struc-

turing process appl ied to the ONRODA example would appear to the commander

and then how the more deta i led elements of the procedure woul d appear to

the staff.

Table 1 shows the Interaction that might occur between the commander

and a staff member who is supported by the computerized structuring aid.

The boxes on the left side of the table point out where In the dialogue

reference is made to the specific functions of the tree expansion algo-

rithm shown in the flow chart of FIgure 8.

Staff begins by reviewing with the comander the staff’s preliminary

analysis and the outcome estimates for each alternative. Outcome calcula-

tors can be used to help produce the outcome estimates. The commander

then has the option of revising or modifying these estimates. When the

commander agrees with the outcome estimates, the computer displays the

expected value of each alternative and Indi cates that there is a high value

to analyzing the possibility that the outcome of an air strike may be less

favorable than estimated. In particular , the computer directs staff to ask

whether there are potential events that could cause aircraft losses to be
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TABLE 1:
SAMPLE DIALOG BETWEEN TASK FORCE COMMANDER (TFc) AND

STAFF MEMBER SUPPORTED BY COMPUTERIZED STRUCTURING AID

STAFF : Sir, you ’ve seen the preliminary analysis
of the air strike and blockade alternatives.

you want to make any changes to the
outcome estimates made by the outcome calculators

[Uti MATE EXPECTED oui:opU TFC : Yes , there are several estimates I can ’t

say I ’m going to lose between 7 and 10L~~~~RAIS1
,
~

OF UHCERTA NTY ~~ ~~~~~~ agree with . To begin , the butcome calculators

F-14’ S if I run a four day strike. I think

EXPECTED VALJ E that es t imate may be high . Let ’ s make it
LITY OF EAO4 ALTER~~TIVE between 1 and 8 with a best estimate of 3.

X[so, I want to change the estimated range

INC. RESIDUAL~~~~~~~~~~~~~~~~ 

ship damage
With the revised outcome estimates air

£ VAI.UE OF RESOLV
IRICERT INTV IN EACH AREA OF CURREND
(

~~~~~~~ ID~NTIFIES AREAS FO~ POTENTIAL 
~~~ strike has an estimated value about T5%

\j~!ANSIOW’ ~
9

~~er than blockade , but there is ~~Eigh
va ue to analyzing the possibilitY that
the outcom e s to an air str ike ma~ not be

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  ~i favorab le as we have estimate . What
/Iii ~IATE QUE ST I ONS TO HE LP IDENT I~~~~ ~~iiId cause our aircra ft losses to

I~~ORTANT EVENTS AND DEC15 ONE 
TO

\!~ 
ADDED TO GIVEN MODEL AREA ~~~ ii~ii~h higher than we have es t imated?

TFC : A number of things might cause us to have
higher than expected air losses , but I

_ _ _ _ _ _ _ _ _ _ _  can ’t see how I could lose more than at
fri~POSE EVENTS FOi~ most a dozen F-l4S and several A— 6 s
~~ Oi!i0N~~

0 ~~~~~~~~~~~~~~~~~~ 

ST~~~~~~ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

and A-7s.
Then , how about ship losses?

TF?~-.~~~We].1, a Red attack on the task force could
cause us to have higher ship losses than
our estimated values. There is mor e risk S
óUa Red attac k under the air str ike alter- 

EVENT TES T I NG na tive than under the blockade alter native .
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

I
[~~ iCK WHET HER MODELING I
1 PROPOSED EVEN T . STAFF: How likely is it that Red would att ~ ç~
_ _ _ _ _  _ _ _ _ _ _  ~~~~~~~ following an air strike on ONRODA?

1~~~~~ RA CT ERIST ICS ~j~~iREF ’
EVENT MAY IIMPACT DE~!!!& 

: Maybe , 15%.
STAFF:...~HoW serious might our ship losses be?

TFC : I don ’t expect i t,  but we could lose a
cruiser , maybe even disable one of the
carriers.

(=
_Ji~~~ D M O t T O INC~~ il_ STAFF:....All right , according to the computer we better

add this possibility to the analys is. . .
1.~VENT AND DELATED DECISIONSI
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TABLE 1:
SAMPLE DIALOG (CONTINUED)

( COI~~U~E EXPECTED VALU~~~~~~\
_________________ 

Now that we ’ve explicitly included(uTILITY, OF EA
the risk of a Red attack in the analy-

CII ALTERNATIVEJ...._ S~ ’A~’P~~~

,,

~ 

_________________________________________

sis, the results still show air stri)çe
____________________ to be the superior alternative. However,

/tOIeUTE VAI.UE OF RESOLVING RESIDU*I”( UHCERT4IUTY IN EACH AREA OF CUHNENT )~~ ~~~~~~
_....we should consider whether our estimate

MODEL UD~NTIFIES AREAS FOR POTENTIAL ________________________________________________________

\EX~~NSION, 
of the risk of initiating a Blue—Re d
war under the air strike alternative
is satisfactory. Can we think of anv

_____________________ 

event that might cause the risk of Dlue-
/ëENEUTE QUESTIONS TO HELP IocNfW~\ ~~~~ — Red war following the ait strike to b~

IP ORTANT EVENTS AND DECISIONS TO
\D~~ADDED TO GIVEN MODEL AREA 

much higher than the 1% chance we have
assumed ?

TFC: Red wants to prevent my striking
ONRODA air field . Suppose they land

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
hospital plane there. I could tell

[ADDIT ION TO MODEL J my pilots not to hit that plane,but

~ chances are it will get hit. That
could give Red just the excuse they
may be looking for. They haven ’t done
it yet, but it could be an effective
move on their part.

________________ STAFF: We better add that possibility to the

~~5 

EXPAND MODEL TO INCLUDE I 
~ analysisVENT AND RELATED D€CISIOIISJ

STAFF : Now that we ’ve explicitly included
the possibility of Red landing a
hospital plane on ONRODA air field ,
the results show that the best strategy
is to plan for the air strike. If
between now and the initiation of theCOMP E EXPECTED VALUE

IPTILIT~J OF EACH ALT ERMAT IVE strike Red civilian planes are spotted
on ONRODA , we should immediately switch
to a blockade action. The analysisE VALUE OF RESOLVINF RESIDUA L

T41NTY IN EACH AREA CT CURRENT _______________________________________ ____________________—~.-also indicates that the value ofII9NT IF IES ARE
further analyzing this decision is low.SPAIISION 

• 

AS FOR POTENTIAL
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much higher than estimated . When the commander answers that he does not

foresee suc h an event, the computer directs staff to ask about ship losses.

In thi s case , an event -is identified : the possibility of Red attacking the

task force. The staff then tests this event to see if it should be included

in the analysis. The test consists of asking how likely the event is and

how serious the outcome of the event might be. The answers given prompt a

decision to expand the analysis to include the possibility of a Red attack.

When the model has been expanded to include the possibility of a

Red attack, staff informs the commander that airstri ke still appears to be

the superior alternative and that any further analysis should consider

whether the current estimate of the risk of Blue-Red war under the air-

strIke alternative is satisfactory-. Might the risk be greater than 1%? 
5

The comander considers whether events exist that would cause the risk

of war under the airstrike alternative to be significantly higher, The

possibility of Red landing a hospital plane on ONRODA Is suggested ,

The decision -is made to add this possibility to the analysis, When this

-is done, staff reports that the best strategy is to plan for the air-

strike, but then to shift to a blockade alternative if Red civilian

planes are spotted on ONRODA airfield. The structuring aid indicates

at this point that the value of further analysis is low.

4.3.2 The Structuring Process from the Viewpoint of the Staff Coordinator S

Throughout the dialogue summarized in Table 1, staff uses the computer

to build a ser ies of dec is ion tree representations of the commander ’s deci-

sion problem . The computer then analyzes these tree representations, and

the results assist staff in efficiently conducting his dialogue wi th the

commander. The process follows the five steps outl ined in Section 3.2.
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4.3.2.1 Outcome Estimates

The first step of the structuring process is to obtain estimates and

a range of uncerta inty for the outcomes under eac h alternative course of

action. For this problem , dec is ion outcomes of importance were judged to

be own-force losses (various aircraft and ships), the degree of neutrali-

zation of ONRODA forces that is achieved as measured by the number of

potential Orange sorties that could be l aunched from ONRODA following the

Blue action, and the risk of Blue-Red war. An estimate and a range of

uncertainty must be assessed for eac h of these outcome var iables , for the

airstrike alternative , and for the blockade alternative . The assessments 
S

obtained for this example are shown in Figures 9 and 10.

To simplify the process of obtaining outcome estimates, it may be

poss ib le to use prestructured outcome calculators suc h as those being

constructed for the ODA Program by SRI ’s Naval Warfare Research Center.

The Navy has equations for estimating losses and effectiveness under

various battle situations. These equations can be incorporated in out-

come ca lculators . Figure 11 shows the outcome ca lculator that was used

in this analysis to estimate the number of F-14s that would be lost under

the airstrike alternative.

4.3.2.2 Value Model

A value model is needed to help in the identification of important

factors that are omitted from the current model.* Figure 12 gives the

value model that was used in this analysis. The parameters in the value

model represent the relative values of the attributes of the decision

* The development of value model s Is beyond the scope of this research
project.
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IESTIMATE EXPECTED OUTCOMESJ
I AND RAN(~E OF

ALTERNATIVE : AIR STRIKE FOLLOWED BY ORANGE—ONRODA BLOCKADE

OUTCOME RANGE AND
VARIABLE LIKELY VALUE

3

NUMBER OF F~1~4’ s LOST
1 8
0,3

AIRCRAFT - NUMBER OF A— 6’S LOST I
LOSSES 0 3

0.5
NUMBER OF A— i ’s LOST

0 5
0,1

FRACTION OF CRUISER __________

CAPABILiTY DiSABLED 0 0 ,5
SHIP

S LOSSES 0.1
FRACT ION OF CARR IER ICAPABILITY DISABLED 0 0.3

4000
NEUTRALIZATION 1NUMBE

~ 
OF POTENTIAL I

ACHIEVED ~ORANG SORTIES 1000 5000

01
RISK OF JPROBABILITY THAT A I‘1BLUE RED WAR RESULTS 

0.001 0.05

FI GURE 9: OUTCOME ESTIMATES AND RANGES FOR AIRSTR I KE ALTERNATIVES
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ALTERNATIVE : AIR BLOCKADE OF ORANGE FLIGHTS FROM ONRODA TO

GREY S~ 

--

OUTCOME RANGE AND
VARIABLE LIKELY VALUE

5

NUMBER OF F—14’S LOST I
O 7
0

AIRCRAFT NUMBER OF A—6 ’s LOST 1
LOSSES 0

0

NUMBER OF A-i’s LOST Io
0.2

FRACTION OF CRUISER ICAPABILITY DISABLED o 1

SHIP
LOSSES 0.3

FRACTION OF CARRIER 
__________

CAPABILITY DISABLED
0 0,5

DEGREE OF 4000
NEUTRALIZATION (NUMBER OF POTENTIAL I

3000 6000

BLUE—RED fPROBABILITY THAT A BLUE— 
____________

WAR ~RED WAR RESULTS
1/10 000 1/100

FIGuRE 10: OUTcOME ESTIMATES AND RANGES FOR BLOCKADE ALTERNAT IVE
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outcome . For example , in this case an F-14 is judged to be worth about

six times as much to the commander as an A_ 7 .*

4.3.2.3 Identification of Model Areas for Expansion

S Once outcome estimates have been specified , the computer can use the

va lue model to estimate the value of each alternative. Figure 13 shows

the output of the computation as it might be displayed on a screen for

the member of the staff who is interviewing the commander. The estimated

value of the airstrike is somewhat higher than the estimated value of the

blockade: -60 compared with -99. The computer also indicates two other

quantities of interest: del ta, which is the amount by which the estimated

value of each alternative would have to change to cause a switch in the

optimal decision , and the value of resolving the current uncertainty in

the outcome estimates. The computation of the value of resolving uncertainty

in the outcome estimates is carried out as described in Steps 1 and 2 in

Section 3.2. The rule used for directing the structuring process may be

stated as follows: If further analysis is to be devoted to the decision , it

should be directed to that area where resolving uncertainty has the greatest

value. In other words , if time is to be devoted to expanding the decision

5 
tree , it should be expanded first from those nodes with the highest value , S

V , of resolving uncertainty . The value of resolving residual uncertainty

of the airstri ke alternative is 23 units . The value of resolving residual j S

uncertainty of the blockade alternative is 11 units . Therefore, the staff

member is directed to explore the alrstrike alternative further.

+ The value model is such that values are expressed in un-its of “aircraft
equivalents. ” An aircraft equivalent is equivalent in value to an A— 7.
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(~~~ CONPUTE EXPECTED VALUE ~_ _p ~ 
ESTII D

‘~ju1IuTY) oc EACH

/tOMPUTE VALUE OF RESOLVING RESIDUAL ’\
I UNCERTAINTY IN EACH AREA OF CURRENT S

S ( MODEL (IDENTIFIES AREAS FOR POTENT IAL /
\E~~ANS ION)

v = EST I MATED VALUE 

S

S 
= CHANGE REQUIRED TO SWITCH DECISION

S V = VALUE OF RESOLVING UNCERTAINTY

v :_ 6 0
AIR STRI)<i = —39

S V —  23

BLOCKADE = 
-

~~~~ 

S

V =  1].

FIC~JRE i3: DISPLAY SHQ~IING INITIAL DECISION TREE
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To assist in identifying events to add to the deci~I~’n tree, the computer

ranks the outcome var iables accordi ng to how likely they are to cause a dec ision

S switch . This is Step 3 of the process. The results are illustrated in Figure

14. In this case, the computer finds that the number of aircraft lost under

the airstrike alternative could range from 6 to 62 but that the estimated , or

best guess value , is 19.2. The computer calculates that if 58.2 aircraft

were lost, this would be enough to make the blockade alternative prefer-

able , assuming everything else retnains unchanged . The ratio of the maximum

estimated change to the change required for a decision switch is largest

for the outcome var iable “aircraft lost.” Therefore, this variable is

ranked first. Similarly, “ships lost” is ranked second , probability of

Blue-Red war is ranked third , and so forth.

4.3.2.3 Expanding the Existing Model

S Based on outcome variable ranking, the computer generates a ser ies of

questions designed to identify additional factors to add to the decision tree

model . Because aircraft losses was the outcome variable ranked first, the
5 5 

first question asked is: “Suppose you chose the airstrike alternative. Is

there any event that could cause you to lose many more ai rcraft?” Figure 15

S shows how this question might appear on the computer screen. As a bench mark

to help staff judge whether events proposed are of sufficient importance , the

computer indicates that a loss of 58 aircraft would be sufficient to produce

a decision switch.

In thi s case , the commander is unable to think of any single event that

coul d cause him to lose many more a i rcraft. Therefore, a s imi lar question

based on the outcome variable with second highest ranking , sh ip losses , is

posed (Figure 16). In this case, the commander is able to define an event
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~‘~~ NERATE QUESTIONS TO HELP IDENTIF?\
IMPORTANT EVENTS AND DECISIONS TO

\!E ADDED TO GIVEN MODEL AREA

£1

SUPPOSE YOU CHOSE THE AIR STRIKE ALTERNATIVE . IS THERE ANY
EVENT THAT COULD CAUSE , , , . ,

. . .YOU TO LOSE MANY MORE AIRCRAFT?

(A LOSS OF 58 AIRCRAFT EQUIVALENTS WOULD BE SUFFICIENT TO PRODUCE
A DECISION SWITCH)

NO

F1GuI
~ 

15: FIRsT ~JESTICt4 DEsIci~c TO UNCCNER FACTORS REL.EVNT ~ro DEcIsION
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,4INERATE QUESTiONS TO HELP IV(N11F1\
I II~~ORTANT EVENTS AND DE CISION S TO
~~~~N*IID TO GIVEN MODEL AREA -

PROPOSE EVENTS FOR I
ADDITION TO MODEL J

S 

~~~~~~~~OSE YOU CHOSE THE AIR STRIKE ALTERNATIVE , IS THERE
EVENT T~1AT COULD CAUSE,,,

A LAR GER FRA CTI ON OF YOUR SH I P S TO
5 BE DiSABLED?

(~ SHIP EQUIVALENTS DISABLED WOULD BE SUFFICIEIT TO PRODUCEA DECISION SWITCH)

I YES I 
-

WHAT DO YOU WISH TO CALL THIS EVENT? 
S

S I RED ATTACKS TASK FORCE1

FIGURE 16: SECc~1 ~JESTICt4 DESIGNED TO IJNCCNER FAcToRs RELEVANT TO DECISION
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5 that could result in the loss of a much larger number of ships , and that

event is “Red attacks the task force.”

Now that a potential event for addition to the analysis has been

identified , the next step, Step 4, Is to test whether includ ing that event

in the decision tree might affect the decision . The current indication is

that the airstrike is the preferred alternative. It would be inefficient

to include the possibility of a Red attack in the analysis if there is no

chance that it w ill affec t the dec i s ion. The f i rst test is to see whether

information that the event w ill occur causes the commander to choose the

bl ockade alternative. This test is illustrated in Figure 17. If the

event passes this test (i.e., a “Yes ” answer is provided), there is still

no reason to add it to the decision model unless the event has both a high

enough probability of occurrence and a suff ic ient effect on outcome to have 5 

-
~

some chance of changing the decision . Thus, the second test is required to

see if the event is sufficiently likely and important. The method described in

Step 4 of Section 3.2 is one way of performing this test. The test con-

sists of estimating the outcome that would result if the event were to

occur, and then computing the probability the event would have to have for
the commander to switch decisions. If , when the worst possible outcomes

are estimated , the required probability of the event necessary to cause

the decision to switch converges to a value below the estimated probability

of the event, then that event shoul d be added to the dec i s ion model .

This process is illustrated in Figure 18. The commander

estimates the potential damage to his carriers under a Red attack. If this S

were the only outcome of a Red attack , the probability of attack required

to cause a decision switch would be higher than the estimated probability .
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[~HEtK WHETHER MODELING
PROPOSED EVENT I’AY IMPACT

DECISION I
1
1~~~ ARAC TERISTICS REQUIREDI~SJF EVENT MAY IMPACT DECI S IO~ .)~L — — — - -ì 5

1 rEVENT PASSES 
S

,UTEST

- -

SUPP OSE YOU KNEW FOR SURE THAT IF YOU CHOSE AIRSTRIKE RED
J WOULD ATTACK THE TASK FORCE . WOULD YOU THEN PREFER THE -

BLOCKADE ALTERNATIVE? 
5

[YES I

SUPPOSE YOU AIRSTR~I<EJ WHAT IS THE PROBABILITY OF “RED
ATTACKS TASK FORCE ( S

[ç~.15]

FIGURE 17: PRELIMINARY TESTING OF P~oPosc) Ev~m~ S
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I FtH€Ck WHETHER MODEL IÜ~ 1 I

I PROPOSED EVENT MAY IMPACTI
L... DECISION

1
f

5-S5
~i~AR~AC1ERISTICS REQU IRE~~”~I(j~ EVENT MAY IMPACT DE~~~~~ N

L~~~~— — — . 1 
I EVENT PASSES
I TEST

SUPPOSE ThE ALTEI~
NATIVE AIR STRIKE IS CHU3EN

I AND THE EVENT ‘RED ATTACKS TASK FORCEh OCCURS1
I WHAT I S TUE VIORST POSSIFLE OUTCOME YOU MIGi—IT

I EXPE CT FOR EACH OF THE F0LLOWIHG?

I WORST PJ~SIBLE OUTCOME

I PRI OR G IVEN RED ATTA CKS
ESTI~ATE TASK FORCE S S

I SHIPS DISA3LED CV 0.5 Jj~ JI CG 0.5

I PROBABILITY OF BL’JT!—RED 0.05
I WAR
I POSSIi~LE ORAN GE SORTIES 5000

I A I R CRAFT LOST F—1~ 8
I A— 6 3 5

A-7 5

(REQUIRED EVENT PROBABILITY = 0,22) 
5

(E STIMATED EVENT PRO~3A’~ILITY 
= 0.15)

FIGURE iSA : TESTING ThE IMPORTANCE OF ThE PROPOSED EvENT S
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I [~~~~Ck WHETHER MODELINil
PROPO SED EVENT MAY IMPA CTI

DECISION

CHARA CTERIS TICS REQU IRED ”
~ 

S

~ F EVENT MAY IMPACT DEç~~~~N 
5 

-J

I I EVENT PASSES
,~J,TEST

SUPPOSE TilE ALTERNATIVE AIR STRIKE IS CHOSEN
Ai4D THE EVENT “RED ATTACKS TASK FORCE” OCCURS1
WHAT IS TilE WORST PQSSIF,LE OUTCO~4E YOU ,II GHT
EXPE CT FOR EACH OF THE FOLLO W I :4G ?

WORST POS SIBL E OUTCO ME

P R IOR G I V E N  R ED ATTA CKS
EST I MATE TASK FORCE

SHIPS DISABLED cv 0 .5  1
CG 0.5 51

PROBABILITY OF BLUE—RED 0 .05
WAR
POSSIBLE ORANGE SORTIES 5000
AIRCRAFT LOST F— 14 8

A-S 3
A-7 5

(REQUIRED EVENT PROBABILITY = 0.20 )
(ESTIMATED EVENT PROBABILITY = o. is)

FIGURE ].8B: TESTING THE IMPORTANCE OF THE PROPOSED EVENT (CONTINUED)
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ii EVENT PASSES
,~J,TEST

SUPPOSE THE ALTERNATIVE AIR STRIKE IS, CHOSENI AND TUE EVENT ‘RED ATTACKS TAS K FORCE ’ OCCU RS,
J W HAT IS THE WORST POSSIrLE OUTCOME YOU ~1IGHT

I EXPECT FOR EACH OF THE FOLLOW IHG ?

WO RST POSSIBLE OUTCOME
I PRIOR GIVEN RED ATTACKS
1 ESTI IATE TASK FORCE

- I SHIPS DISA3LED cv 0.5 1
I cG 0.5 1

I PROBABILITY OF BLUE—RED 0.05 1 0.05 1
POSSIBLE ORANGE SORTIES 5000
AIRCRAFT LOST F—1~ 8

A— S 3
A-7 5

L 

WAR

(REQUIRED EVENT PRODABIL ITY = 0.15) 5

(ESTIMATED EVENT PROBABILITY = o.is)

— EVENT MAY IMPACT DECISION —
.5—

FIGURE 18c: TESTING THE IMPoRTANCE OF THE PROPosED EVENT (CCNCLWED)
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It would not be an event of sufficient probability to affect the decision .

As additional outcomes are obtained , however , the event begins to look more

serious , and probability of attack required for a decision switch approaches

the estimated probability . In this example , the event is verified as poten-

tially impacting the decision (Figure 18). Therefore, a decision is made

to add to the decision tree the possibility of Red attacking the task force.

Step 5 -is to carry out the modeling exercise necessary to represent
S the event of a Red attack as an additional node in the tree.

The process used to conduct Step 5 is the decis ion analys is model ing

process descri bed in SRI ’s previous report on decision structuring (11)- .

The objective of the modeling exercise is to develop one or more chance

nodes to represent the event that is to be added to the tree.

To do this , staff works with the coninander (or expert designated by the

commander to provide the probability estimates for the event) to estab-

lish a definition of the event under consideration that is meaningful ,

complete, and of the appropriate size. Meaningfulness requires that the
*event be unambiguously defined and expressed in terms or units that are

convenient for the Individual providing the assessments. Completeness

and appropriate size mean that all possible outcomes to the event are

uniquely represented by a small number (2 to 5) of branches emanating from

the node,

* A useful test to indicate whether an event is unambiguously defined is
to ask whether a clairvoyant could reveal the outcome of the event

S without requesting additional clarification . For example , “weather
conditions at time of attack” is ambiguous because the clairvoyant would
need to know the geographical location , time, and date for which the
information was requested.
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For this example , the deta i led model ing exerc ise was carr ied out v ia

discussions between the analyst and the individual playing the part of the

S task force commander. Key resu l ts are summarized bel ow :

• The estimated probability of the event of Red attacking the task

force in the case of the airstrike alternative was revised from

the initial probability of 0.15 to a probability of 0.04 after the

event was defined more precisely.

• It was determined that Red might also attack in the case of the

blockade alternative . The probability of Red attacking the task

S force in the case of the blockade alternative was assessed to be 0.01.

The modeling exercise is concluded by obtaining an assessment from

the commander of the estimated values and ranges for expected a i rcraft

S 

and shi p losses , possible Orange sorties, and the risk of Blue-Red
S war under the assumption that Red attacks the task force and under

the assumption that Red does not attack. With these new outcome

S estimates, the computer has all the information it needs to expand the
5 

- decision tree and to compute the value of resolv ing the rema ining

outcome uncertainty at each node in the tree (Figure 19). We see that

airstrike still has the highest expected value (-39 compared with -62

for the blockade). Therefore, if the analys i s were ended now , airstrike

would be the recommended alternative . The computer also shows that there

is now somewhat less value to resolving remaining outcome uncertainty,

but that if additional analysis is conducted it should be devoted to

resolving outcome uncertainty in the airstrike alternative (or for the

specific case of an airstrike without a Red attack).

S - - - S S S 
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CONPUJE EXPECTED VALUE
~~~~~~~~~~~~~~~~~~~~~~~~~~~~

,‘~OMPUTE VALUE OF RESOLVING RESIDUA i~~\( UNCER TA IN TY IN EACH AR EA OF CURR ENT \
I, MODEL (IDENTIFIES AREAS FOR POTENTIAL J
\SEXP~ NS ION)

v ESTIMATED VALUE

/ = CHANGE REQUIRED TO SWITCH DECISION
V = VALUE OF RESOLVING UNCERTAINTY

v : — 1 37
I RED ATT CKS ~ =

I 0 . 04  V 0

I A
I v :~~~39

I ~~~
:-

~~ 
_~~~ :~

I 
— 0~~~° ~

I v —157
I RED AT A S 230

L 

0.01 V = 0

B OCKADE
v — 62
t~ 23 V —62
V 6 \ Il 

~~~~: 23
0 . 9 9  V : 6

FIGURE 19: EXPANDED DECISION TREE
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4.3.2.4 A Second Iteration

Exactly the same process is used to expand the tree further.

This time , when tie rank the outcome variables according to the likel ihood
S 

that their uncertainty may cause a decision switch , the risk of Blue-Red

war is the variable with highest ranking, Therefore, the computer poses

the question shown in Figure 20. When staff asks the decision maker to

identify an event that might significantly increase the risk of a Bl ue-

Red war given the airstri ke alternative , the possibility of Red landing

hospital planes on ONRODA is suggested . It is likely that these planes S

would be hit during the Blue attack,and this would increase the risk of

war. Testing the event of Red hospital planes verifies that it could

potentially alter the decision , so the decision tree representation is

expanded to include the new event. As this event is being modeled , the

alternative of cancelling the airstrike if Red landed hospital planes is

proposed. Therefore, this new decision is also added to the tree. The

resulting decision tree is shown in Figure 21. As illustrated in Figure

21 , the expected values associated with each alternative again show air—

strike to be the superior alternative. The analysis also shows relatively

low values for resolving the remaining uncertainty . Therefore, the

analysis is stopped at this point.

4.4 Summary

The dec i s ion tree expans ion al gorithm is designed to help a decision

maker identify the relevant factors infl uencing a decision . It accom-

plishes this by using approximate methods to compute the value of resol-

ving uncertainty in various areas of an existing model . The illustrative S

application to the ONRODA scenario demonstrates how the algorithm could
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,‘~~iIERATE QUESTIONS TO HELP IDENTIF~\S ( IMPORTANT EVENTS AND DECISIONS TO
\~E ADDED TO GIVEN MODEL 

~~~~~~~~ 
. 

-

- -

SUPPOSE YOU CHOSE THE ATERNAT IVE AIR STR IKE . IS THERE ANY
EVENT NOT YET IN CLUDED IN THE MODEL THAT COULD CAUSE..,

...THE PROBABILITY OF BLUE—RED WAR TO BE INCREASED ?

(A PROBABILITY OF 0 . O 4 WOULD BE SUFFICIENT TO PRODUCE A DECISION
SWITCH ?)

S I YES I

WHAT DO YOU WISH TO CALL THIS EVENT?

I RED LANDS HOSPITAL PLANES I

FIGi~E 20: ~JEST ION DESIGNED TO UNC~ /ER FAcTORs RELEVANT TO THE t~CISION
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£STIMT !D
“~~ COI UI1 EXPECTED VALUE OPTIMI.
t,JUTIL ITV) OF EACH ALTERNATIVE ALTERMTIVE

OI UTI VALUE OF RESOLV IN ( RESIDUAL -

(R T ~ ?NTV IN EACH AR~ A,~~ cURRENT1)=~~~
> STOP

~J~PANS lOll

(
~ 

- 
V ESTIMATED VALUE

~ CHAN’ E REQUIRED TO SWITCH DECISION
V • VALUE OF RESOLVING UNCERTAINTY

RED ATTACKS Z

AIR STRIKE ,_( 0.1 V z Q

RED LANDS / V -91 v • -80
HOSPITAL I ~ - NO -PLANES 

~ i—c V .  0 0.9 y~~ o
f 0.3 - 5 v s — 1 6 8/ v -69 RED ATTACKS -/ ~: -~~~~ 

~~SLOCKADE 0.01 V • 0
— 

v = —6 9 \.A~ y = — 6 8
~%~~STRIKF ~~~ ~~~ z \ NO ~~~z —63

4 v z — ’ e e v . i 0.99 y z  i
L~:—i 9 \ y~~~~ j 37
V 6 RED ATTACKS -675\ NO AI R STRIKE 0.O’e v = 0

v x — 3 9  v —3 $0.7 - L~~: —27 ~~
_ _

~
NQ____________ ~~~: —28

— v =  ‘~ 0.96 V .  le

RED LANDS RED ATTACKS V = —168
6300

= 2 . V -

FIGURE 21: FINAL DECISION TREE ~bDEL
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be used by a task force commander and his staff to structure a difficul t

dec is ion problem. S

Actual experimental applications of the structuring algorithm have

been l imited due to the difficulty and time required to perform the neces-

sary calculations by hand. A computer implementation would greatly facili-

tate future testing and refinement of the algorithm . A preliminary computer

implementation of the structuring algorithm has been accomplished as part

of this research and is described in Chapter V.
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V COMPUTER IMPLEMENTATION

- A computer program for decision structuring has been developed as

part of this research project and has been impl emented on the ODA

5 Program testbed at the University of Pennsylvania. This program

demonstrates the feasibility of a computerized decision structuring

aid based on the tree expansion algorithm . Al though preliminary , the

program impl ements many of the characteristics ascribed to the system

conceptualized in the illustrative example of the last chapter. How-

ever , because of its preliminary nature and lack of a refined user inter-

face , the implementation is currently suitabl e for use only by indivi-

duals familiar with computers and with the decision tree expansion

algorithm . Further development will be required before it is in a

form that may be easily used by untrained Naval personnel . The primary

purpose of the program in its existing form is to serve as a mechanism

for experimentally investigating the strengths and l imitations of the

expans ion algorithm, but it will also serve as a base for directing

future efforts to design and implement a refined user interface.

A short video tape with audio explanation has been prepared of a

sample session in which the computer program was used to structure the

ONRODA decision described -in Chapter IV. This video tape demonstrates

the manner in which a user interacts with the program to structure a

decision model. The objective of this chapter is to provide an over-

view of the present status and capabilities of the program. Because

73
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it is anticipated that additional work will result in major revisions to 5

the existing computer code, neither a user ’s manual nor a systems manual

explaining the detailed characteristics of the computer program has been

prepared .

5.1 Technical DescriPtipn

The computer prog~~m was developed on the Burroughs 6700 computer

at SRI International . ~‘Thejanguage of implementation Is APL. This

language was chosen to facilitate the development, enhance the inter-

active features of the code, and provide the necessarily extensive corn-

putational capabilities required for the implementation.

5.1.1 User Interface Subsystem

The user interface performs the following funct ions:

• User prompting

• Response checking , including

- -Data type

--Number of responses
.5 --Length of responses

--Doma in checking

• Collecting and filing of user responses.

The user interface subsystem is designed to allow easy alteration of

prompts and includes a separate prompt definition and editing system

that allows the segregation of prompting messages from the actual pro-

gram code. Reprompting in the event of inappropriate responses is

automatic.
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An important feature of the user interface subsystem that will simplify 5

testing of the algorithm is an automatic prompt adjustment feature . Seven

prompting formats are available:

• Yes/no questions

• Choose from a list of possibl e answers

• Fill in the blanks with alphabetic data

• Fill in the blanks with numeric data

• Respond with a character string of specified or unspecified length

• Print a message

The prompts are assigned level s according to their length and detail. The

subsystems track the number of times each prompt has been viewed by the

user. As the user becomes accustomed to a prompt, the prompt is automati-

cally more concise. Once a prompt has been viewed three times, the level is

decreased by one. This results in a simpler, shorter prompt message

with the same meaning. Use of the more concise prompt streamlines the

interactions between the computer and user and results In a more

natural form of communication. At all times the user may override the

automatic prompt adjustment feature in order to raise or lower the level

of a prompt (or all prompts) at his or her discretion. This allows the

user to adjust the prompting system to fit the needs of specific assess-

ment situations.

5.1.2 Tree Representation and Manipulation Subsystem

Representation and manipulation of decision trees are handled by

this second subsystem. The tree structure is represented via an auto-

mated numbering of the nodes in the decision tree. The structure is
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then stored in a matrix; that is, each branch of the tree under construc-

tion is held in a column consisting of the predecessor-successor pair.

Functions that manipulate the tree are written in a recursive manner which

facilitates calculation of rollback values , optimal decision policies ,

and probability distri butions over outcome values associated with the

optimal policy . External (user) reference to nodes in the tree is by

a name (40 characters or less) or a shortened mnemonic reference (6

characters or less) that is defined by the user. Expansion or contraction

of the tree is efficiently performed by operations that insert, delete ,

dip, or reproduce branches in the evolving tree structure.

5.1.3 Computational and Probability Distribution Fitting Subsystem

This subsystem converts estimated outcomes and ranges elicited

from the decision maker into continuous probability distributions on

outcome value. The system utilizes a curve-fitting technique based on

a specialized set of piecewise cubic , positive polynomials. This

method was chosen after other methods, such as spl ine and histogram

techniques and expansion in terms of independent basis functions, were

tried and found to be unacceptable. The subsystem also has functions

for computing the moments and conditional moments of the fitted distri-

butions and for combining independent di stributions on terminal nodes
to produce the distributions on rol l back values for interior nodes.

5.2 Capabilities

In its present form, the computer implementation of the tree ex-

pansion algorithm already performs many of the functions desired of the

fully developed system. Routines have been designed to estimate S
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outcomes , calculate delta , determine the value of modeling , rank outcomes,

S 

inqui re and ver ify the ex istence of new events that impact the dec i s ion

model , and , finally, to extend the decision model to i ncl ude these new

events. The fol lowing paragraphs briefly descr ibe the capabiliti es of the

present computer implementation in each of these areas.

5.2.1 Estimation of Outcomes and Values

The outcome estimation routine is designed to produce an estimate S

of the minimum, estimated , and maximum value of the scenario associated

with each terminal node of the decision tree. The routine accepts worst,

estimated , and best case outcomes for each component of the outcome vector

associated with each terminal node. A value function that is specified by

the user as part of the initial ization of the program is then used to con—

vert outcome estimates to minimum, est imated , and maximum values .

5.2.2 Calculation of Delta S

The delta associated wi th any node -in the decision tree is the total

value change at that node necessary to cause a switch in the recommended

decision . Routines in the computer program calcu l ate delta recurs ively

from Equation 1 and the estimated expected values of the alternatives at

the initial decision node.

5.2.3 Calcula tion of the Value of Model ing

For eac h node in the dec i s ion tree , the computer program calculates

a value of modeling that represents the expected value of resolving the S

uncertainty in outcome value at that node. The uncertainty in roll back

value at each terminal node in the tree Is obtained by fitting prob-

ability distributions to the minimum , estimated , and maximum
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values associated with the node. Uncertainty In the rollback values at

interior nodes is computed assuming probabilistic independence. Equations

2 and 3 are then used to obtain the value of resolv ing roll back value
uncertainty .

5.2.4 Outcome Rank ing

Once a node in the decision tree has been identified for investiga-

tion , outcome variables are ranked according to Equation 4. Thus , the

outcome var iable with highest ranking is such that resolution of its
uncertainty at that node in the tree is most likely to produce a switch

in the recommended decision .

5.2.5 Event Inquiry and Testing

Once the outcomes have been ranked, the inquiry routine in the

computer program generates questions designed to prompt the identifica- 5

tion of an event that could cause the outcome change needed to switch

the initial decision. If the user cannot think of such an event for the

highest ranked outcome, another question is generated based on the out-

come variabl e with the next highest ranking . This is repeated until an

event is identified.

After an event is identified , it must be verified potentially to

impact the decision before it is modeled. This procedure involves ask-

ing the question , “Suppose you knew for sure that the event occurred,

woul d you prefer another alternative?” If the answer is yes, the user S

is asked to estimate the probabil ity of the event. If the node is on a

path leading from the current optimal (nonoptimal) decision , wors t (bes t) S

possible outcomes are assessed until the probability required for a decision
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switch is lower than or equal to the estimated probability . At this point ,

an alert is flas hed on the screen , and the user is instructed to add the

event as an additional node to the decision tree.

5.2.6 Modeling New Events and Decisions

The modeling routine currently has four functions that it can per-

form: adding a node to the tree, deleting a node from the tree, editing

a node to make changes in the tree, or redefining a terminal node and

continuing the tree without making any revisions in the structure.

Editing al lows for the possibility of revising probability estimates.

5.3 Limi tations

The major limitation of the current computer impl ementation of the

structuring aid is the lack of a refined user interface. The displ ays

currently employed In the operation of the a-id could be improved to

reduce significantly data collection time and to improve information

content.

In the current implementation , inputing the outcome assessments

required for the algorithm takes considerable time. The user must type

into the terminal worst, estimated , and best case numerical values for

each outcome variabl e for each terminal node in the decision tree.

Graphical techniques , such as use of a light pen on a cathode ray tube

screen , woul d allow outcome ranges to be indicated with greater speed .

A noticeable difference between the current form of the computer 3

aid and that envisioned In Chapter IV is the format in which the

decision tree is displayed to the user. Currently, the decision tree

that is constructed is indicated to the user in an abbreviated , symbolic
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S form. It would be preferable to displ ay the tree -In standard format as

a sequence of decisions and events that are revealed over time. Addi-

tional software must be developed to accomplish this. The value , how-

ever, is that the standard format is more easily interpreted by the user.

A serious problem that has not yet been addressed in the design

of the computer aid Is limi ted display space. Because of the limited

display area available, video output must be designed to contain only

essential information. Additional development of the computer program

5 

must solve the problem of what information should be displayed to the

user when the model being developed expands beyond the limits of the

video screen .
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VI AREAS FOR FURTHER RESEARCH

Before the computer-assisted decision structuring process

described in this report is ready for extensive experimental testing

by Navy personnel , a number of improvements must be made to the computer

program and to the structuring algorithm that makes use of this program .

This section of the report briefly discusses additional research necessary

to complete the development of the computer—assisted structuring process.

One of the most pressing needs for further development of the

tree expansion algorithm is to compl ete the computer implementation of

the current version of the algorithm to place it in a form that

is suitable for prel iminary testing and evaluation . As described in the

prev ious chapter , the additional development needed is primarily refine-

ment of the user interface. To date we have used the expansion algorithm

in informal tests by carrying out the necessary calculations manually.

Thi s process is very time consum ing and makes it impossibl e to conduct

realistic evaluation of the usefulness of the algori thm for structuring.

Manual computations also give littl e insight into the type of user inter-

face that woul d be des i rabl e for an automated system. Now that the necessary

calculat ions are implemented in the computer program , further experimentation

and refinement of the expansion algorithm will be facilitated greatly.

The next set of tests of the expansion algorithm should use an

improved version of the computer program with a simplified user interface.

This testing should be conducted using a variety of decisions from hypo-

thetical Navy task force dec is ions taken, for exampl e, from the ONRODA

8/
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scenario. The experiments should be conducted with a variety of decision

makers with different level s of experience and training in decision analysis.

f Because the decision aid is still in the developmental stage, it is probably

not necessary or desirable at this time to teach a large number of Navy

officers how to use the aid and then use them as experimental subjects.

However, as the design of the aid is refined and a suitable user inter-

face is developed, it may be desirabl e to have one or two individuals with

experience in task force decision making experiment with the aid and comment

on its usefulness in a task force environment. This round of testing should

show us where further development is necessary, give us an indication of the

feasibility of using an automated structuring aid given the equipment cur-

rently envisioned to support Navy task force decision making , and provide a

guide for the relative amount of emphasis that should be pl aced on human

intuition and computer-based algorithms.

Further testing and refinement of the expansion algorithm will

enable us to strike the critical balance between theoretical complete-

ness and the amount of time and effort required to use the aid. The

algorithm for expanding a decision structure incorporates a number of

approximations and assumptions. The acceptability of these assumptions

depends on both the effect they have on the results of the analysis and

the extent to which they simplify the use of the aid. We need to try

the aid on a variety of representative problems to see whether the assump-

tions should be modified, expanded, or el iminated. Once experiments have

indicated the appropriate level of approximation in the structuring pro-

cess, we can redirect further development efforts accordingly.

82

~~~~~~~~ ..‘ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
—

~~
.——-—- .—-.—.~ ... -~~~~~~ ~~~~~~~~~~~~~~~~~~~ ~



r - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

It is doubtful that the expansion algorithm as It is now defined will

be entirely suitable for the needs of task force commanders. The

l imited attempts that have been conducted to use the algorithm

to structure various decision problems have pointed out areas where

further development would be useful . For instance, the current vers ion

of the algori thm incl udes some questionabl e assumptions about the dep~nd-

encies that exist among variables already included in the structure and

variables under consideration for addition to the model. It would be

desirable to find ways to give the user more control over the depend-

ency assumptions, allowing him to substitute his own assumptions where nec-

essary. Another area that appears likely to benefit from further development

is the current procedure used to elicit the user’s uncertainty about the

outcomes associated with various possible scenarios. Al though this assess-

ment is l imited to central values and ranges, it is still a time-consuming

process. It may be possible to develop procedures that l imit these

assessments to only the most relevant scenarios or outcomes. Improvements

such as these need to be both theoretically consistent with the underlying

logic of the expansion algorithm and experimentally verified using an

automated version of the algorithm.

it is clear that there are other aspects of the structuring process that

are not currently captured by the algorithm for decision tree expansion described

in this report, even though expansion may be the most important element of

decision structuring. Furthermore, a review of the structuring procedure

used intuitively by a decision analyst indicates that the boundaries

between the various stages of decision structuring (identification of

al ternatives, preliminary value modeling , defining a preliminary decision
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structure, and expanding or contracting that structure) are not always

wel l defined. In practice , decision analysts appear to move back and

forth among the various elements of the structuring process -- especially
between the processes of model expansion and contraction -- many times
during the course of structuring a decision probl em. This behavior

indicates the importance of linking the expansion algorithm described

in this report to other procedures capable of supporting other components

of the structuring process , especially with procedures for defining a

preliminary decision structure based on the user’s intuition and a pro-

cedure for contracting a decision model.

Another area that deserves study is the tailoring of the structuring

process to meet the varying needs and decision-making styles of potential

users. At times a coninander may wish to modify the structuring process

because he finds it undesirable or impossible to explicitl y perform certain

structuring functions. For example, it is conceivable that in certain

situations a commander may be reluctant to specify explicitly a value trade-

off function. The modular design of the structuring aid should be main-

tained to permit the development of shortcut structuring procedures that

eliminate one or more of the structuring functions, yet still provide the

coiiinander with useful Information.

Further work on decision structuring could lead to an automated

aid that places either more or less reliance on the intuition of the

task force commander or the members of his staff performing the analysis

than the aid described in this report. In fact, the structuring aid

that evolves from this work may be designed to allow the user to specify

the amount of assistance he would like the aid to provide, ranging from
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a complete prompting system that leads him through the structuring process

to an abbreviated set of calculations that leaves most of the structuring

to his Intuition. The structuring aid described In this report may evolve

into a set of related aids dealing with the various elements of the

structuring process, depending on the extent to which experiments show a

need for automated aids In these areas.
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Appendix

PROOF OF THE VALUE OF MODELING THEOREM

This appendix provides a proof of the value of model ing theorem

referred to in Chapter III. To prove the theorem, we initIal ly assume

that the probability tree consists of a singl e decision node followed

by probability nodes. Later we will show that including sequential

decision nodes leads to the same conclusions.

Theo:em

v be the current rollback value of the node under consider-

ation, and let v* be the (uncertain) rollback value which

would be computed for the node following expansion of the

decision tree.

Delta (A) be the amount by which the node value would have 1’
to change to cause a switch in the current best initial

decision . Further, let 
~a 

be the path probability from the

initial decision to the node with value v calculated as the

product of the probabilities along the path,

______ 

p!1 V 1 ~ ij i v

~~~~~~~~~~~~~ ~~ ~~ v p a = 

~~~ 
(Pjj) 

~~iik~
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Case 1: Node is along the path leading from the 
current best initial

decision.

If m Etv*~V*~~ V + A l

and P = Prob(v* ~ V + 6],

Figure A.l: Cumulative Distribution on Rollback Value Showing
Quantities Used to Compute Val ue of Modeling for
a Node Along a Path from the Current Best Decision

then the expected value of resolving uncertainty on v~ is

~ 1~a 
(v + A - m).

Figure A.1 shows a graphical interpretation.

Case 2: V is not along the path leading from the current best initial

decision.

If Q = Prob[v*> v  + A]

and n = E[v*Iv* v+A]

then the expected value of resolving uncertainty in V~ Is

+ A - n).

Figure A.2 shows a gr3phical interpretation.
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° 
v*

Figure A.2: Cumulative Distribution on Rol lback Value Showing
Quantities Used to Compute Value of Modeling for a
Node Not Al ong a Path from the Current Best Decision

Proof: Let VA be the rollback value of the current best Initial decision

(indicated by an arrow), V
B 
be the rollback value of the current second-

best initial decision , and VC be the rollback value of an alternative

other than the current best initial decision.

Case 1: v Is along the path leading from current best initial decision.
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:
~

1 
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Expected
Value of = EVRU = expected decision 

—

Resolving value knowing v~Uncertainty
onv *

The expected decision value knowing v~ Is the probability that

v*> (v+A) times the expected value of alternative A given v*> (v+A)

plus the probability that v~ ~ (v+A) times the expected value of the

current second-best initial decision . Thus, letting v~ denote the

value of Al ternative A ,

EVRU = (l-P) E[v~ Iv *>v + A] + PvB - VA .
Since v~ = vA + pa(v

*_v)~ this may be expressed as

EVRU = (l_P){vA + pa [V > v+’A] - v} + PvB - VA .
Using the relation (l-P) E[v*Iv~.v + A] + Pm = v

EVRU = VA 
— Pa’~’ 

- PvA + PPaV + Pat’ - Ppam + PVB 
-

= Ppa(v-m) + P(VB
_v

A)

= PPa(v + A - m).

Case 2: v is not along the path leading from the current best

initial decision
A

V

—fl’ B A 
~iji

C Q/’Sj V
1
’~
”
Pj j  ,~~

“ iik 
~ 

LU

C ‘
~~ ~~ 

_______ _______V IJK
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Expected
~~~~~~~ 

= EVRU = 
peCt ~~°‘~ - VA

o n V

The expected decision value knowing v~ is the probability that

v*>(v+A) times the expected value of alternative C given v*>(v+A)

plus the probability that v*~(v+a) times the expected value of the

current best Initial decision. Letting v~ denote the value of

alternative C,

EVRU = Q E[v~~v~>v+A] + ~~~~‘A 
— VA

Substituting v~ = + pa~~
*
~/~~

EVRU = Q{V c + ~a 
v*Iv

*>V4 .V)} + (l-Q)vA 
- VA

By definition, n = E(v*Iv*>v+A], ~° h
EVRU = Qv c + a” 

- QPaV + VA - QvA - VA 11 1
= Q[v c - 

~A 
+ 
~a~’’’~

Now we relax the assumption of a single decision to show that

including sequential decision nodes leads to the same conclusions.

Proof: Case la: v is along the path leading from the current best

Initial decision, but off the optimal strategy. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~
_n__p -a~~~~~~~~~-n , — -
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-~~~ In this case there Is no delta that would switch the decision

because, no matter how much v is decreased, alternative D will

be preferred and the value of alternative A will remain VA .

Case lb: v is along the path leading from the current best

initial decision

~
‘Il ~IJ1

~~~~~~~~~~~~~~~~~~~~~

In this case , if

Pi (vi-vE) ~ Vp1
_V
~

there is no delta that would switch the decision .

If

Pi (vi_ vE) > V~—V~ - -

then using

vA = vA+pa(v*_v)

Expected
Value of — EVRU = 

expected decision
Resolving value knowing v~ 

vA
Uncertainty
on v

= (l_P)E[v~tv*>v +A] + PVB 
- VA
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= (1-P)vA + ( 1_P)p aE [v A*I V ~*>v +A]

- (1_P)PaV + PvB - VA

= VA 
- 

~~ 
+ PaV 

- PPam 
- PaV + PPaV

-

‘ +PV B~~
VA

= Ppa(v+A_m)

Case 2: v is not along the path leading from the current

best initial decision

With v
~ 

= VC + 
~~~~~~~ 

then

Val ue of = EVRU = 
expected decisign 

- VA

Uncertainty
on v

= QE[v c* LV *>V+A] + (1—Q)v A - V A

= QVc + Qpan - ~‘a” 
- QVA

= _QPa +A_t
~~
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