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h cview of Jcsepn A e i zen b au ’l s Computer Power and Human Reason

by
bruce 3. buchanan

Adjunct Professor of’ Cor~puter Science
S t a n f o r d  Unive rs ity

T h e  Collowi ng review is to appear in PHARO S , E’ a l l  1976.

~eize nbau m
’s Com puter Power and Human Reason is a book

about the immorality of applying computers to tasks th at ou 3n t to
be done only by humans. Tne author speaks out against improper
and immoral uses of the tools available to us , especially
computers. Some readers will find his description of computers
illuminating and alarm ing, the rest of us can still benefit from
the challen ge to sharpen our moral criteria.

The author is a leading computer scientist teachin g at
M. l .l. who is disturbed by both the stroni ly pro—technolo gy, ~r,d
the anti — humanist statem ents of sore computer scientists. ~e is
also concerned about the public ’s passive acceptance of
technologists ’ definitions of social proble m s and their
subsequent technolo gical solutions. bxa m p le s supporti n : bot n
concerns are num erous , and readers need to remind theEselves
often that there is a point to the exam ples , r’.any of wnic h are
very pointed criticisms of individuals. ~1uch (perhaps too m uch )
of’ the book is devoted to reasons why the book was written.

The last chapter (10) contains the material Tost worth
reading, with the first chapter providin g a very readable
introduction , w ith some m is~ri v in~ s at trying to collapse 2~~C
pages into a few lines , we can summarize the main theme of tne
boo k in an informal ar~ ur nent:

(P1) It is wron~ for us to cause people to be treated as
less than “whole persons ” . ~~~~~~~~~~~~ 

“An ind ividual is
dehumanized whenever he is treated as less than ~
whole person. ” p. 266).

(P2) Computers car. never fully understand hu r~an proble m s
[because they must ignore aspects of human experience
that are not describable in ~ language].

(P3) Therefore , it is wron g for us to command com puters to
deal with hu cran affairs , i.e., to perform tasks
requirin g und er ztan di n~ of and empathy for hum an
p roble L~s [esentially because cor~pute rs lack a
person ’s complete view of other persons].

Proposit ..on P1 is a presupposition for the entire bo ck. 
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3 u t  t f . t ~ c~~ne~~p..~s O~ ’ t L c  i~.ii ~~ ~~ .ii ur ~~~ u . u r ~ cj~~ Je~~t are not. a~~
simp le and obvious as the author would have us believe , and tne
moral dictu m in proposition P1 is not easy to apply, for in sor~e
circumstances it is desirable to treat persons as anon ymous
entities , as in voting. Much of the i~aterial in Chapters ~I— 9 is
an exposition of a non—mechanistic view of’ man , in support of
pro ,..ositiori P2. Chapters 2—3 discuss the abilities of computers
and how they work. Intert w ined throughout all the chapters is
evidence that people want to and can apply computers in hum an
affairs as well as evidence that it leads to evils. flow the
problem is understanding these propo sitions and decid in g whether
one believes them to be true. In the book , this is largely left
as an exercise for the reader.

Any useful tool can always be misused; the particular
d~~n~ ers of computers stem from their versatility and complexity.
Because computers are general symbol manipulation devices , they
are versatile enough to be used , and misused , in application s
that affect life or that have serious , irreversible social
consequences. And computer programs are often so complex that no
person understands the basis for the program ’s decisions. As a
result , we are told , manager s , physicians , and decision makers of
all sorts do not feel responsible for the consequences of
deci~’ions made by computer programs. A large portion of the book
is an elaboration on these dangers. These dangers are also used
to support proposition P3, above: that there are deci sion makin g
tasks we ought not turn over to computers.

The computer programs that most concern the author are the
complex problem solving programs developed under the general name
of artificial inte ll im en ce. These are classified as (a)
simulations of human problem solving (cognitive simulations), (b)
programs that solve difficult problems without trying to
duplicate hum an methods (performance programs), and (c) programs ,
or other work , that explore theoretical issues in computing
(these he ignares) . The claims made about cognitive simulations
and performance programs seem to disturb Weize riba um more than the
work itself. Perhaps those claims , made ten and twenty years
ago , should have been more cautiously phrased to say, for
example , that computers will successfully simulate some [not all]
aspects of hum an thought and complement [not replace] hum an
problem solvers. Several examples are taken from psychiatry,
partly because others read too much into a simple pro gram he
wrote ten years ago that m i m i c s  some conversational aspects of a
therapist , a fact that profoundly disturbs him.

In any case , t~eizen haum
’s arguments are aimed at showing

that computer capabilities are not coextensive with human
capabilities. If the arguments are correct , then conputer
pro c rams cannot successfully duplicate all aspects of human
intel l i ;ence (proposition P2 , above). ~Jh ether they could
so~~etires be used , m orally and pro fitably, in place of hum ans
still depends on understandi n~ the concept of dehu m anization in
proposition P1.

2 I



This viewpoint can be pushed to extremes to argue against
any use of computers , in which case even the worst human decision
makers are seen as better qualified to make social decisions than

V the best computer programs ever will be. What seems more credible
is that compute r programs are more dangerous in the hands of poor
m ana zers than in competent hands. And ~eizenbaum obliquely gives
us a criterion for competence: the competent manager understands
the basis for the program ’s decisions and maintains an ability
and willingness to override the programs. On the other side of
the coin , a program becomes less dangerous (in any hands ) if it
can demonstrate its line of reasoning from problem description to
problem solution , can be queried about its assumptions and
methods , and otherwise opens itself to understanding.

Admittedly, computer programs are not easily understood
(the m ain point of chapter 9). This is a great shortcoming , but
not one that has escaped notice. Also , managers (of many sorts)
have admittedly abdicated some responsibility to technology. In
just this sense , p hysicians are chided for becoming “mere
conduits between their patients and the major drug manufacturers ”
(p.259). But competent managers and physicians will first
understand the scope and limitations of their tools before using
them.

~eizenbaum is asking us not to do research on programs ,
methods or tools with obvious 2otential gross misuse s: he finds
no benefits that are worth the price of meddling with tools “that
represent an attack on life itself” or that substitute for
“interpersonal respect , understanding, an d love ” (p. 269).
Incidentally, this is the same theme as expressed in his letter
to Science attacking recombinant DNA research (1). tie also
advocates renunciation of’ projects with “irreversible and not
entirely foreseeable side effects. ”

The guiaelines that he gives are certainly incomplete for
researcn on energy, communication , transportation —— and almost
anything interesting enough to be applied in the next century --
would have unforseeab le side effects or could be used to assault
life. They are offered as expressions of his own subjective
criteria , and perhaps because they are subjective they cannot be
expressed adequately in the language of the brain ’s left
hemisphere (as he reminds us in another context). Such
guidelines , ev e n w h en p rec ise , also fail to admit the value of
research aimed at defining the limits of what computers can do by
working on programs at the boundaries between men and machines .

He says he is not asking others to adopt his own criteria ,
that the book advocates exercising our own courage to say N O  when
cur “inner voice ” tells us an act is wrong (p. 276). Since we do
not know what another person ’s conscience tells him , however , we
do not necessarily feel safer knowing it has been consulted.

(1) Science , July 2 , 1 976 , p .6.
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question whether or not they have listened to their own inner
vo ices.

The same concerns were raised in less inflamatory books and
articles by Norbert Wiener (2). wiener ’s solution , if it may be
called that , is not to stop work on some research but to

“render unto man the things which are man ’s and unto
the computer the things which are the computer ’s.
This would seem the intelligent polic y to adopt when
we employ men and computers together in common
undertakings. It is a policy as far removed from
that of the gadget worshiper as it is from the man
who sees only blasphemy and the degradation of’ man in
th e use  of a n y  m ec h a ni c a l  a dju v a n t s  w hat e v e r  to
thoughts. ”

This view of the symbiotic relationship of’ men and machines
is a much more constructive one than ~deize nbau n

’s. It places tne
computer in the hands of problem solvers , and not the other way
around. In this view , there are still interesting questions for
computer specialists: how can a program provide a mana ger
( pr o b lem s o l v e r , decision maker , etc.) with enough information
that he can accept responsibility for its output? How can the
program convey its scope and limitations to the manager? How can
we design pro grams that are more useful for managers — —  i.e .,
easier and more pleasant to use , easier to understand , more
knowled geable and more flexible?

Another recent book dealing with the relationship of man
a nd ma c hi ne is Zen an d t he  A r t  of M o t o r c y c l e  Ma in t e n a n c e  ( 3 ) .  I t
too builds on the premise that scientific , logical inquiry leads
to only one kind of truth , that the subjective , intuitive ,
emotional side is necessary for human interaction and is equally
legitimate . There is a sim ilarity in the message , but a world of
difference in style: while Pirsi g ’s novel evokes emotions ,
Weizenbau m prescribes them.

A distressing undercurrent through the whole book is its
anti— rationalism. In discussing dangerous research in the book ,
with recombinant DNA used as an example , he questions the need to
give any justification for stopping the research. For exam ple ,

(2) ~.g. , ~~ . wiener , Go d & G o l e m , Inc. (M .I.T. Press ,
Ca ’nbri dm e , 1g6 L~)

( 3 )  r~. Pirsig , Zen and the Art of’ Motorcycle Maintenance
(Morrow , hew York , 19714).
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“Is not the overriding obli gation on men ... to
exempt life itself ’ from the madness of treating
everything as an objcct , a sufficient reason , and one
that does not even have to be spoken? Wny does it
have to be explained? It would appear that even the
noblest acts of tne most well — meanin g people are
poisoned by the corrosive climate of values of’ our
ti~ne. ” (pp.260— 61) .

But this irrationalistic sentiment ignores the value of
givin ~ reasons for halting research on projects with great
potential benefits for human health as well as dangers. If
scientists failed to provide reasons for their decisions , either
to halt or continue lines of research , how can we ever expect
informed decisions from the public and legislative
representatives? If there is madness in treating people “as
objects ” there is just as much madness in assuming that one ’s own
research decisions require no justification.

In summ ary, the main issues of the book are important for
everyone , and are especially directed at persons workin g with
computers. In spite of the backbiting, the digressions , and the
vague lingua ge in which the perceived evils are (and perhaps must
be) described , the book deserves discussion and contemplation. It
is not the kind of book that can be taken literally but it does
raise questions that all scientists need to answer for
themselves .

S
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Heview of Joseph ~eizenbau m

’s Con~ uter Power and Human Reason

by
Joshua Lederberg

Professor of’ ~enetics
Stanford University

The following review of J. Weizenb aum ’s book was solicited
and accepted by the N.Y .Times Book Review 1 March 1976 but to the
best of my knowledge has not appeared in print . J. Lederb erg

“Computer power and human reason ” is a mosaic of well— reasoned
analysis and passionate pleading on the nature of computers and of
nan , and about the place that computers (read “technology ” if you
wish) should have in human affairs. Prof. Weizenbaum is particularly
exercised about the claims for and prospects of’ A l , “artificial
intelligence ” , the efforts to emulate and bolster human reasoning
processes as programs in computers , A well known computer scientist
at M.I.T , who has made significant contributions to A l , he writes
that he was moved to write this tract whe~i people responded to one of
his programs as if it were an empathic companion .Tnis
over— estimation of , and over—dependence upon computers ,he believes to
be both symptom and cause of global predicaments with more horrors to
come.

Weizenbau n may still be too much a technocrat: witness his
oversimplifications of social movements as the immediate fruits of
technical innovations . (There is more to the history of the internal
migration and urbanization of American blacks than the introduction
of the mechanical cotton— picker in the 1950 ’s.)But to dwell on these
would do too little justice to the other fundamental issues that
v~eizenbau m rajses .Indeed he might be the first to deplore his own
vestigial technocratic biases , when they are inconsistent with his
fundamental ethical p hilosophy. Nor should one harp on his ad hom inem
attacks on some of’ his colleagues , his bludgeoning them with selected
quotations from writin gs of 20 years ago ,whicn I suspect he will view
as a lapse more from enthusiasm than from malicious intention.

Most readers will follow the author ’s advice to skip over the early
chapters which detail the fundamental logic of the computer —- these
wou ld make another , peerless book for explaini n g Turing ’s work on the
fundamental logic of computing machines to the lay reader. The basic

• philosophical and policy issues do no need this detail , and are best
scrutinized by readin ~ the book back — to— front: few readers with the
interest and ~ene ral intellectual groun d inn to digest this work
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cr i ti c a ll y, wt l l need to be reintroduced to the fund~~nent als . Others
will be attracted by pages of lyrical anti—technolo gy slogans , which
the author ’s technical reputation will make the more persuasive.
Since the author categoricall y rejects “ins trun~~ital reason ” in its
application to human aft’airs , it is difficult to engage him in a
discussion of his particular policy concerns.

w ei zenbau n nakes a conscientious effort to distinguish his assert ions
of faith from the scientif ’ic consensus ; but the non— specialist reader
will still have to look closely to be sure. Perhaps in fields like
the physiology of the right versus left brain he has already
persuaded him self that contemporary speculations are proven realities
about the location of’ human rational functions. But others should be
cautioned that we still know even less about the organizatio n of
human intellect than Weizenbaum stipulates.

During the early adolescence of computer science in the early 50 ’s ,
many workers made extravagant prophecies about the ease with which
the new m achines would be programmed to match human problem — solving
behavior — “within the visible future ” , we were told , machines woul d
conduct mechanical translations of high quality (especially from
Russian into English) . They would play chess to the disadvantage of
the masters , and they might then be ready to take over many of the
higher — level functions of’ management in industry, and of command and
control in the military. Within a few years , the power of m achines to
manipulate bits of’ information had been enhanced a million — fold: what
more could one ask as the basis for these new powers? . It is rio
surprise , and by now no news , that these prophecies were simply
wrong; and the wiser among us should have learned not to make
technological forecasts where we simply had new tools , but no real
insight into the structure of the tasks they were to address. Surely,
as W eizenbaum insists , there are few things less well understood than
hum an creative imagination. His own prophecy is that this will N b V ~~H
be emulated to any significant measure by computing machines . This
hypothesis is beyond the range of scientific criticism , short of
tangible advances too much to hope for right away ; but his arguments
are mainly repetitious assertions of his personal faith.

No , there is one more persuasive kernel: namely that the
world— knowledge which underlies human understanding (compassion and
judgment ) needs the life— long experience of having been hum an —— in
a word , of having shared love .It is unlikely and undesirable that
m achine s be offered that privilege ; then many realms will be uniquely
human. Indeed we must make equally sure that the fellow— creatures to
whom we confide our trust for ethical and esthetic leadership justify
this on the same grounds. The abrogation of human responsibility for
moral decision whether it be out of lazy delegation to machines , or
superstitious deference to super— human abstractions can indeed once
again ignite the holocaust.

~eizenbaum
’s pleading overreaches this sufficient argument to an

out— and— out obscurantism about the fundamental non— comprehensibility
of the human brain , wh i ch  adds l i t t le to the d e b a t e s  b e t w e e n

7
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vita list s and rnecha nists of the last two centuries. It is a sterile
debate; and scientists can contribute more by trying to find what can

• be learned about our own nature , and putting it to human good , than
arguing what may or may not be ultimately knowable. ts with his

• concern about the bounds of Al , the mischief ’ of such criticis m is
that it may disparage the work of investi gators with more concrete ,
modest and achievable goals. The view that the core of the cell ’s

• reproductive capability was unknowable in chemical terms bea rs much
of the onus for long delays in our understanding of the struc ture of
t)NA. After the fact , this proved to be remarkably simple.

wh ile we should not offer love to the machine , there is much to be
said for permitting it to evolve , that is to nurture the growth of
more and more complex programs. These are initiated by human
intelli gence , but grow from the dynamics built into the starting
program itself’. It is hard to see how some of the more complex
problems to be addressed can be solved by programs that are
explicitly written in detail by human authors . Then I agree with
W ei zenbaum that we can longer claim to have a full— fledged
explanation of a phenomenon , merely through having generated a model
for it, We may even have substantial power to solve proble m s witho ut
necessarily “ understanding ” them. (Unfortunately, this criticism does
little to help us recognize true understanding by any obj ective
criterion). Further m ore , we should not trust such complex pr ograr~S
merely because we believe we were sufficiently intelligent in our
original design plans . Instead , the program will have become another
experiment , to be validated only by experience. Much the same ought
to be said for other areas of human aspiration , like politics.

Weizenbau rn is particularly critical of the use of the
computer in the role of psychotherapy —— doubtless in constern ation
that the machine ’s patrons believed they were talking to a
sympathetic , understanding ‘person ’. This criticism raises a nu nber
of issues that deserve more analytical attention: 1) Is it true that
the patrons were confused , or do many of them find some service i n
the ‘dialogue ’ well knowing that they are at best talking to
themselves? and 2) Can a therapeutic utility by this modality be
empirically validated and economically justified? At the moment our
answers to these questions are speculative and anecdotal , and I would
not substitute my own critical skepticism about this approach for a
conclusive dismissal of it. Weizenbau m ’s criticism indeed n~ y
misapprehend the role of psychotherapy as a source of self— insig ht ——
where the patient himself must do most of’ the work at achieving hum an
un d e r stand in -~ — —  and m achines may well be expected to play sone
usef ’ul role in this process (no dif ’ferent ly than , say, the reading or ’
a book —— and in a similar analogy to com puter — assisted — instruction
in other domains.)

8
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fhrou~~hout his book , W eizenbau m oscillates between a dispara g eme n t of
• the potential and actual accomplish m ents of A l , dismay at wh at r~~

sees as excessive faith and dependence or-i this technology, a r ~
concern for some potential abuses of its developme n t , shoul d it b~
realized. That policy— m akers , the public , and computer scientists
alike should take a more critical and pra~ynatic view of tne fiel d
than the zealots of 20 years ago may be granted; m any well—infor m ed
people within the field clearly do , without having reacted as
stronrjy as Weizenbau m.

The abuses mi ght be either ideological or technological. If hum an
intelligence were more successfully mirrored in the machine , w~-l~
that not justif y treatin g human beings as if they were :~ERE machi ne s?

• His position on this issue is colored by the experience of Nazi
Germany ; but the argument is confused. The most savage tyrannies tnat
I can find in history , including Nazism , had no doubt about a uni que
elan— vital -— just that one folk or credo had more than an equal
share. People who are philosophicall y concerned about the mechanis tic
basis of life are also overawed by its complexity, and too concern ed
about learning more about it to occupy them selves with holy wars.
They are the least likely to be sacrificing either people or m achines
on the grounds of ideolo gical conviction.

The historical record is less reassuring about the augmentation of’
power in the hands of irrational man: we can still argue about the
case against Prom etheus ,Gutenber g , Galileo ,or Faraday —— not to
mention Oppenheimer —— but by that very token , 1 do not share

~ei zenbau m
’s confidence in deciding which innovations are dangerous.

He points to very real concerns about machine s that could interpret
speech (while denying their feasibility). Yes—— they might make large
scale wire — tapping irresistible , and perhaps undo the virtues of the
telephone as a medium of private communication. They mi :ht also
relieve millions of’ office—persons from the m indless tasks of
transcribing the words of others , and free them f’or more creati ve
resp onsibilities. Both of these contingencies lay heavy burdens or
the adaptability of our social institutions , and it is important that
we be alerted to them.

W ei zenbau m does point to projects in mathe m atics and chemistry where
computers have shown their potential for assisting human scientists
in solving problems . He correctly points out that these successes are
based on the existence of “strong theories ” about their subject
matter . We can agree that “common sense ” is the hum an compete n ce
hardest to copy in a machine , and that the most constructive advan ce3
should come f’rom the wisest division of labor in a synergism of r-1 n
and his machines .Computers will not give us magical answers to the
problems that we , or they, create: with sweat and insi ght we may he
able to develop them as ever more effective tools to serve nu na n
needs.

9
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The Lollowing review appeared in Creativ e Computer and in the SIGART News L e t t e r .

AN UNREASONABLE BOOK

Joseph Weizenbaur n , Comp uter Power and Human Reason, W , H. Freeman Co., San Franc isco
1975

This moralistic and incoherent book uses computer science and technology as an illustration
to support the view promoted by Lewis Mumford, Theodore Roszak , and Jacques Ellul, that
science has led to an immoral view of man and the world. I am frightened by its arguments that
certain research should not be done if it is based on or might result in an ‘obscene’ picture of the
world and man. Worse yet , the book’s notion of ‘obscenit y’ is vague enough to admit arbitrary
interpretations by activist bureaucrats.

IT’S HARD TO FIGURE OUT WHAT HE REALLY BELIEVES

Weizenbaum’s st yle inv ol ves making extreme statements which are later qualified by
contradictor y statements. Therefore , almost any quotation is out of context , making it difficult to
summarize his contentio ns accurately.

The following passages illustrate the difficulty:

“In 1935 , Michael Polanyi ”, [British chemist and philosopher of science, was told by]
“Nicola l Bukharin , one of the leading theoreticians of the Russian Communist party , - - .  ( t ha t ]
‘under socialism the conc ep tion of science p ursued for  its own sake would disappear , fo r  f / i c
interests of scientists would sp ontaneously turn to the p roblems of the curre nt Five Year P l a nS ’
P olanyi sensed then tha t ‘t h e  scientific outlook appe ared to have produced a mechanical conception
of man and history im which there was no place for  science itself. ’ And further that ‘this conception
denied altogether any intrins ic p ower to thought and thus denied any grounds fo r  claiming freedom
of thoug ht. ” — from page I. Well, that ’s clear enough; We izenbaum favors freedom of thought
and science and is worried about threats to them. But on page 265, we have

“Scientists who continue to pr attle on about ‘knowledge f or  its own sake ’ in order to exploit that
slogan fo r  their self—serving ends have detached science and knowledge from any contact with the
real world ”. Here We izenbaum seems to bc against pure science, i.e. researc h motivated solel y by

• cur iosity. We also have

“With f ew  exceptions , there have been no results , from over twenty years of art ifici al intellig ence
research , that have found their way into industry generally or into the computer industry in
pa rticular ”. — page 229 This again suggests that industri al results are necessary to val idate
science.

“Science promised ,nan power. But as so often h appens when p eople are seduced by promises of
po wer . - the price actually paid is servitude and impotence ”. This is from the book jacket.
Presumably the publisher regards it as a good summary of the book’s main point.

• “ I will , in what follows , try to maintain the position that there is nothing wron g with viewing man
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as an i nf ormation processor (or indeed as anything else) nor wit/i a t t emp t ing to understand /U r
f rom that pe rspe ctive , providing, however , that we never act as thoug h any sing le perspective can
comprehend the whole man. ” — page 140. We can certainly live with that , but

“Not onl y has our unbounded feeding on science caused us to become dependent on it , but , as
happens wit/i many other drugs taken in increasing dosages , science has been gradually converted
into a slow acting poison ”. — page 13. These are qualified by

“I argue fo r  the rational use of science and technology , not f or its mystif ication , let alone its
abandonment ”, - page 256

In reference to the proposal for a moratorium on certain experiments with recombinant DNA
because they might be dangerous, we have “Theirs is certainl y a step in the rig ht direction , and
their initiative is to be applauded. Still, one may ask , why do f / i c y  fee l they have to give a reason
fo r  what f / i cy  recommend at all? I s not the overriding obligation on men , including men ~~ science ,
to exempt life itself from the madness of treating everything as an object , a suff icient reason , and
one that does not even have to be spoken? Why does it have to be exp lained? It would appear th a t
even the noblest acts of the most well—meaning p eople are poisoned by the corrosive climate of values
of our time. ” Is Weizenbaum against all experimental biology or even all experiments with DNA?
I would hesitate to conclude so from this quote; he may say the direct opposite somewhere else.
Weizenbaum ’s goal of getting lines of research abandoned without even having to give a reason
seems unlikely to be achieved exce pt in an atmosphere that combines public hysteria and
bureaucratic power. This has happened under conditions of religious enthusiasm and in Nazi
German y, in Stalinist Russia and in the China of the “Cultural Revolution ”. Most likely it won’t
happen in America.

“Those who know who and what they are do not need to ask what they should do. ” — page 273. Let
me assure u.e reader that there is nothing in the book that offers any way to interpret this
pomposity. I take it as another plea to be free, of the bondage of having to give reasons for his
denunciations.

The menace of such grandiloquent precepts is that they require a priesthood to apply them to
particular cases, and would—be priests quickly crystallize around any potential center of power. A
corollar y of this is that people can be attacked for what they are rather than for anything specific
they have done. The April 1976 issue of M s .  has a poignant illustration of this in an article
about “trashing”.

“An individual is dehumanized whenever he is treated as less than a whole person ”. — page 266.
This is also subject to priestly interpretation as in the encounter group movement.

“The f i r s t  kind (of computer application] / would call simp ly obsc ene. These are ones whose very
contemp lation oug ht to g ive rise to f eelings of disgust in every civilized p erson.  The proposal I
have mentioned , that an animal’ s visual sy ste m and brain be coup led to compu ters , is an examp le.
It rep resents an attack on life itself . One must wonder what must have happened to the pro p osers ’
pe rception of life , hence to their perceptions of themselves as part of the continuum of life , that
they can even think of such a thing, let alone advocated it ”. No argument is offered tha t  might be
answered , and no attempt is made to define criteria of acceptability. I think We izeribaum and the
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scientists who have praised the book may be surprised at some of the repressive uses to which the
book will be put. However , they will be able to point to passages in the book with quite contrary
sentiments, so the repression won’t be their fault.

BUT HERE ’S A TRY AT SUMMARIZING:

As these inconsistent passages show , it isn’t easy to determine Weizenbaum’s position , but
the following seem to be the book’s main points:

1. Computers cannot be made to reason usefully about human affairs,

This is supported by quoting overoptimistic prediction s by computer Scientists and giving
examples of non—verbal human communication. However, Weizenbaum doesn’t name any specific
task that computers cannot carry out, because he wishes “to avoid the unnecessary , intermina ble ,
and ultimately sterile exercise of making a catalogue of what compute rs will and will not be able to
do, either here and now or ever”. It is also stated that human and machine reasoning are
incomparable and that the sensory experience of a human is essential for human reasoning.

2. There are tasks that computers should not be programmed to do.

• Some are tasks Weizenbaum thinks shouldn’t be done at all — mostly for • new left reasons. One
may quarrel with his politics, and I do, but obviously computers shouldn’t do w hat shouldn’t be

• done. However , Weizenbaum also objects to computer hookups to animal brains and computer
conducted psychiatric interviews. As to the former , I couldn’t tell whether he is an anti-
vivisectionist, but he seems to have additional reasons for calling them “obscene”. The objection
to computers doing psychiatric interviews also has a component beyond the conviction that they
would necessarily do it badly. Thus he says, “What can the psychiatrist ’: image of his patient be
when he sees himself, as a therapist , not as an engaged human being acting as a healer , but as an
information processor following rules , etc.?” This seems like the renaissance era religious
objections to dissecting the human body that came up when science revived. Even the Popes
eventually convinced themselves that regarding the body as a machine for scientific or medical
purposes wa~ quite compatible with regarding it as the temple of the soul. Recently they have
taken the same view of studying mental mechanisms for scientific or psychiatric purposes.

3. Science has led people to a wrong view of the world and of life.

The view is characterized as mechanistic , and the exam ple of clockwor k is given. (It seems
strange for a computer scientist to give this example, because the advance of the computer model
over older mechanistic models is that computers can and clockwork can’t make decisions.)
Apparently analysis of a living system as composed of interacting parts rather than treating it as
an unanalyzed whole is bad.
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4. Science is not the sole or even main source of reiiable general knowledge.

However , he doesn’t propose any other sources of knowled ge or say what the limits of scientific
know ledge is except to characterize certain thoughts as “obscene”.

5. Certain peop le and institutions are attacked .

These include the Department of “Defense” (sic), Psychology Today, the New York Times Data
Bank, compulsive computer programmers, Kenneth Colby, Marvin Minsky, Roger Schank , Allen
Newell , Herbert Simon, J.W. Forrester , Edward Fredkin, B.F. Skinner, Warren McCulloch (until
he was old), Laplace and Leibniz.

6. Certain political and social views are taken for granted.

The view that U.S. policy in Vietnam was “murderous” is used to support an attack on
“logicality ” (as opposed to “rationality”) and the view of science as a “slow actin g poison”. The
phrase “It may be that the people ’s cultivated and finally addictive hunger for private
automobiles. . .“ (p.30) makes psychological, sociological, political, and technological presumptions
all in one phrase. Similarl y, “Men could instead choose to have trul y safe automobiles , decent
television , decent housing f or everyone , or comfortable , safe , and widely distributed mass
transp ortation. ” presumes wide agreement about what these things are, what is technologically
feasib le, what the effects of changed policies would be, and what activities aimed at changing
people’s taste are permissible for governments.

THE ELIZA EXAMPLE

Perhaps the most interesting part of the book is the account of his own program ELIZA
that parodies Rogerian non-directive psychotherapy and his anecdotal account of how some
people ascribe intelligence and personality to it. In my opinion, it is qu ite natural for people who
don’t understand the notion of algorithm to imagine that a computer computes analogously to the
way a human reasons. This leads to the idea that accurate computation entails correct reasoning
and even to the idea that computer malfunctions are analogous to human neuroses and psychoses.
Actually, programming a computer to draw interesting conclusions from premises is very difficult
and only limited success has been attained. However , the effect of these natural misconceptions
shouldn’t be exa ggerated; people readily understand the truth when it is explained , especially
when it applies to a matter that concerns them. In particular , when an executive excuses a
mistake by saying that he placed excessive faith in a computer , a certain skepticism is called for.

Colby’s (1973) study is interesting in this connection , but the interpretation below is mine.
Colby had psychiatrists interview patients over a teletype line and also had them interview his
PARRY program that simulates a paranoid. Other psychiatrists were asked to decide from the
transcri pts whether the interview was with a man or with a program , and the y did no better than
chance. However , since PARRY is incapable of the simplest causal reasoning, if you ask , “How
do you know the people following you are Mafia” and get a reply that they look like Italians , thi s
must be a man not PARRY. Curiously, it is easier to imitate (well enough to fool a psychiatrist)
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the emotional side of a man than his intellectua l side. Probably the subjects expected the
machine to have more logical ability, and this ex pectation contributed to their mistakes. Alas ,
random selection from the directory of the A ssociation for Computing Machinery did no better.

It seems to me that ELIZA and PARRY show only that peop le, including psychiatrists ,
often have to draw conclusions on slight evidence , and are therefore easily fooled. If I am right ,
two sentences of instruction would allow them to do better.

• In his 1966 paper on ELIZA (cited as 1965), Weizenbaum writes ,

“One goal for an augmented E L I ZA  p rogram is thus a system which alread y has access to a store of
information about some as ,~,ect of the real world and which , by means of conversational interaction
with people , can reveal both what it knows , i .e .  behave as an information retrieval system , and
where its knowled ge ends and needs to be augmented. Hopefu lly the augmentation of its knowledg e
will also be a direct consequence of its conversational experience. It is precisely the prosp ect that
such a program will converse with many people and learn something f rom each of them which leads
to the hope that it will prove an interesting and even useful conversational partner. ” Too bad he
didn’t successful ly pursue this goal; no-one else has. I think success would have required a better
understanding of formalization than is exhibited in the book.

WHAT DOES HE SAY ABOUT COMPUTERS?

While Weizenbaum ’s main conclusions concern science in general and are moralistic in
character , some of his remarks about computer science and Al are worthy of comment.

1. He concludes that since a computer cannot have the experience of a man, it cannot
understand a man. There are three points to be made in reply. First , humans share each other ’s
ex periences and those of machines or animals only to a limited extent. In particular , men and
women have different ex periences. Nevertheless , it is common in literature for a good writer to
show greater understanding of the ex perience of the opposite sex than a poorer writer of that sex.
Second, the notion of experience is poorly understood; if we understood it better , we could reason
about w hether a machine could have a simulated or vicarious experience normall y confined to
humans. Third , what we mean by understanding is poorly understood, so we don’t yet know how
to define whether a machine understands something or not.

2. Like his predecessor critics of artificial intelligence, Taube, Drey fus and Lighthill,
We izenbaum is impatient , implying that if the problem hasn ’t been solved in twenty years , it is
time to give up. Genetics took about a century to go from Mendel to the genetic code for proteins ,
and still has a long way to go before we will fully understand the genetics and evolution of
intelligence and behavior. Artif icial intelligence may be just as difficult. My current answer to
the question of when machines will reach human—level intelligence is that a precise calculation
shows that we are between 1.’? and 3.1 Einsteins and .3 Manhattan Projects awa y from the goal.
However , t he current research is producing the information on which the Einstein will base
himself and is producing useful capabilities all the time.

3. The book confuses computer simulation of a phenomenon with its formalization in logic.
A simulation is only one kind of formalizat ion and not often the most useful — even to a
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computer. In the first place, logical and mathematical forma lizations can use partial information
about a system insufficient for a simulation. Thus the law of conservation of energy tells us much
about possible energy conversion systems before we define even one of them. Even when a
simulation program is available, other formalizations are necessary even to make good use of the
simulation. This review isn’t the place for a full exp lanation of the relations between these
concepts.

Like Punch’ s famous curate’s egg, the book is good in parts. Thus it raises the following
interesting issues:

I. What would it mean for a computer to hope or be desperate for love? Answers to these
questions depend on being able to formalize (not simulate) the phenomena An question. My guess
is that adding a notion of hope to an axiomatization of belief and wanting might not be difficult.
The study of p roposition al attitudes in phi losophical logic points in that direction.

2. Do differences in experience make human and machine intelligence necessaril y so
different that it is meaningless to ask whether a machine can be more intelligent than a machine?
My opinion is that comparison will turn out to be meaningful. After all, most people have not
doubt that humans are more intelligent than turkeys. Weizenbaum ’s exam ples of the dependence
of human intelligence on sensory abilities seem even refutable, because we recognize no
fundamental difference in humanness in people who are severel y handicapped sensorily, e.g. the
deaf, dumb and blind or paraplegics.

IN DEFENSE OF THE UNJUSTLY ATTACKED ~SOME OF WHOM ARE INNOCENT

• Here are defenses of Weizeribaum’s targets. They are not guaranteed to entirely suit the
defendees.

We izenbaum’s conjecture that the Defense Department supports speech recognition research
in order to be able to snoop on telephone conversations is biased, baseless , false, and seems
motivated by political malice. The committee of scientists that proposed the project advanced
quite different considerations, and the high officials who made the final decisions are not ogres.
An yway their other responsibilities leave them no time for complicated and devious
considerations. I put this one first , because I think the failure of many scientis ts to defend the
Defense Department against attacks they know are unj ustified, is unjust in itself , and furthermore
has harmed the country.

We izenbaum doubts that computer speech recognition will have cost—effective applications
beyond snooping on phone conversations. He also says , “There is no question in my rr.~nd that
there is no p ressin g human p roblem that will be more easily solved because such mac h ines ex ist ”, I
worry more about whether the programs can be made to work before the sponsor loses patience.
Once they work , costs will come down. Winograd pointed out to me that many possible household
applications of computers may not be feasible without some computer speech recognition. One
needs to think both about how to solve recognized problems and about opportunities to put new
technological possibilities to good use. The telephone was not invented by a committee
considering already identified problems of communication.
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Referring to Psychology Today as a cafeteria simply excites the snobbery of those who would
like to consider their psychological knowledge to be above the popular level. So far as I know ,
professional and academic psychologists welcome the opportunity offered by Psychology Today to
exp lain their ideas to a wide public. They might even buy a cut-down version of Weizenbaum ’s
book if he asks them nicely. Hmm, they might even buy this review.

We izenbaum has invented a New York Times Data Bank different from the one operated
by the New York Times — and possibly better. The real one stores abstracts writ ten by humans
and doesn ’t use the tapes intended for typesetting machines. As a result the user has access only
to abstracts and cannot search on features of the stories themselves, i.e. he is at the mercy of what
the abstractors thought was important at the time.

Using compUter programs as psychotherapists , as Colby proposed, would be moral if it
would cure people. Unfortunately, computer science isn’t up to it, and maybe the psychiatrists
aren’t either.

I agree with Minsky in criticizing the reluctance of art theorists to develop formal theories.
George Birkhoff’s formal theory was probably wrong, but he shouldn’t have been criticized for
trying. The problem seems very difficult to me, and 1 have made no significant progress in
responding to a challenge from Arthur Koestler to tell how a computer program might make or
even recognize jokes. Perhaps some reader of this review might have more success.

There is a whole chapter attacking “compulsive computer programmers ” or “hackers ”. This
mythical beast lives in the computer laboratory, is an ex pert on all the ins and outs of the time-
sharing system, elaborates the time—sharing system with arcane features that he never docume nts ,

- and is always changing the system before he even fixes the bugs in the previous version. All
t hese vices exist , but I can’t think of any individual who combines them, and people generally
outgrow them. As a laboratory director , I have to protect the interests of people who program• only part time against tendencies to o’ er—complicate the facilities. People who spend all their time
programming and who exchange information by word of mouth sometimes have to be pressed to
make proper writeups. The other side of the issue is that we professors of computer science
sometimes lose our ability to write actual computer programs through lack of’ practice and envy
younger people who can spend full time in the laboratory. The phenomenon is well known in
other sciences and in other human activities.

We izei~baum attac ks the Yale computer linguist, Roger Schank , as follows — the inner
quotes are from Schank: “What is contributed when it is asserted that ‘there exists a conceptual
base that is interl ingual , onto which linguistic structures in a given language map during the
understanding process and out of which such structures are created during generation [of linguistic
utterances) ’? Nothing at all . For the term ‘concep tual base ’ could perf ectly well be replaced by th e
word ‘something’. And who could argu e with that so—transformed statement? ” Wei z enbau rri  goes
on to say that the real scientific problem “remains as untouched as ever”. On the next page he
says that unless the “Schan k—l ike scheme ” understood the sentence “Will you come to dinner wit/ i
me this evening ?” to mean “a shy young man’s desp erate longing fo r  love , then the sense in which
the system “understands ” is “about as weak as the sense in which ELIZA “understood”. This
good exam ple raises interesting issues and seems to call for some distinctions. Full understanding
of the sentence indeed results in knowing about the young man’s desire for love, but it would seem
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that there is a useful lesser level of understanding in which the machine would know only that he
would like her to come to dinner.

Contrast Weizenbaum ’s demanding, more—human-than-thou attitude to Schank and
Winograd with his respectful and even obsequious attitude to Chomsky. We have “The ling uis~’
f i r s t  task is therefore to write grammars , that is , sets of rules , of particular languages , gra m?nt; r ..
capable of characterizing all and only the grammatically admissible sentences of those languages ,
and then to postulate principles from which crucial features of all such grammars can be deduced.
That set of principles would then constitute a universal grammar. C/i omsky’s hyp othesis is , to put
it another way , that the rules of such a universal grammar would constitute a kind of projective
descrip tion of important aspects of the human mind. ” There is nothing here demandin g that the
universal grammar take into account the young man’s desire for love. As far as I can see,
Chomsky is just as much a rationalist as we artificial intelhgentsia.

Chomsky’s goal of a universal grammar and Schank ’s goal of a conceptual base are similar ,
exce pt that Schank ’s ideas are further developed, and the performance of his students ’ programs
can be compared with reality. I think they will require drastic revision and may not be on the
right track at all, but then I am pursuing a rather dirferent line of research concerning how to
represent the basic facts that an intelligent being must know about the world. My idea is to start
from epistemology rather than from language, regarding their linguistic representation as
secondar y. This approach has proved difficult , has attracted few practitioners , and has led to few
computer programs, but I still think it’s right.

Weizenbaum approves of the Chomsky school’s haught y attitude towards Schank ,
Winograd and other A l based language researchers. On page 184, he states , “many linguists , f o r
example , Noam C/i omsky , believe that enough thinking about language remains to be done to
occupy them usefully f or  yet a little while , and that any effort to convert their present theories into
computer models would , if at temp ~ted by the p eople best qualif ied , be a diversion from the main
task.  And they rightly see no point to spending any of their energies study ing the work of the
hackers .”

Thi s brings the chapter on “com pulsive computer programmers” alias “hac kers” into a
shar per focus. Chomsky ’s latest book Reflections on Language makes no reference to the work of
Winograd, Schank , Charniak , Wi lks, Bobrow or W illiam Woods to name only a few of those who
have develo ped large computer systems that work with natural language and who write papers on
the semantics of natural language. The actual young computer programmers who call themselves
hackers and who come closest to meeting We izenbaum ’s descri ption don’t write papers on na ural
language. So it seems that the hackers whose work need not be studied are Winograd , Schan k , et.
al. who are professors and senior scientists. The Chomsky school may be embarassed by the fact
t hat it has only recently arriv ed at the conclusion that the semantics of natural language is more
fundamental than its syntax , while A l based researchers have been pursuing this line for fifteen
years.

The outside observer should be aware that to some extent this is a pillow fight within
M.I.T. Chomsky and Halle are not to be dislodged from M.I.T. and neither is Minsky - whose
students have pioneered the Al approach to natural language. Schank is quite secure at Yale.
Weizenbaum also has tenure. However, some assistant professorships in linguistics may be at
stake , especially at M.I.T.
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Allen Newell and Herbert Simon are criticized for being overoptimistic and are considered
morally defective for attempting to describe humans as difference-reducing machines. Simon’s
view that the human is a simple system in a complex environment is singled out for attack. In my
opinion, they were overoptimistic~ because their GPS model on wh ich they put their bets wasn ’t
good enough. Maybe Newell’ s current production system models will work out better. As to
whether human mental structure will eventuall y turn out to be simple, I vacillate but incline to the
view that ~t will turn out to be one of the most complex biological phenomena.

I regard Forrester ’s models as incapable of taking into account qualitative changes, and the
world models they have built as defective even in their own terms , because they leave out
saturation—o f—demand effects that cannot be discovered by curve-.fAtcrng as long as a sytem is r at e—
of—ex pansion limited. Moreover , I don’t acce pt his claim that his models are better suited than
the unaided mind in “inter preting how social systems behave”, but Weizenbaum ’s sarcasm on page
246 is unconvincing. He quotes Forrester , “[desirable modes of behavior of’ the social system) seem
to be possible only if we have a good understanding of the system dynamics and are willing to
endure the self—discip line and p ressures tha t must accompany the desirable mode”. Weizenbaum
comments , “There is undoubtedl y some interp retation of the words ‘system’ and ‘dynamics’ which
would lend a benign meaning to this observation ”. Sorry, but it looks ok to me provided one is
suitably critical of Forrester ’s proposed social goals and the possibility of’ making the necessary
assumptions and putting them into his models.

Skinner’s behaviorism that refuses to assign reality to people’s interr,al state seems wrong to
me, but we can’t call him immoral for trying to convince us of what he thinks is true.

Weizenbaum quotes Edward Fredkin, former director of Project MAC, and the late Warren
McCulloch of M.I.T. without giving their names. pp. 241 and 240. Perhaps he thinks a few
puzzles will make the book more interesting, and this is so. Fredkin’s plea for research in
automatic programming seems to overestimate the extent to which our society currently relies on
computers for decisions. It also overestimates the ability of the faculty of a particular university to
control the uses to which technology will be put , and it underestimates the difficulty of making
knowledge based systems of practical use. Weizenbaum is correct in pointing out that Fredkin
doesn’t mention the existence of genuine conflicts in society, but only the new left sloganeerir ig
elsewhere in the book gives a hint as to what he thinks they are and how he proposes to resolve
them.

As for the quotation from (McCulloth 1956), Minsky tells me “this is a brave attem pt to
find a dignified sense of freedom within the psychological determinism morass ”. Probably this
can be done better now, but Weizenbaum wrongly implies that McCulloch’s 1956 effort is to his
moral discredit.

Finally, Weizenbaum attributes to me two statements — both from oral presentations — which
I cannot verif y. One of them is “The only reason we have not yet succeeded in simulating every
aspect of the real world is that we have been lac king a suff icientl y p owerful log ical calculus. / a ir,
working on that problem ”. This statement doesn ’t ex press my present opinion or my opinion in
1973 wh~n I am alleged to have expressed it in a debate, and no—one has been able to find it in
the video—tape of the debate.
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We can ’t simulate “every aspect of the real world”, because the initial state information is
nevei  available , the laws of motion are imperfectly known , and the calculations for a simulation
are too extensive. Moreover , simulation wouldn’t necessaril y answer our questions. Instead , we
must find out how to represent in the memory of a computer the information about the real world
that is actually available to a machine or organism with given sensor y capability, and also how to
re present a means of drawing those useful condusions about the effects of courses of action that
can be correctly inferred from the attainable information. Having a sufficientl y p owerful log ical
c~ .’cu lus is an important part of this problem — but one of the easier parts.

[Note added September 1976 — This statement has been quoted in a large fraction of the reviews
of Weizenbaum ’s book (e.g. in Datamation and Nature )  as an example of the arrogance of the
“artificia l intelligentsia”. Weizenbaum firmly insisted that he heard it in the Lighthill debate arid
cited his notes as corroborati on, but later admitted (in Datan iatio n) after reviewing the tape that
he didn’t , but claimed I must have said it in some other debate. I am confident I didn’t say it ,
because it contradicts views I have held and repeatedl y stated since 1959. My present conjec ture
is that Weizenbaum heard me say something on the importance of formalization, couldn’t quite
remember what , and quoted “what McCarthy must have said” based on his own
misunderstandin g of the relation between computer modeling and formalization. (His two
cha pters on computers show no awareness of the difference between declarative and procedural
knowled ge or of the discussions A n the Al literature of their respective roles). Needless to say, the
repeated citation by reviewers of a pompous statement that I never made and which is in
opposition to the view that I think represents my major contribution ~o Al — is very offensive ).

The second quotation from me is the rhetorical question , “What do jud ges know that we
cannot tell a computer ”. I’ll stand on that if we make it “eventuall y tell” and especially if we
require that it be something that one human can reliably teach another. -

A SUMMARY OF POLE MICAL SINS

The speculative sections of the book contain numerous dubious little theories, such as this
one about the dehumanizing effect of of the invention of the clock: “The clock had created literally
a new reality; and that is what I meant when / said earlier that the trick man turned that prepared
the scene f or  the rise of modern science was noth ing less than the transfo r mation of nature and of
his perception of reality . It is important to realize that this newly created reality was and re mains
an impov erished version of the older one , for  it rests on a TejeCtion of those direct exp eriences that
fo rmed the basis fo r , and indeed constituted the old reality . The feeling of hunger was rejected as
a stimulus for  eating; instead one ate when an abstract model had achieved a certain state , i .e .
wizen the hand of a clock pointed to certain marks on the clock’ s f ace (the ant hropo rn orp hism here is
highly sign if icant too), and similarly for signals for sleep and rising, and so on. ”

This idealization of primitive life is simply thoughtless. Like modern man , primitive man
ate when the food was ready, and primitive man probably had to start preparing it even further
in advance. Like modern man, primitive man lived in families whose members are no more likely
to become hungry all at once than are the members of a present family.

I get the feeling that in topp ling this microtheory I am not playing the game; the theory is
intended only to provide an atmosphere , and like the reader of a novel, I am supposed to suspend
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disbelief. But the contention that science has driven us from a psychological Garden of Eden
depends heavily on such word pictures.

By the way, I recall from my last sabbatical at M.I.T. that the fee ling of hunger is more
of ten  the direct socia l stimulus for  eating for the “hackers” deplored in Chapter 4 than it coul d
have been for primitive man. Often on a crisp New England night, even as the clock strikes
th ree, I hear them call to one another, messages flash on the screens, a flock of hackers magically
gathers, and the whole picturesque assembly rushes chattering off to Chinatown.

I find the book substandard as a piece of polemical writing in the following respects:

I. The author has failed to work out his own positions on the issues he discusses. Making
an extreme statement in one place and a contradictory statement in another is rio substitute for
tr ying to take all the factors into account and reach a considered position. Unsuspicious readers
can come away with a great variety of views , and the book can be used to support contradictory
positions.

2. The computer linguists — W inograd, Schank, et. al. — are denigrated as hackers and
compulsive computer programmers by innuendo.

3. One would like to know more precisely what biological and psychological experiments
and computer applications he finds acceptable. Reviewers have alread y drawn a variety of
conclusions on this point.

4. The terms “authentic ”, “obscene”, and “dehumanization are used as clubs. This is what
mathematicians call “proof by intimidation”.

5. The book encourages a snobbery that has no need to argue for its point of view but
merely utters code words, on hearing which the audience is supposed applaud or hiss as the case
may be. The New Scientist reviewer certainly salivates in most of the intended places.

6. Finally, when moralizing is both vehement and vague, it invites authoritarian abuse
either by existing authority or by new political movements. Imagine, if you can, that this book
were the bible of some bureaucracy, e.g. an Office of Technology Assessment , that acquired
power over the computing or scientific activities of’ a universit y, state , or countr y. Suppose
Weizenbaum’s slogans were combined with the bureaucratic ethic that holds that any problem can
be solved by a law forbidding something and a bureaucracy of eager young lawyers to enforce it.
Postu late further a vague Humane Research Act and a “public interest ” organization with more
eager young lawyers suing to get judges to legislate new interpretations of the Act. One can see a
laboratory needing more lawyers than scientists and a Humane Research Administrator capable of
forbidding or requiring almost anything.

I see no evidence that Weizenbaum forsees his work being used in this way; he doesn ’t use
the phrase laissez innover wh ich is the would—be science bureaucrat ’s analogue of the economist ’s
laissez f aire , and he never uses the indefinite phrase “it should be decided” which is a common
express ion of the bureaucratic ethic. However , he has certainly given his fellow compute-
scientists at least some reason to worry about potential tyranny.
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Let me conclude this section with a quotat ion from Andrew D. White , the first president of
Cornell Universit y, that seems applicable to the present situation — not only in computer science,
but also in biology. — “In all modern history , interference with science in the supposed interest of
religion , no matter how conscient ious such interference may have been , has resulted in the direst
evils both to religion and to science , ar id invariably: and , on the other hand , all untrammelled
scientific investiga tion , no matter how dang ero u~ to religion some of its stages my have seemed fo r
the time to be , has invariably resulted in the highes t good both of religion and of science ”.
Substitute morality for religio n and the parallel is clear. Frankly, the feebleness of the reaction to
attacks on scientific freedom worries me more than the stren gth of the attacks.

WHAT WORRIES ABOUT COMPUTERS ARE WARRANTED?

Grumbling about Weizenbaum’s mistakes and moralizing is riot enough. Genuine worries
prompted the book, and many people share them. Here are the genuine concerns that I can
identify and the opinions of one computer scientist about their resolution: What is the danger that
the computer will lead to a false model of man? What is the danger that computers will be
misused? Can human—level artificial intelligence be achieved? What , if any, motivational
characteristics will it have? Would the achievement of artificial intelligence be good or bad for
humanit y?

1. Does the computer m odel lead to a false model of man.

Historically, the mechanistic model of the life and the world followed animistic models in
accordance with which, priests and medicine men tried to correct malfunctions of the environment
and man by inducing spirits to behave better. Replacing them by mechanistic models replaced
shamanism by medicine. Roszak ex plicitly would like to bring these models back , because he
finds them more “human”, but he ignores the sad fact that they don’t work , because the world isn’t
constructed that wa y. The pre-computer mechanistic models of the mind were , in my opinion.
unsuccessfu l,but I think the psychologists pursuing computational models of mental processes may
eventuall y develop a really beneficial psychiatry.

Philosophical and moral thinking hasn’t yet found a model of man that relates human
beliefs and purposes to the physical world in a plausible way. Some of the unsuccessful attempts
have been more mechanistic than others. Both mechanistic and non—mechanistic models have led
to great harm when made the basis of political ideology, because they have allowed tortuot. ;
reasoning to justify actions that simple human intuition regards as immoral. In my opinion, the
relation between beliefs, purposes and wants to the physical world is a complicated but ultimatel y
solvable problem. Computer models can help solve it, and can provide criteria that will enable us
to reject false solutions. The latter is more important for now, and computer models are already
hastening the decay of dialectical materialism in the Soviet Union.

2. What is the danger that computers w ifl be misused?

Up to now, computers have been just another labor-saving technology. I don’t agree with
Weizenbaum’s acceptance of the claim that our society would have been inundated by paper work
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without computers. Without com puters , peop le would work a little harder and get a little less for
their work. However , when home terminals become available , socia l changes of the magnitude of
those produced by the telephone and automobile will occur. I have discussed them elsewhere , and
I think they will be good — as were the changes produced by the automobile and the telephone.
Tyranny comes from control of the police coup led with a tyrannical ideology; data banks wi ll be a
minor convenience. No dictatorship yet has been overthrown for lack of a data bank.

One’s estimate of whether technology will work out well in the future is corre lated with
one’s view of how it worked out in the past. I think it has worked out well — e.g. cars were not a
mistake — and am optimistic about the future. I feel that much current ideology is a combination
of older anti—scientific and anti—technolo gical views with new developments in the political
technology of instigating and manipulating fears and guilt feelings.

3. What motivations will artificial intelligence have?

It will have what motivations we choose to give it. Those who finally create it should start
by motivating it only to answer questions and should have the sense to ask for full pictures of the
consequences of alternate actions rather than simply how to achieve a fixed goal, ignoring possible
side—effects. Giving it human motivational structure with its shifting goals sensitive to physical
state would require a deliberate effort beyond that required to make it behave intelligently.

4. Wil l art ificial intelligence be good or bad?

Here we are talking about machines with the same range of intellectual abilities as are
posessed by humans. However , the science fiction vision of robots with almost precisely the ability
of a human is quite unlikely, because the next generation of computers or even hooking
computers together would produce an intelligence that might be qualitatively like that of a
human, but thousands of times faster. What would it be like to be able to put a hundred years
thought into every decision? I think it is impossible to say whether qualitatively better answers
would be obtained ; we will have to tr y it and see.

The achievement of above—human—level artificial intelligence will open to humanit y an
incredible variety of options. We cannot now fully envisage what these options will be, but it
seems apparent that one of the first uses of high—level artificial intelligence will be to determine
the consequences of alternate policies governing its use. I think the most likely variant is that
man will use artificial intelligence to transform himself , but once its properties and the
conequences of its use are known , we may decide not to use it. Science would then be a sport like
mountain climbing; the point would be to discover the facts about the world using some sty lized
limited means. I wouldn’t like that , but once man is confr onted by the actuality of full Al . the y
may find our opinion as relevant to them as we would find the opinion of Pithecanthro pus about
w hether subsequent evolution took the right course.
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5. What shouldn’t com puters be programmed to do.

Obviously one shouldn’t program computers to do things that shouldn’t be done.
Moreover , we shouldn’t use programs to mislead ourselves or other peop le. Apart from that , I
find none of Weizenbaum ’s exam ples convincing. However , I doubt the advisability of making
robots with human~like motivational and emotional structures that might have rights and duties
independently of humans. Moreover , I think it might be dangerous to make a machine that
evolved inte lligence by responding to a program of rewards and punishments unless its trainers
understand the intellectual and motivational structure being evolved.

All these questions merit and have received more extensive discussion, but I think the only
rational policy now is to expect the people confronted by the problem to understand their best
interests better t han we now can. Even if full Al were to arrive next year, th is would be right.
Correct decisions will require an intense effort that cannot be mobilized to consider an eventuality
that is still remote. Imagine asking the presidential candidates to debate on TV what each of
them would do aboux each of the forms that full Al might take.
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5 P . ~~... c  f~ ~~~~ i c C A r ~T ! f
by

L

. .h a t e v ~~r t h e ’  i e r i t  of  J o h n  ,~c C a r t h y  s r e v i e w  of 1 o — s u t e r  ~c . .  ~ r

~~~ :i~~ n. a n -  k : e- a s o r .  ~n~~y be , i t  is  i i i  b u t  ij ri~~or .e ‘Dy h i s  r c u c a t e d  - o r t i n ” .

~~~~ t~~c p o s i t i o n s  t a k c n  in t h e  b o o k  sr e  d e r i v e d  f r c o  a “ r c~: i~~
f. L ’

~o 1 i ti c a l  i d e o i o ~~y .  -~o t  ion:: s~~o t h e  t e r s z  “ p i n k c ” or  “ c o i r i e ” s e r v o ’
t h e  f u r . c t i c r .  :~c C a r t h y  a s s i~~ns  to  “ n e w  l e f t ”  i n  h i s  r e v i e w .  I ~- c u l ~ h s v n
t~~ou : h t , h u t  f o r  t r r i s  e x n i b l t , t h a t  e v e n  p e o p l e  w i t h  a~ l i r i t e 1  ~
ot  n i s t o r y  as  J o h n  ~ c C a r t i ~y d i s p l a y s  i n  h i s  r e v i e w  n i  :h t  h a v e  l e n r n ~~~
so ’~~~t - i i r.~ f r on  the cve uts of  the t r a -~ ic  d e c a d e s  t h e  U n i t e d  Ct e t  ~~~
just p a s 3 e d  t h r o u ~;h .  I would have t h o u :n t , b u t  f o r  t h i s  c~~hi~~i t , t~~’t
Ui r t i c i p an t s  in  s c e o l a r l y  d e b a t e s  h a d  by  now r e n o u n c e d ar ~~u r c s t  f y
irrel Evant po l itic e l associ ation .

J c C a r t h y ’s ~ a r n i n -  to  “tri o outsi de observer ” t h a t  t h e  b o o k  i n
:r o t i v e t e d  by  a c t r u ~~~ ir  o v e r  a c C e ni c  o p p o i n t ~~e n t s , t e n u r e  d e c i s i o n z ,
c tc . ~- o i n~- on wit n in :.I.T, ir biz arre and absurd. It is  a n o t n e r  h l~~t
on the revie w and , I woul~i an y, on its author. Such tactic s are si~~p l y
indecent,

I an disturbed by John :ctarthy ’s n isrea din~ of r ’y t o o ! < ’s “‘n a in
p oi n t s. ” The books actual nUn p sint , to t h e  exten t that the re is o n e

~.ain poi n t , is that no sin:’ le w a y  of seeir i~ th e world , w n e r n e r  it he t~~~t
of tie coripu ter i~e ta; nor , of  sc i en c e , of r e l i~~ion , of 5C~.:O po1i t ic~~i
dc : a , or  o f w~ia tever , is s u f f i ci e n t  to  y i e l d  an und e rr t ar. d ir.~ of thn

~on1.-i worthy of the hunan p otential to u n d er stand.

: i c c a r t h y  s e e s  t h e  h o o k  ea~:i n ~ the folloi.,ir . n’air p oint s :

1)  C u t ~ P U  S C!’. ~~OT b i~ lA Ud TU ~~~~~~~~~ ~~~ Pu.,~~k~~u L L ~ .

I w r o t e :  “ . • .1 s ee  n o  w a y  t o  p u t .  .5 boun d on t h c -~ c’ ~r e e  o t
ir e l l i . e o c e  [a co~z p u t e r ]  c o u l d , a t  m a s t  i n  p r i n c i p l e , a t t a i n . ” Cs .
2~ O )  I then no on  to 2r’:ue that a corputer s socialization , t fla t is , its
a r u i n i t i o n  of k r 1 o w l e ~~.n e  t ’ r o o  i t s  e x p e r i e n c e  w i t h  t h e  w o r l d , “ i u n t

r . c c e s s ar i l y  t o  different froc thc socialization of h w n a r n  b c i r ~~ n .
co~n . , u t n r ’s i n t r i li :;encc ou s t  t h e r e f o r e  be a l w a y s  a l i e n  t c
i r . t e l li~~en c s  w i t h  r e s p e c t  to  a c e r t a i n  r a n ~~e of n u n i a ”  f a i r s .  ( : . . ~‘~~~~~)

~o w h e r ~ do  I l i — i t  t n e  c o n p u t e r  ‘a “ r e n a o n i n ~- p o w e r . ” T h e  w n o l e  ~~~~ i
n o w e ’.’e r , a n  a t t - i c ’ ~ o n  t h ’  d o ’~n a t i c  c o i i p l i n ’  o f  r e a s o n  to  ~n w e r .  ~i a s
c o L r :~l in : :  is  so -.~‘~ch  p a r t  of t h e  Z e i t ~~e is t  t h a t  s i n - l e — ~~m n d c 1 1y c o ” ”i t . t er ~
t e c n r n l o - ’ i c a i  e n t h u s i a s t s  s i:~p l y  c a n n o t  c o r . c o i v c  of a d i s c i s n i o n  o f
r e a s o n  — -  w h e t h e r  by co~n p u t e r s  o r  n o t  — —  t n .-~t is  n o t  a t  t h e  so:..~’
c’~n t n r e d  on  q u e s t i o n s  of p o w e r .  ~i c C s r t h y ’n .- r a t u i t o u s  p r o j c c t i o n  n t ’ h i s
o w n  ~. r e o c c u p a t i o n s  u n t o  no  i n  t n e  f o r m  of  n i s  a t t r i b u t i o n  to ~ c C f  t , :j s
“ n ’ i r i  p o i n t ”  i s  f u r t h e r  e v i ’ i e n c e  f - or  t n a t .
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2) 1 .n,: A t ’. . .~~‘ K U T :~A ’1’ CL. .~~~u i ’
~~~ :S ~~~~~~~ ~~T b~S P h U ~~, :i U 1 .) w u .

L~as , t h a t  is  n e n u i n e l y  a n a i n  p o i n t  of  t h e  b o o k .  f~nd i ,cCa rtny i~
r j ~- h t  j r  o b s e r v i ng  t h a t  t e a k  t h a t  s h o u lj  n o t  be d o n e  a t  a l l  s h o u l d  r o t  b~
d o n e  by  co~1p u t e r s  e i t n e r.  c C a r t h y  a n d  I a :r ee  t h a t  p s y c h o t h e r a p y  s h o u l c
u n d e r  n o n e  c i r c u a s t a n ce s  he p r a c t i c ed .  I a mz op~~oeed  t o  ‘. l a c n i n ’;
a d n i n i s t e r ed  p s y c h o t h e r a p y  a n d  d c d a r t h y  c a n n o t  see w h a t  o b j e c t i o n s  t~~c re
r j - h t  be to  i t  ( o t h e r  t h a n  t h o s e  t h a t  a r i s e  f r o r m  “ n e w  l e f t ”  ~ o t i v a t i o r s >
if ’  i t  w e r e  to  “ c u r e ” pec , l e .  P r e f o n t a l  1 . ob o t o iy  “ c u r e s ” c e r t a i n  :i er . t~.1
d i s or e r s .  u u t  a t  w h a t  p r i c e  t o  t , a e  p a t i e n t  a n d , I w o u l d  a d d , t o  t i e
s ur :~~on as  w e l l ?  i b e l i e v e  t h a t  s ac n i o c  a d ~~i n 1 s t e r e d  p sy c~~o t h e r a p y  ~ o u 1 d
i n d u c ~s n .n  i~~a~~e o t ’ w h a t  i t  “ ~ ans to be h u — a r . t h a t  ~ o u l d  be ~ r o h i b i t i v ei y
c o st l ~ - t o  b u t n a n  c u l t u r e .  U n e  c a y  d i s e~~r e e  w i t h  t h i s  b e l i e f .  i u t  ce’ ’-
w o u l d  f i r s t  h a v e  to  u n d e r s t a r t i t  a n d  t o  t a : < e i t  i n t o  a c c o u n t .

i.1.o c’’..’ ner e  1 s a y  t h a t  an  i n d i v i d u a l  is  d e s u s a n i z e r i  w h e n e v e r  ‘r e  i s
t r e a t e d  as  l e s s  t h a n  a w h o l e  p e r s on .  Tn e  r e l e v a n c e  of t h a t  t c  t~~e
p r e s en t  d i s c u s s i o n  c a n  he a .eer i  i f  o n e  r e c a l l s  h o w  i n h u r a n e l y  ‘nor . y
zu r ~~c oo s  t r e a t  t h e i r  p a t i en t s  a n d  p e o p l e  ~e r . e r a l ly .  T h e y  h a v e , a f t e r
n a n y  y e a r s  of s e e i n w , t n e i r  p a t i e n t s  n a i n l y  as o b j e c t s  to be c u t  ~ r.d
s e w ed , c on e  to  see t h e n  a s  r o t h i n s  so r e  t h a n  o b j e c t s .  z a n y  su r :c o i s
e v e n t u a l l y  s a c  e v e r y o n e , co st  i o p o r t a r t l y  t h e~i s e l v es , in  t h i s  n a r r o w ’  wa~~.
S i m i l a r  r e r a r k s  a p p l y  to  o t h e r  p r o f e s s i o n s .  I t  is  of c o u r s e  n e c e s sa r y
f o r  a l l  of us to a d o b t  an e f f e c t i v e l y’ c l i n i c a l  a t t i t u d e  t o w a r d  p e o p l e  we
d e a l  w i t h  in  a l a r g e  v a r i e t y  of s i t u a t i o n s .  t h e  s u r~~eon  c o u l d  n o t
a c t u a l l y  c u t  i r .t c  l i v in ’ ~ f l e s h  w e r e  h a  n o t  a b l e  to i n p o s e  a p s y c h o l o - ’i - c a l
di stance between hims elf and his pa tient wni le actually w ieldin : toe
scalpel. but so-m ewhere in his inner bein ’ he should hold on to nis
p er c~~pti on of his p a t i e n t  as a whole p erson, ~ v e n  rr.ore importantly, tni e
patient r.~ust never be led into a situation in which no is forced , or c’v nn
m e r e ly e nc o u r a~Ted , to rena rd ni—s elf ’ as a sere object. ~y fear is tria t
cosp uter adm inistered p sychot h er apy necessarily induces just this t z ir . d  of
ze l f~~ina re in tne patients who would be subject to it. That , b as ic a l l y ,
is ny objection to it. E cannot see how sucri a systee could “c u r e ”
p eop in in any reasonabl e sense of the word “cure ” , that Is , In  a
s u f f i c i e n t l y  encor’.p ass inr interpretation of that word.

3) ~~~~ C~~ rl tt~.i L~~U PLIOt~LF, ’[ ~, A ,~ h l ( j rJ C V 1’r.  U k ~ T~1~ ~ U l t L U  Adi LI.

i n e r e  is n o  “correct” or  “wron ’” v i e w  of ’  l i f e  to  w h i o n  sc i en c e  o r
a n y t h i r -  e l s e c an  l e a d .  t h e  p o i n t  ~i c C a r t h y  h e r o  r i i a e o n s t r u e s  is t h a t
s c i e n c e , or  a r , y o t h e r  sy st e s  of  tho u -h f., l e e d s  to an tap eve r ished view of
t h e  .~n r l d  a n d  o f  l i f e  w r e n  i t  o r  a n y  sy s t en  is  t a k e n  to  be t n e  or m I~
l e r i t i~- a t e  p e r s~~e c t i v e  on t o e  worl d and or life ,
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) ~ C I n ~, C ~ is :.~~T T :~~ ~ U L ~ E V t ~ T.dc ‘L41d SOUICL J r  . , L d L J U c.

niow reliable would tic Carthy say is his kno~,lr d~~e th at cia
c r . i l d r e n  ar c  h i o l o : i c a l ly  h i s  c h i l d r e n  or that the person he knows as hi s
i a t n e r  is- h i s  b i o l o n i c a l  f a t h e r 7  Is  s c i e n c e  h i s  s o u r c e  o~ su c n
w n o w l e ~m r e ?  j h a t  p r o p o r t i o n  of tne truly 1-iport ant act ions ~ c d a r t w , ,’ n s a
taker. in the course of h i s  a d u l t  l i f e  w e r e  p r e d i c a t e d  s o l e l y  or e v e n
na in ly on knowl ed ~~e he v a lidated by appeals to science? Uid the ancients
n a v e r e l i a b le  kn o w l e d~~c? (Jr have we had reliable kncw led~~e only sin ce
tfe fou nd in ’ of the ~rit isn Hoyal Society —— or that . of the S t a n f o r d  ttl
La b —— or  n o t  ye t a t a l l ?

f ) Ct~hTAI~ P’~O P L~ A~It) INSTITUIIUci S A PC OA f).

I know of very few people I would call “bad” —— h i t l E r  ~ nd
nir~riler are examap les. I think som~e of the people ~cCar thy lists are
c t ’t e n  wron ’~ and soretimnes behave irresponsibly especially when they s~~ea
to  a n d  w r i t e  f o r  lay audiences. T .nere appears to be wide a~~re e’~ent on
that w itn in the A l cortaunity itself. I think the views expressed by som e
of the people nentione d are darm ~ erous . These views should be discussed ,
rot suppressed. Ily book contributes to the required discu ssion. ~orc
:eople will surely find cy views wron - and perhaps even dar.’-erous . lb
they think ra y views worthy of ‘more than conte cipt , they should d i s c u s s
t h es .  U o c s  I c C a r t h y  t h i n k  I am. “b ad?” I don ’t believe so. v.hy t h e n
s h o u l d  h e  b e l i e v e  I t h i n k  t h e  p e o p l e  he aention s are bad?

The Depart ri ent of “L)efensc ” is , in ray view , on the whole ba d .
A n d  t o e  q u o t a t i o n  m a r k s  a r e , I w o u l d  ~-,u e s s , e n t i r e l y  a p p r o p r i a t e  in .  t h e
e y e s  of co s t  of t h e  p e o p l e  of  t h e  w o r l d  —— especially in the eyes of n a r i y
~ h o n a v e  rea d O r w e l l .  I f  th e es p e r or  w e a r s  no c lo th es , we should say he
wears no clothes .

Other remarks:

I d o  n o t  s a y  a n d  I do  n o t  b e l i e v e  t h a t  “ i f  t h e  p r o b l e n  r a s n ’t
b e e n  s o l v e d  i n  t w e n t y  y e a r s , we should pive up. ” I say (p . l~~3) 

“ ...
i t  w o u l d  be w r o n r ~ ... to m a k e  i m p o s s i b i l i t y  a rr .ur’ , e n t s  a b o u t  s n ’t
c r n p u t . e r s  c a n  do  e n t i r e l y  on t h e  g r o u n d s  of our present i :norance . “ T h a t
i s  q u i t e  t h e  o p p o s i t e  of w h a t  ‘ i c C a r t h y  c h a r r - e s  ~‘e w i t h  s a y i n” .

I do n o t  s a y  or  i m p l y  t h a t  “ t h e  D e f e n s e  u e p a r t r .  eri t su~~~c r t n
spe PCfl r ec o ,~n i t i o n  r e s e a r c n  in  o r d e r  to  be a b l e  to  sn o o ~’ on t e l c ’ n s n o
c o n v e r s a t i o n s . ” A t t n i b u t i n ~ t h i s  v i e w  t o  me is , in :~cCarthy

’s w o n :,
“biased , ba sele ss , f a l s e , an d [scer.iin ~~ly] ro tivated by ‘ialice . ” I ‘~rotc :
“ i h i s  p r o j e c t  t h e n  r e p r e s e n t : , i n  t h e  e y e s  of i t s  c n i e f  sp o n s o r , a l o n ~
s t e p  t o w a r d  a f u l l y  a u t o r a t e d  b a t t l e f i e l d . ” I t h e n  s t a te  n y  o p i n i o n
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tn at , ~m m c u ~ we ~. t  C ,, ’~CC : r e e o . - r i i t i o r m , i a r ~~o or~~a m ’ i z a t i c : 3  a u c ’  2 5  t ’ c
cv crr ‘ c r 1  w ould ua~ it t e n  s r m o c ~~i n r , ~~~~ I b e l i e v e  t o a t  . • .y L~c 1~~et

c u t t r ~~~~e~~i by  t r m E r e v e l 2 t i o n s  ( ,.Y .T., w u — ust 31 1975) tn’.t t r ’,c “ .,.. P

cav ~~ r o z  c’ v i r t u a ll~ all C5h1~~, ~c l e x  a n~ ot .ier r en — t~~ 1e~~n ’ s a c
cnn.~,~~n~~:tions l ea vir i ‘ t a e  u~~~ . a n d  u s e s  co iput e r s to sort and chte ~~n
i r , t e l l j o r . e e  from, . the co -tents “ (er .’.p hasis ni n~~). Cl e arly t ” ’~
e x c l w i ~ion o r  t e l e p t ~or , ’c co~~: ’u n i c e t i c n s  f r a n  t h i s  op erat ion is
c s u e n c c  of onl y techr :i :al l i ’” i t a ti sn s that wc uld be- ren ove c ’ if ~;e ae~
.auto’ .atiz SpCc’ C r ec o ’ r . i t i o n  s y s t e r m s .

.ae reference cite d in note ~~, ,~a ’ e  2~-ô , i s a r o n y ~~ouZ b e c au se t n ’ ~
que~mt io r. ~rart c J ic per~~i as inn to cuotc f ro c  h i s  i - m t c r n a l

~~~~~~~~~~ or .  tee ~o nd it i’ao tn at 1 not cite h~~a nace . It is not imic e  ot
j s n r l  i c c . a r t n y  t o  r o s s  se to violate ‘y w ord.

I do r.ct “ idealize tee li f e of ~ri m- iti v e na n . ” It is a cnc’~’.
snot o t t e r  , ra cticed by t~~ c n r o l o : ’ i c a l  c n t h u a i a ,nts to erla r ’~° anyone ~ .‘c 

a loa ,s er it a i len by ran ’s con  ~it~rent ta te cnn cle ,‘ (cr.d tne re
c u r e l y  h a v e  b e e n  Wa n d  are losses ) with -ad voc a t i n I -‘t ret u rn tc
p r E t n c r r ’o l o - i c a l  ti -c s. tvery rso’ie rn •-: r i t e r  I ~n o w  o f ’  ~r l o w s  t h a t  t h e m
cann ct ~.:.‘ e been a ~.retechnolo ical ti’i e in tee history or w r i a t  w e  ~~~~
ca ll :n , en d t h~~t history cannot be reverse d . n’.tt it is inp o rtant t a t

c r c c n - ~~~~~i~~~~ c a n d  understa nd the costs ~ac ,sociated, w it a cur cun rn , :t
co” it - e a t  to technolo ’y aol that we :e~’< for ways tc reduc e tnt cos t s

~r~~ ’ t~~o n i n u .  Tnere ic r.e tn irr .ahti— t e chro ]o~~ical , a n t i — s c i e n t i f i c , 5~~
a n t i — i n t e l l e c t u a l  in th~~t .

cThrtn y su ” ts th at ma y stit , e .”~~r 1t “Those who ~<now wro on.’~ :r,a
tre :’ a c e  Jo n ot need to .15K w h a t  they c i n u l d  do ” is “ r;enaclr ’,—, ” in,  t n a t  r n
believe s it to require a. priest ho od to app l Y  it to a par~~i cu1 ~r cas c

~n’~ a - tn t c: e r t e m )n ’ars jr ~ context (p . 2 7 3)  j r  whi cri I riad just ~ 1l’ ; i’~:~
to tn t ’ t a c t  toot people are constant ly as< i - cx , crts ~ r n t  t hr’~ n~.ou i ~
so. I ta r ‘t be lieve peop le need “ e’~’ ;~~ rt” ~ u 1 ’ ! : n c e  c c  r o ” e l  o, u r m s t i ~ . - ,n .

‘ rc a t a~~~e ’ .e nt , on its very face , ar tles t ’ ,at no p n i e s t i o o d  if ‘v :r
n e c e c~~~r:’ to tell p eop le what the ;/ ‘ ‘u st do. I fi ”d c a rt n y ’s O x o ct
opposi te ar~~lyc is eyt r ecal~ ~u zzlin .

,; a ssertion that “(~r, i n d i v i d u i l  in ,e :i n •ar iz cd w r r ’ , e v ~~r n e  i n
tr eet~’’~ as less tn .in a w nolc per son ” is si”~~ly ~ St at’~”c r t or ’ t a.’t. ~t
i.s mn c n. ”; ,.rencn: ibl e to ~~~‘ that sha-~e or ‘ui lt t a l l  or  -‘“ 5eca use .cCamt ~:y

s i r i l e r  state~i~~nta to he i~~rt cr the cat e cn i~~’ ~f
. t’e “ en co urt ’r

-r ow ,) acve ’- e nit ,” about w h i m , ~~Y the w a y ,  1 vrc ..’ n ext t .’ r a t h m n ’ - .

c o c a  J o hn :cCar t , riv na ve a l n - i a ~~l c e l , o u l w s  ~. i t . ’ i r , w r i c l ’ m  0°
I tna t anj in~~a he l d by t.n~ ne l e t t  or toe c r c o u r t a r  r a w ,. “ ' c v ” C

cr .j  ,‘; ‘tn rd , mo aza~~, or ‘ l i d  is w r o n - , a °en’e~~, and c e r t a i n
an .art or tue ar scn al of “pr i stn [w ,co ] a~n i c - nl y  c r y n t~~l 1 i z e  o r - ~n ’

an y ; t n n t i a l  center or r~ ’. ; c r ?
~~ ( r s r r ’ ~-‘ a i n  w c  a c e  c v i d m  n o n  o t

: , c ~~~r r . ’ ’J ‘a rr cn c upa t inrm ~d ’. .  ~.Ower . )
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_ _ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . .- - - ‘

Finally, t-~cCarthy asserts “Philosophical and moral thinkin g has
never found a model of man that relates hum an beliefs to the physical
world in a plausible way. ” Only someone who has mastered the ent ire
philosophical and moral litera ture could have the authority to say th~.t .
Ohat truly God— like humility! The distance that separates John ilcCa r. n y
from Joseph weizenbau n is truly measured by the challenges these two h i r l
at one another: icCarth y defies weizenbaurn to “Show me a way to
knowled ge besides science!” And W eizenbaum responds: ~‘Can there be a
w a y  toward an authentic model of” man that does not include and ulti n ate l y
rest oc philosophical and moral thinkin &?”

Wo wonder we talk past one another.
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