| AD=AQ43 B804 SYRACUSE UNIV N Y DEPT OF ELECTRICAL AND COMPUTER E==ETC F/6 9/5

PATTERN MAGNITUDE SYNTHESIS FOR A. REACTIVELY LOADED C1 NeoE
AUG 77 J LUZWICK: R F HARRINGTON N00014-76-Co0225 TC "
UNCLASSIFIED TR=77-6

NL
Tor |
R

END
DATE
FILMED

Q=77

poc




mr

| l‘lé_?j

[

R b R L S PN R, 1 SRR




UNCLASSTFIED
SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)
READ INSTRUCTIONS
REPORT DOCUMENTATION PAGE BEEORE PO e St
{5 BE_F’_(_D_‘iw!B,ER 2. GOVT ACCESSION NO.| 3. RECIPIENT’'S CATALOG NUMBER
TR-77-6 | 7
4. Y_ITLE (mf{fi_b'.“,l.e.)..u, : i 5 TYPE OF REPORT & PERIOD COVERED
| 3 . - -
¢ _PATTERN MAGNITUDE SYNTHESIS FOR A REACTIVELY | Fecimtcal Jopmt da- 6
s A R LOADED CTRCULAR ANTENNA ARRAY : A ———
’ = : ] 6. PERFORMING ORG. REPORT NUMBER
7._AUTHOR(s) 8._CONTRACT OR GRANT NUMBER(s)
John /Luzwick —eee /77 N@PO14-76-C-0225 /
Roger F./Harrington _; ; e N
!
S PERFORMING ORGANIZATION NAME AND ADDRESS 0. PROGRAM ELEMENT, PROJECT, TASK
AREA & WORK UNIT NUMBERS
Dept. of Electrical and Computer Lngineering °* > G
Syracuse University S/ 4 Pr

Syracuse, New York 13210
CONTROLLING OFFICE NAME AND ADDRESS |-12. REPORT DATE ..

Department of the Navy /[ { AugEEER977 |
Office of Naval Research 13. NUMBER OF PAGES

Al inscan. Virsinda 020] 40
14. MONITORING AGENCY NAME & ADDRESS(if different from Controlling Office) 15. SECURITY CLASS. (of this report)

UNCLASSTIFIED

1Sa. DECLASSIFICATION/DOWNGRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited

17. DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if different from Report)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverse side if necessary and identify by block number)

Antenna array Optimization
Circular array Pattern synthesis
Loaded antennas Reactive loads

\
\

20. ;‘STRACT (Continue on reverss alde if neceasary and identify by block number)

This report presents a method for synthesizing a given radiation field mag-
nitude pattern for a reactively loaded circular dipole array. The reactively
loaded circular dipole array has the center dipole fed and the outer dipoles
parasitically excited with reactive loads across their input terminals. Both
seven and thirteen element arrays are considered. A Rosenbrock optimization
algorithm is applied directly to the synthesis error function to determine the
reactive loads required for minimum error. Any arbitrarily shaped magnitude =

DD , ':2:”,3 1473 EDITION OF ! NOV 65 IS OBSOLETE UNCLASSIFIED
S/N 0102-014- 6601

i SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)

40




JLCURITY CLASSIFICATION OF THIS PAGE(When Data Entered)

UNCLASSIFIED

<

pattern can be treated. The pattern magnitude synthesis results for the
reactively loaded array are compared to that of an optimally excited array.
A computer program for the optimization algorithm with operating instructions

is included.

UNCLASSIFIED

Ak SECURITY CLASSIFICATION OF THIS PAGE(When Data Entered)

>




A T T T T T T S ST e s Wil oo it nn

CONTENTS

I. INTRODUCTION

II. GENERAL FORMULATION-

ITI. OPTIMALLY EXCITED ARRAY--

IV. NORMALIZED SYNTHESIS ERROR AND Q-FACTOR

V. REPRESENTATIVE COMPUTATIONS

VI. CONCLUSIONS-

REFERENCES -

APPENDIX

A. The Subroutine ROSIEM---

1) Theory-

2) Description-—-

3) Listing of Subroutine

ACCESSION for o _4_//

NTIS Wiiite Section ({2

Doe Butf Section [

UNANNOUNCTD =

JUSTIFIC Lo
BY Y
DISTRIBUTIQN *1 21028117 COES |

[ Dist, ' o or SR GIAL |

\ |
ﬁ/ ) |
L e

iii

ROSIEM--

11

28

29

30

30

31

34




I. INTRODUCTION

Pattern synthesis methods exist for many different antenna arrays

under various constraints [1]. In this report a radiation field pattern
magnitude synthesis procedure for an N-port reactively loaded circular
dipole antenna array is presented. The procedure applies an optimiza-
tion algorithm directly to the synthesis error function to find the
reactive loads required for minimum error. It accepts any arbitrary
magnitude pattern as an input.

In many physical cases only the far field power pattern is speci-
fied. This, in effect, specifies the far field magnitude and leaves the
far field phase arbitrary. Normally, the far field phase does not affect
system performance. The synthesis procedure used in this report requires
a specification of the magnitude of the far field electric field with no
restrictions on the phase. Since the far electric field for the circular
array considered in this report is linearly polarized, the square of the
far field electric field is proportional to the far field power pattern.

The radiation pattern of an antenna array can be controlled by placing
reactive loads at the antenna ports. The reactively loaded circular di-
pole array to be considered has the center dipole fed directly and the
outer dipoles parasitically excited with reactive loads across their in-
put terminals [2]. The advantage of reactively loaded antenna arrays is
.the elimination of a transmission line feed system to all of the elements.
The circular array geometry was chosen because of its N-fold rotational
symmetry with respect to ¢ in a constant 6 plane (see Figure 1). There-
fore, an arbitrary synthesized pattern in a constant 6 plane is easier

to realize. A reactively loaded linear array has much less symmetry

which makes it harder to synthesize an arbitrary pattern.
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Fig. 1. Geometry of the circular antenna array.




II. GENERAL FORMULATION

Consider a source i and the field f it produces on the radiation
sphere. Also, let T be a known operator representing the antenna system.

The analysis problem is concerned with determination of the radia-
tion characteristics f for a given current distribution i of an antenna

T, that is,
Ti = f (1)

where this is an exact relationship,
The synthesis problem is concerned with determining the current dis-

tribution i of an antenna T given a specified field pattern fo’ that is,

Ti « £ . (2)
This is usually an inexact rel.tionship. Deschamps and Cabayan [3] dis-
cuss the general inverse problem and the difficulties encountered.

In order to use matrix operations in the synthesis problem, (2) is

discretized as follows. Let
N
Je=n e (3)

where in are constants and en are basis elements. Since the source is
continuous, the L are functions and (3) is an approximation to the true

=
source. Define i to be the vector having the components in’ that is,

€ S ()

Next, substitute (3) into (2) and evaluate (2) at P points (8p,¢p), b=

1, 2, ..., P on the radiation sphere. In matrix notation, we have
> >
(T]i = fo (5)

where ¥o is the vector

hy

= 1.1 (6)

o op px1




and [T] is the matrix

El= @) b (7

Here f denotes the value of f at the point (6 ,¢ ) and (Te ) denotes
op o P P n p
the pattern of e evaluated at the point (6p,¢p).
Next consider an array of N z-directed center-driven parallel one-
half wavelength long dipoles. The boundary condition to be satisfied on

the surface of the mth dipole is

-Em(z) = Vmé(z) (8)

where Em(z) is the z component of the tangential electric field induced
by the electric currents on the dipoles, Vm is the voltage applied at
the center of the mth wire, and 6(z) is the Dirac delta function. The

electric current on the nth wire is approximated by a filament current
(&4 V4
In os k 9)

where In is a constant to be determined and k is the propagation constant.

Substituting (9) into (8), we obtain
N
—nzl IE (2) =V 6(z) (10)

where InEmn(z) is the z component of the electric field induced by (9) on
the surface of the mth dipole. Following Galerkin's method, we multiply
(10) by cos kz and integrate from -A/4 to A/4 (X is the wavelength) on z

to obtain the matrix equation
> >
[z]T = V. (11)

Here [Z] is the impedance matrix of the antenna array with elements
VA

Zmn = - j Emn(z) cos kz dz (12)
=\/4

> >
and T and V are column vectors of the unknown currents In and voltages Vm.




For the reactively loaded circular dipole array, (11) becomes

Bz zL]"f =V (13)

A

where
[z,]1 = [2] a4

is the port impedance matrix for the circular dipole array with the

elements defined by (12),

g 0o 0
g g el

e as)
RN SRR

. ) , ; il .
is the reactive load diagonal matrlxwherEJXL = 0 corresponding to the

central dipole,

(16)

<+
]

: ; a
is the excitation voltage vector with one non~zero element V corresponding

to the central dipoles

17)

Yy
]

is a column vector of the port currents.




The far electric field for the N dipoles in the ¢ direction and

6 = m/2 plane is

" -jkr N jk(x cos¢+y sing)
= SAMGE TR n n 2
B (§) =~ Zl Ie KF (¢) (18)

where N is the intrinsic impedance of free space,

-in e 3%
s 27 1 19)
and
N jk(x_cosdty sind)
F(¢) = ] T,e s (20)
n=1 3

Since we are interested only in the pattern shape, the far electric field
EZ(¢) can be represented by F(¢).
The pattern magnitude synthesis procedure uses P points from the

-
desired pattern l?ol and finds a source I such that the pattern error

P
e

3 2
. ElInTpnl al N CIRI N €2Y

2 B
WPI[F(¢p)l = lfo(¢p)[' = pzl wp[(n

is minimized. Here wp is a weighting coefficient (wp > 0D,
jk(x cosd +y sind )
e g I SRR SRRA (22)
pn
and
= {[z, + 2z 171V} (23)
I © ! A /i T

The { } din (23) indicates the nth element of the column matrix

[ZA 2 ZL]—IV. Substituting (23) into (21), we obtain

N

P o
e= I wlll

_l—> 2
L L {(z, + z;] v}nTpnl - |f0(¢p)ll ‘ (24)

There are N unknowns in (24), namely, N~1 unknown reactive loads

{XE} and one unknown excitation coefficient V®. If [ZL] could be separated




out from the inverse operator in (24), an exact expression could be ob-
tained for determining the required loads {XE} for minimum error. Since
this is not mathematically feasible, an approximation technique is used
for determining the {X?} and then incrementing these values in a direction
which minimizes (24). ‘One possible approach is the following.

Let

Z. = j% + z (25)

L L

where z_ is an incremental change in Z Then [ZA = ZI]_1 can be expanded

17
using a Maclaurin series as

L

(z, +jx, + zL]'l “ [1I + A+ A ellz, + ij]"l (26)

where
. -1
A= —[ZA + JXL} [ZL] (@79

—
1

identity matrix.

)] 2
Assuming [ZL] are small and the A", A”, ... terms in (26) are negligible

in relation to [I + A], we can write (26) as

(%, + 0% +a 0 = (F - j2, + 00 1 e 02, = 1217 @8

Substituting (28) into (24), we obtain
: 5 1L 12e 2
0 = i I : - S 2 " :
€ pzlwp[lnzlkil [z, * 3% 1 ke Mz, + g ] VLE ] - el "

(29)

If the A2, A3, ... terms in (26) are not negligible compared to [I + A],
new {X?} must be chosen and small changes made in zL to test for a minimum.
(Note ghat since (29) contains absolute value operations, the minimum does
not necessarily occur at a stationary point.)

The advantage of this technique lies in the fact that [zL] in (29)
can be varied without performing an inverse operation. A disadvantage is
the fact that the {X:} have to be chosen so that Az, A3, ... are suffi-
ciently small for (28) to hold. Also lacking is a good strategy for in-

Ny i . i
crementing the (X]3 in the direction of a minimum.




Another method of minimizing (24) is the direct application of an

optimization algorithm. This approach is used in this report since the
method is not dependent on the proximity of the {Xz} to a minimum point,
and the optimum seeking strategy for incrementing the variables is an
integral part of the algorithm.

The optimization subroutine selected is a Rosenbrock algorithm [4].
The Rosenbrock algorithm uses a set of N mutually orthogonal directions
in each cycle of searches (stage). After each stage, a new set of ortho-
gonal directions are decermined by rotating the former direction vectors
until they are oriented toward the direction of fastest de rease of the
objective function. A description of the Rosenbrock algo'ithm along with
a computer listing of the subroutine is included in the Appendix.

In this report N variables are used in the Rosenbrock subroutine --
N-1 reactive loads and one excitation voltage coefficient. It should be
mentioned that since (24) does not depend on the phase of Va, Va can be
taken as real and positive. When this is done, (24) becomes a simple
quadratic function in v?. From this quadratic, the optimum value of ' 1
can be easily obtained for fixed ZL. If this optimum value of Va were
substituted back into (24), only the N-1 reactive loads would enter into

the Rosenbrock search.

IIT. OPTIMALLY EXCITED ARRAY

In this section, a solution is given for the same array analyzed in
the preceding section, but with all of the elements driven and no reactive
loading. In the results section, a compari=on of the synthesized patterns
will be made between the reactively loaded array and the optimally excited
array to indicate the degree of degradation due to the restricted excita-
tion for the reactively loaded array.

The far electric field magnitude at a point p in the 6 = 7/2 plane

has the same form as in the reactively loaded case, that is,
N
|F(¢p)] =} tT | (30)

el n pn

take on any complex value, in contrast to the restricted




|
I
|
I
|
i

e

values for the reactively loaded case. A solution for the pattern magni-
tude synthesis problem using (30) can be found in [5], and the following
is a summary of the formulation.

The error function to be minimized for the general synthesis problem

where both magnitude and phase of the desired pattern ?0 are specified is

R 2
ol L L " fo(¢p)| . (31)

The solution to (31) (see section V of [5] with o = 0) is

= [¥*WT]'1[E*w]¥O (32)

where * signifies complex conjugate, signifies transpose and [W] is a
weighting matrix.

When the pattern magnitude only is specified, the error function
becomes
1 P'lnﬁl tnlpal = 111 =

m
]

Il c~—rd
=

P

To circumvent the inner magnitude operation in (33), we consider the
following more general equation which has a minimum less than or equal

to that of (33),
jB
o P2
T =R e .
Ll g - 1B tedle S (34)
In other words, we are specifying a phase for the pattern magnitude in
order to obtain a more easily solved expression. For in fixed, a minimum

is obtained when both terms within the outer magnitude signs of (34) are

in phase, that is,

— . (35)

Ioc—mZ| il o=

B R TP s e e G o ) 8 ST Y VI P G

e

el 4o d LT,

IR T R T8 e TR,
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If condition (35) is used in minimizing (34), the minimum of (34)
will be equal to the minimum of (33). (This can be shown by substituting
(35) into (34), and after factorization it is evident that the magni-
tude of the resulting expression will be equal to that of (33).)
To find the minimum of (34), the following iterative procedure is
used:
1. Assume starting values for Bl’ Bz, S Pl
2. Keep the Bp fixed and calculate the in which minimizes
€ using (32).l

3. Keep the in fixed and calculate the Bp which minimizes
€ using (35).

4. Go to step (2).

This procedure converges to a stationary point because steps (2) and (3)

cannot increase €.

IV. NORMALIZED SYNTHESIS ERROR AND Q-FACTOR

Two figures of merit will be used in the next section to evaluate

the synthesis results. The first figure of merit is the normalized synthesis

error which is defined as

. 2
pzlprpr)l - £, )11
€ = : (36)

syn E | |2
w_|f (¢ )

llt should be noted that if [f*WT] is ill-conditioned, the procedure

will fail since small rounding errors that occur in its inversion

~ _]_ .
can cause large errors in its inverse [T*WT] ~. To use this pro-
cedure, the ratio of the magnitude of the largest eigenvalue to the

smallest of [T*WT] should be on the order of 103 or less.
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The smaller the magnitude of Esyn the closer the synthesized pattern
is to the desired pattern.

The second figure of merit is the Q or quality factor. The Q-

factor is a measure of the magnitudes of the element excitation required

to produce a given pattern. The larger the value of Q, the more imprac-

tical the pattern realization becomes due to the large element excita-

tions required. Lo, Lee, and Lee defined the Q-factor as [6]:

N
2
o1l
> n=1
[1p¢o.0)|%a0 =

‘

4
where Jn is the nth element current excitation value and P(8,¢) is a

pattern function,

A numerical approximation to (37) is

N
Filele
g=p il o (38)
I Ire )|
F(¢_)
p=1 8

The multiplier P is introduced to make Q relatively insensitive to the
number of field points chosen. The main difference between the Q ex-
pressions of (37) and (38) is that the denominator of (37) is an inte-
gral over the whole racdiation sphere while the denominator of (38) is

a summation over P points in the XY plane.

V. KEPRESENTATIVE COMPUTATIONS

A computer program has been written using the equations derived
in the preceding sections. A description and listing of the optimiza-
tion subroutine is included in the Appendix of this report. In this
section results are given to illustrate the synthesis technique applied

to a reactively loaded array for various pattern shapes. For all cases
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except the reduction of an unwanted side lobe (Figure 13) all w
used are equal to one. :

Figure 2 illustrates the antenna configurations for both the
seven element (array A) and the thirteen element (array B) circular
arrays to be used in the synthesis procedure.

Figures 3 to 6 illustrate Gaussian shaped synthesis patterns in
the ¢ = 0 and ¢ = 30° directions for reactively loaded arrays A and B
in which the specified pattern beam widths are varied. For all cases
array B (with a greater number of elements than array A) realized
lower synthesis errors than array A. The worst case (largest synthe-
sis error) of the three pattern shapes to be synthesized for both
arrays A and B is pattern (a). Pattern (a) is the narrowest of the
three patterns and apparently a greater number of elements than thir-
teen is needed to realize the directivity required by this pattern
shape, Pattern (b) is synthesized with a slightly higher synthesis
error than pattern (c) for array A but the reverse is true for array B.
Overall, pattern (b) appears to be the best compromise in terms of
pattern synthesis error and distortion when specifying a pattern shape
to be synthesized for arrays A and B.

Tables 1-4 list the reactive loads required for the patterns shown
in Figures 3-6. Note that loads which affect the beam width in one
direction (therefore changing their values for each beam width varia-
tion) do not necessarily affect the pattern in another direction. For
instance, the reactive load for element four in Table 1 varies from
+26 ohms to +90 ohms as the pattern beam width changes in the ¢ = 0
direction while the reactive load for element four in Table 3 does
not change at all as the pattern beam width changes in the ¢ = 30°
direction.

Figure 5 illustrates an important propefty (necessary for syn-
thesizing patterns in arbitrary directions) of the circular array due
to its symmetry, that is, a pattern in the ¢ = 0 direction can be
shifted exactly (for arrays A and B) to the ¢ = n60°, n =1, 2, ..., 5
directions by cyclically changing the reactive loads required for the

¢ = 0 direction. The pattern in Figure 7 is obtained by taking the
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Fig. 2. Antenna configuration for a seven element (array A)
and thirteen element (array B) circular array.
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Table 1. Reactive loads for patterns in Fig. 3.
Element Pattern
Number 1 2 3
2 = 73§ - 86Q -1058
3 -109 -107 -117
4 + 26 + 65 + 90
5 + 18 + 11 + 13
6 423 + 61 + 90
7 -101 =111 =127
Table 2, Reactive loads for patterns in Fig. 4.
Element Pattern
Number 1 2 3
2 - 95Q - 99Q -103Q
3 =52 - 60 - 68
4 - 93 =97 -103
5. + 30 + 26 =l
6 -249 +1:35 + 17
7 - 27 - 20 +172
8 - 33 - 8 - 13
9 ~118 -+ 87 L1
10 =197 +291 - 4
11 +151, + 74 + 23
12 - 69 = 95 - 96
13 - 69 - 72 - 72




Table 3. Reactive loads for patterns in Fig. 5.

Element Pattern

Number i 2 3
2 - 708 -109% -1340
3 + 69 =IHE5 -147
4 -300 -300 -300
5 + 36 + 36 + 36
6 + 15 + 21 + 34
7 -300 -300 -300

Table 4. Reactive loads for patterns in Fig. 6,

Element Pattern

Number I 2 3
2 = 718 - 670 ~ 650
3 -106 =202 ~300
4 - 56 - 69 ~ 56
5 =295 =101 ~101
6 il - 89 ~ 82
7 - 16 L0 + 35
8 - 43 - 40 -~ 36
9 e S ~ 35 -300
10 ~ 32 - 33 ~ 26
1 - 6 i P
12 - 97 -100 - 83
13 Q0 - 94 - 93
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2.0

Fig. 7. Pattern superposition for array B with element spacing
s = 0.25X.
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reactive loads for pattern 1 of Figure 4 and shifting them accordingly.
For instance, to shift the pattern from the ¢ = 0 to the ¢ = 60° direc-
tion, the reactive load value for element two becomes the reactive

load value for element four; the reactive load value for element

three becomes the reactive load value for element five, etc.

Figures 8 to 10 illustrate synthesized patterns having a single
main lobe for both optimally excited (used for comparison) and reac-
tively loaded arrays.

In Figure 8 a Gaussian shaped pattern similar in beam width to
that of pattern (b)in Figures 3 to 6 is synthesized. Both excitations
achieve a low synthesis error with about the same Q.

In Figure 9, a sector pattern is synthesized. Since this is not
a natural pattern shape, each excitation type attempts to distort the
normal beam shape to fit the contour. The synthesis error for both
excitation types is still low due to the relatively large beam width d
required (realizable as illustrated in Figures 3 to 6).

In Figure 10, a rectangular shaped pattern is synthesized which
requires a narrow beam width. The synthesis error is higher for this
case than in the previous two cases. A linear array configuration
would probably realize a lower synthesis error than the circular array
configuration due to the increased directivity characteristics in the
end fire direction.

An attempt to synthesize multiple main lobes is shown in Figures 11
and 12. The synthesized patterns obtained for array B are much better
than for array A. This degree of improvement is not evident in Figures
8 to 10. It appears that more elements are needed to synthesize
multiple shaped beam patterns.

The pattern illustrated in Figure 13b is an attempt to synthesize
the sector shaped pattern without the side lobe indicated by the arrow
in Figure 13a. This is accomplished by weighting the synthesis error
greater in the arrow direction than in all other directions. As shown
in Figure 13b, the unwanted side lobe is decreased at the expense of

increased side lobes in other directions and greater overall synthesis

error.

L_W' S —




22
2. 0h

OE
5 = 0,03

syn

Q= 1.1
RL
£ = 0.09

syn

Q= 1.7

2.0 1.0

1.0

(a) Array A

2.

OF
= (0.0002 RL
syn
G = (.82
OE
1.0 T
.RL 2
£ = 0503
syn

—~
P
Il
—
<o

1.

(b) Array B

Fig. 8. Far electric field synthesized patterns for a reactively
loaded circular array with element spacing s = 0.35X
(A-pattern shape to be synthesized, OE-optimally excited,
RL-reactive loading) .
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(b) Array B

Fig. 9. Far electric field synthesized patterns for a reactively
loaded circular array with element spacing s = 0.35A
(A-pattern shape to be synthesized, OE-optimally excited,

RL-reactive loading) .




24

0.24
87.6

m
I

o
i

2.0 1.0

0.32

T [ e T R RR 017 3 NI S <2 )b o S 1
O
]
o ]
-

1«

(a) Array A

I
i
OE
€ = 0.07
syn
Q=71
— T
2.0 Lot
RL
£ = 0.23
syn

1.0

(b) Array B

Fig. 10. Far electric field synthesized patterns for a reactively
loaded circular array with element spacing s = 0.35X
(A-pattern shape to be synthesized, OE-optimally excited,
RL-reactive loading). ‘
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Fig. 11. Far electric field synthesized patterns for a reactively
loaded circular array with element spacing s = 0.35)A
(A-pattern shape to be synthesized, OE-optimaliy excited,

RL-reactive loading).
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Fig. 12. Far electric field synthesized patterns for a reactively
loaded circular array with element spacing s = 0.35)
(A-pattern shape to be synthesized, OE-optimally excited,

RL-reactive loading).
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(a) Synthesized pattern with unwanted side lobe.
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(b) Synthesized pattern with unwanted side lobe removed.

Fig. 13. Synthesized pattern with side lobe restriction for array B
with element spacing s = 0.350 (A-pattern shape to be synthe-~
sized, RL-reactive loading, \ -unwanted side lobe direction).
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VI. CONCLUSIONS

The antenna element currents for the reactively loaded array are
a subset of currents for the optimally excited array. Therefore, while
the error in the reactively loaded array patterns approaches that of the
optimally excited array, it is always greater. The patterns are closest
when the specified shape is typical of the patterns realizable by re-
actively loaded arrays (pattern (b) in Figures 3-6). Verification of
this statement is shown in Figure 8.

The synthesis technique used in this report is adaptable to problems
involving more variables, like antenna element length and position. Also,
various weighting functions can be used to improve the convergence of the
optimization algorithm.

Future work should investigate more fully the correlation between
antenna array configuration and synthesis pattern shapes for reactively
loaded arrays. These results would allow specifying an antenna array con-

figuration for a corresponding pattern shape before the synthesis procedure

has begun.

J
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APPENDIX

A. THE SUBROUTINE ROSIEM

1) Theory:

The Rosenbrock search technique uses N mutually orthogonal
directions during each search cycle to find a relative minimum. This
strategy differs from a steepest descent technique which uses successive
orthogonal directions, but these successive directions do not necessarily
form a mutually orthogonal set.

The basic elements of the Rosenbrock algorithm are as follows:
a) Step size - The step size in a given direction is chosen

by specifying an arbitrary magnitude e and then, if a step

e decreases the value of the function (for a minimization

problem), e is multiplied by a constant « (o » 1), If the

value of the function increases, e is multiplied by a con-
stant =R (0 < 8 < 1). e, a, and B have to be specified by

the user. e should be on the order of one percent of the

average magnitude of the variables. To determine the values

of « and P, a series of trials using various values of o

and B should be made for a given class of functions (preferably

for a known function for which a solution is available) for

which the function to be minimized belongs.

b) Direction - The Rosenbrock algoritam uses N orthogonal direc-
tions d], dZ’
single direction in which to progress. A search is made in

Soey dN at each stage rather than choosing a

each orthogonal direction before continuing to the next stage

(at least, one trial has been successful (a value less than

or equal to the old value) and one has failed in each direction).
There are three cases to consider:

i) The first trial is a success.
ii) The first trial is a failure and the second trial is a

success,

iii) The first trial is a failure and the second trial is a

failure.

- _,
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0 0
2 ...dN
are individual directions in which steps are to be taken. The search

For a start, let [DO] = [I] (identity matrix) where do, d

technique progressea as follows (for one variable xi):

1) A step is taken in the direction dO from an initial point x0 i
il
x = e(xo-do)

2) Lf f(xl) < f(xo), the step is successful (case (i)) and the
step size is multiplied by o again and again until a failure is recorded.
After this failure, the result of the last successful trial and the
number of successful trials is stored.

FYSRE f(xl) > f(xo) on the first trial (a failure - case (ii)), the
sign of the step size e is changed and the search continues as in (2).

4) -TIf f(xl) > f(xo) and f(xz) > f(xo), the second and further
trials are determined by multiplying e by minus £ until a success is
recorded.

After a search has been made for each variable in all directions
do, a new [Dl] is determined using the Gram-Schmidt orthogonalization

i
procedure. The orthogonalization procedure completes the first search

cycle and the same procedure is repeated in the new direction [Dl]. The

procedure is continued until a convergence criterion is satisfied.

2) Description
The subroutine ROSIEM (N,N1,N2,AA,BB,STEP,CUL, EF,ERR,GOM,
PAT,V,XLOAD,ZA) determines the loads {Xi} and excitation voltage
which minimize the pattern synthesis error ¢ (equation 24).
The input variables are defined as follows:
N = number of antenna elements
N1 = number of search cycle (if N1 = 1, [D] = [I] )
N2 = p (number of pattern points)
AA = O
BB = 8
STEP = step sizee
UL = [z, + 2z |71
A L

EF = F(¢ )
p
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ERR = € (equation 24)
GOM = |f

£, ]

jk(x_cosd +y sin¢_ )
PAT =g . o F OB OR

vV = V@ (excitation voltage)
XLOAD = {x;>

ZA = port impedance matrix ZA(equation 12).

Minimum allocations are given by
COMPLEX CUL(N), EF(N2), PAT(N,N2) ZA(N*N)
DIMENSION A(N*N), D(N), GOM(N2), NS(N), U(N*N),XL(N),XLOAD(N)

Subroutine ERROR is called by subroutine ROSIEM to determine a
new value for € for given {Xi} and V2 . ROSTEM searches in N
variables (N-1 reactive loads (the driven element is not reactively
loaded) and one excitation voltage).

The statement "IF (N1-1) 10, 10, 11" sets [D] = [I] and determines
f(XO) if N1 = 1.

DO loop 14 is the main search loop for the N variables, Nested DO
loop 20 performs two functions. The first is to increment Xi and the
second is to determine if the magnitude of the current load value has
exceeded 500 ohms. Once the load value has reached 500 ohms, it has
been found that further increases in this load value toward infinity

Therefore, DO loop

will not noticeably change the value of IF(¢)
20 will determine when a load magnitude has exceeded 500 ohms and sets
the load magnitude equal to Al chms and a sign corresponding to the
negative of the former reactance. For instance, if XE = =550 ohms,

XE becomes + Al ohms. 1In addition, DO loop 20 resets the value of Sl
(current magnitude of e) to that of STEP and resets Nl to 1 since d2

will be incorrect for the new load value, Therefore everytime a load

value goes through infinity, [DN1] = [DO] = [1].
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Nested statement "GO TO (21,22,23,24),L" corresponds to the success
and failure increment logic for each search cycle. The following is a
summary of the logic:
i
a) Statement 21 is the initial screening logic. If f(X') < f(XO)
. : new old
(the first step is a success), e = oe and statement 23
takes over for subsequent steps, If f(Xl) > f(XO)(the first

step is a failure), " = -BeOId

and statement 22 takes over
for the next step,

b) Statement 22 is used if the first step was a failure. If
f(Xz) < f(Xl)(the first step was a failure but the second step

new old
was a success), e = de and statement 23 takes over for

subsequent steps, If f(Xz) > f(Xl) (first two steps were

1d
new _ —Beo and statement 24 takes over for sub-

failures), e
sequent steps.

c) Statement 23 is used if the first step was successful or if
the first step was a failure and the second step was success-—

fol,  EEEEED < B ), oY e ™. 1e ety s et

g . eOld/u and the search is ended for this variable for the
present search cycle. In other words, statement 23 continues
to take steps as long as they are successful until the first
failure is recorded.

d) Statement 24 is used if the first two steps are failures,

B f(Xi) \ f(XO), the search is ended for this variable,

1 £0%) > £ (eontinutng Fatluces), e™°F = =gt
maximum of 20 (-£) steps can be taken before the search ends
in this variable).

The variable NS(M) records the number of steps taken for variable
number M. If NS(M) is positive, NS(M) will indicate the number of steps
taken in the successful direction. If NS(M) is negative, NS(M) will in-
dicate the number of steps taken in the failure direction. If NS(M) equals
-20, statement 31 will discontinue the search in this variable until a new
direction vector di is determined,

The variable D(M) is the final step magnitude for the current search

cycle.

| —
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new

DO loops 40 and 42 are the main loops for finding [D ] by the

Gram-Schmidt orthogonalization procedure.

3) Listing of Subroutine ROSIEM,
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SUBROCUTINE ROSIEM(INGN1yN2yAA,RBySTEPGyCULy "= yFRF yGCM,PAT 4V, XL YA, ZA
1)
CIOIMPLEX CULI(T)EF(36)4PAT(T436)y2L(49)
DIMENSION A(49),D(7)+GOM(36) ¢yNS(T)yU(49) 4XL(T)4XLCADI(T)
N3=N-1
A1=300C.
IF(N1-1) 10,10,11
10 J1=0
D0 12 J=1,N
J2=J1+J
DO 13 I=1,N
Ji=J1+1
13 U(Jl)=C,
12 U(J2)=1.
CALL FRROR(NGN2,EF,FRR4GOM,PAT ,V,¥LOAC,Z2)
11 0O 14 M=1,N
NS(M) =0
L=1
E=STEP
ERK1=ERR
15 J1l=M
K=2
ce 20 1=1,N3
XL{K)=XLOAD(K)+E*U(J1)
IF(ABS(XL(K))eGTa501le) N1=0
IF(ABS(XL(K)) eGTa5C1a) E=SIGN(STEP,XL(K))
IF(ABS(XL(K))eGTe501e) XLOAD(K)==SIOM(£L1yXL(K))
TIF(ABSUXL(K))eGTeS501la) XL(K)==SIGMN(AL 4XL(K))
K=K+1
20 J1=J1+N
XL(1)=0.
V=V+F=U(J1)
ERK2=ERR
CALL FRKOR{INyN2,EF ERRyGDOM,PAT VXL yZ22)
DERR=ERR~-ERR2
GO TO (21,22423,24),L
21 L=3
IF(DEPRPR) 25,25,26
26 L=2
ERR=FPR2
E==STEP
GO TC 15
22 L=3
IF(DERP) 25,25,30
3C L=4
31 IF(NS(M)+20) 32,22,33
32 £E=-BB*F
NS (M)=NS(M)-1
GO TO 15
25 E=AA*®L
NS(M)=NS(M)+1
GO TO 15
23 1IF(DEKR) 25,25,34
34 E=E/AA
ERR=ERR2
GO TO 32
24 DERR=FEKR1-FRR
IF(DERR) 31,31,32
32 Jl=M
K=2

h-_——__——
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14

41
40

43

50

51

45
44

53

42

36

DI 35 I=1,N3
XLCAD(K)=XLOAD(K)+F*>*U(J1)
K=K+1

J1=J1+N
V=V+E>U(J1)
D(M)=F

JI=NxN+1

DO 40 I=1,N
Jl=41l-1
A(J1)=DI(N)=U(J1)
GO TO (40),N
J3=N

DO 41 M=2,N
J2=J1

J1=y1-1

J3=y3-1
A(J1)=A(J2)+D(J3)*U(J]l)
CONTINUE

DC 42 M=5»N
J1=M

DO 43 I=1,N3
XL(1)=£(J1)
J1=J1+N

V=A(J1)

GO TO (44),M
MM=M-1

DO 45 J=1,MM
21=0.

J1=J

J2=M

DO 50 K=1,4N
Z1=21+A(J2)=U(J1)
J1=J1+N

J2=J2+N

J1=J

K=2

DO 51 1=1,N3
XLIK)=XL(K)=Z1*U(J1)
K=K+1

J1=J1+N
V=V=721*U(J1l)
CONTINUE

C=0.

K=2

DO 52 1=1,N3
C=C+XL(K)*XL(K)
K=K+1

C=C+V V
C=14/SQRT(C)
Jl1=M

K=2

DO 53 1=1,N3
UlJ1)=C*XLI(K)
K=K+1

J1=J1+N
UtJl)=C*v
CIONTINUE

RETUFRM

END
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