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I. INTRODUCTION

Pattern synthesis methods ex ist for many dif ferent antenna arrays
under various constraints [1]. In this report a radiation field pattern

magnitude synthesis procedure for an N—port reactively loaded circular
dipole antenna array is presented . The procedure applies an optimiza-

tion algorithm directly to the synthesis error function to find the

reactive loads required for minimum error. It accepts any arbitrary

magnitude pattern as an input .

In many physical cases only the far field power pattern is speci-

fied. This, in effec t , spec if ies the far f ield magnitude and leaves the
far field phase arbitrary . Normally , the far field phase does not affect

system performance . The synthesis procedure used in this report requires

a specification of the magnitude of the far field electric field with no

restrictions on the phase. Since the far electric field for the circular

array considered in this report is linearly polarized , the square of the

far field electric field is proportional to the far field power pattern.

The radiation pattern of an antenna array can be controlled by placing
reactive loads at the antenna ports. The reactively loaded circular di-

pole array to be considered has the center dipole fed directly and the

outer dipoles parasitically excited with reactive loads across their in—

put terminals [2]. The advantage of reactively loaded antenna arrays is

the elimination of a transmission line feed system to all of the elements.

The circular array geometry was chosen because of its N—fold rotational

symmetry with respec t to ~ in a constant 0 plane (see Figure 1). There—

fore , an arbitrary synthesized pattern in a constant 0 plane is easier

to realize. A reactively loaded linear array has much less symmetry

which makes it harder to synthesize an arbitrary pattern.

_________
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Fig. 1. Geometry of the circular antenna array .
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II. GENERAL FORMULATION

Consider a source i and the field f it produces on the radiation

sphere. Also, let T be a known operator representing the antenna system.

The analysis problem is concerned with determination of the radia-

tion characteristics f for a given current distribution i of an antenna

T, that is,

T i m f  (1)

where this is an exact relationship.

The synthesis problem is concerned with  determining the current dis-

tribution I of an antenna T given a spec if ied f ield pattern f , that Is ,

Ti a f .  (2)
0

This is usually an inexact rel ..tionship. Deschamps and Cabayan [3] dis-

cuss the general inverse problem and the difficulties encountered .

In order to use ma trix operat ions in the synthesis problem, (2) is

discretized as follows. Let

N
i e (3)

n=l ~

where i are constants and e are basis elements. Since the source Isn n
continuous , the e~ are functions and (3) is an approximation to the true

source. Define I to be the vector having the components i , that Is,

I = [i]N l . (4)

Nex t , substi t ut e (3) into (2) and evaluate (2) at P points (O ,~~~) ,  p =

1, 2, ..., P on the rad iation sphere. In matrix notation , we have

[T ] i  (5)

where is the vector
0

= [f  ] (6)
0 op~~~ 1 

- .  
~~~~~~~~~~~~~ ~~~~~~~:.1 .
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and [T] is the m a t r i x

[T] = [ ( T e ) ] PX N (7)

Here f denotes the value of at the point (0 ,q ~ ) and (Te ) denotes
op 0 p p  n p

the pattern of e evaluated at the point (1. ,~~~ ) .

Next consider an array of N z—directed center—driven parallel one—

half wavelength long dipoles. The boundary condition to be sa t isf ied on
the surface of the mth dipole is

_E
m
(Z) = V ó(z) (8)

where E
m
(z) Is the z component of the tangential electric field induced

by the elec tric currents on the dipoles , V is the voltage applied at

the center of the mth wire , and ó(z) is the Dirac delta function. The

electric current on the nth wire is approx imated by a f i lament current

I cos kz (9)

where I is a constant to be determined and k is the propagation constant.

Substituting (9) into (8), we ob tain

N
— I E ( z )  = V 5 ( z )  (10)

n m f l  m
n= 1

where I E (z) Is the z component of the electric field induced by (9) on
n mn

the surface of the mth dipole. Follow ing Galerk in ’s me thod , we multiply

(10) by cos kz and integrate from —X /4 to X/4 (X is the wavelength) on z

to obtain the matrix equation

[Z ]~ = ~~~. (11)

Here [Z] Is the impedance matrix of the antenna array with elements

~ /4

Z = - I E ( z )  cos kz dz (12)
mn j mr

—~~ /4

and I and V are column vectors of the unknown currents I and voltages V .

.. ~~~~~~~~~~~~~~~~~~~ 
_ _
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For the reactively loaded circular dipole array, (11) becomes

[Z
A 

+ Z
L
]I = (13)

where

[Z
A

] = [Z]  (14)

is the port impedance matrix for the circular dipole array with the

elements defined by (12) ,
O 0 . . .  0

O j X~~~. . .  0

[Z
LJ =  : : : : (15)

. . . ~~~~~~~~~~~~~

is the reac tive load d iagonal matr ix w her ej X ~ = 0 correspond ing to the
central dipole ,

0

(16)

0

Is the excitation voltage vector with one non—zero element ~
a corresponding

to the central dipole,

I
i

12

(17)

I
n

Is a column vector  of the  port  cu r ren t s .

_ _ _ _ _ _ _ _ _ _ _ _ _ _  
£44
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The far  electric field for the N dipoles in the ~ direction and

0 ir/2 plane is

—jkr N jk(x cos~+y sinq~)
E ( ~ ) = _J.ll e 

r ~ l e  = KF(q ) (18)
nl

where T) is the intrinsic impedance of free space ,

—jkr
K = —‘

~
-
~~ 

p— (19)

and
N jk(x cosfri-y sin4)

F(~ ) = 
~ 

l e  n (20)
n 1

Since we are interested only in the pattern shape , the far electric field

E ( ~) can be represented by F(~ ).

The pattern magnitude synthesis procedure uses P points from the

des ired pattern J~~I and finds a source such that the pattern error

c = 

1 
w~~l 1F(~ ) - I f ~(

~~
) 11 2 = 

~l 
W~~1 I ~1

InT
Pn I - I f 0 (~ ) 2 (21)

is minimized. Here w is a weighting coefficient (w ~ 0),

jk(x cosq~ +y sincP )
T = e  ~~~~fl p (22)
pn

and

i = {[z + z ]~~~
} . (23)

n A L n

The { } in (23) indicates the nth element of the column matrix

[Z
A 

+ Z
L
] ’\

~
. Substituting (23) into (21), we obtain

c 

~l 
~~~~~~~ 

{[Z
A 

+ Z
L
]
~~~~

}
n
T

pn I - I f 
~~~~~~~~~~~~~ 

(24)

There are N unknowns in (24), namely , N—l unknown reactive loads

{x ~
} and one unknown excitation coefficient ~

a If [Z
L

I could be separated

- -
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out from the inverse opera tor in (24) ,  an exact expression could be ob-
tained for determining the required loads {x~} for minimum error . Since

this Is not mathematically fea sible , an approx imation techni que i s used

for determining the (X~ } and then incrementing these values in a direction

which minimizes  ( 2 4 ) .  One p os.’nh .~e approach is  the  fo l lowing .

Let

= j X 1 + z
1 

(25)

where z 1 is an incremental change in . The n [Z
A ÷ z1 ]~~ can be expanded

using a Maclaurin series as

[Z \ + j X
1 

+ Z
L

] [I + A + A 2 + . . • ] [ Z A + j X L J
1 (26)

where

A _ [ Z
A + 

~
X L

]
~~

1
[z L ] ( 2 7 )

I = i de n t i t y  m a t r i x .

2 3A s s u m i n g  [ Z 1 ] are small and the  A , A , . . .  terms in (26)  are neg l ig ib le

in r e l a t i on  to [1 + .\ ] ,  we can w r i t e  (26)  as

[Z ~ + + z 1 1
1 [I [Z A + JX L I [z T ] l [ z A j X~~]~~~ (28)

S u b s t i t u t i n g  (28) i n t o  ( 2 4 ) ,  we ob t a in

c = ~~~~~ ~~ {[I  - + iX L ] [Z L ] } [ Z A + j X~~] V } ~ T~~ I - If 0 (
~ )I

(29)

If  the A ’ , A 3 , ... terms in (26) are not neg li g ib le  compared to [I + A ] ,

new ~X~ } must be chosen and small changes made in z1 to test for a minimum.

(Note  tha t  s ince  (29)  c o n t a i n s  absolu te  value  o p e r a tio n s , the m i n i m u m  does

not necessar i ly  occur  at a s t a ti o n a r y  p o i n t . )

The advantag e of this technique lies i n  the fact tha t [z
L

] in (29)

can be va r i ed  w i t h o u t  p e r f o r m i n g  an i nverse o p e r a t i o n .  A d i s a d v a n t a g e  is

the fact that the {X~ } have to be chosen so that A
2
, A

3
, ... are suffi-

c ien t ly small f o r  (28)  to hold . Also l ack ing  Is a good s t r a t e g y  for  in-

c r e m e n t i n g  the  {x~
} i n  t he  d i r e c t i o n  of a m i n i m u m .

______ -
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Another method of minimizing (24) is the direct application of an

optimization algorithm. This approach is used in this report since the

method is not dependent on the p rox imi ty  of the  {x~} to a minimum point ,

and the optimum seeking s t r a t egy  for  inc rement ing  the  variables is an

integral part of the algorithm .

The optimization subroutine selected is a Rosenbrock algorithm [4].

The Rosenbrock algorithm uses a set of N mutually orthogonal directions

in each cycle of searches (stage). After each stage , a new set of ortho-

gonal directions are de .ermined by rotating the former direction vectors

until they are oriented toward the direction of fastest di~.rease of the

objective function . A description of the Rosenbrock algo ithm along with

a computer listing of the subroutine is included in the Appendix.

In this report N variables are used in the Rosenbrock subroutine ——

N—l reactive loads and one excitation voltage coefficient. It should be

mentioned that since (24) does not depend on the phase of ~
a
, ~

a can be

taken as real and positive. When this is done , (24) becomes a simple
a . . a

quadratic function in V . From this quadratic , the optimum value of V

can be easily obtained for fixed Z
L
. If this optimum value of ~

a were

s u b s t i t u t e d  back i n t o  ( 2 4 ) ,  onl y the N—l reac t ive  loads would enter in to

the Rosenbrock search .

III.  OPTIMALLY EXCITED ARRAY

In this section , a solution is gi ven for the same array analyzed in

the preceding section , hut with all of the elements driven and no reactive

loading . In the results section , a compari -~on of the synthesized patterns

will be made between the reactively loaded array and the optimally excited

array to indicate the degree of degradation due to the restricted excita-

tion for the reactively loaded array .

The far electric field magnitude at a point p in the 0 = 
~ /2  plane

has the same form is in the reactively loaded case , that is ,

I F ~~~) I = 

1 
i
n
T
pn l• (30)

Here , i can take on any complex value , in contrast to the restricted

~IlrlI~
_ 

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - --— — --.--- .  -.- -- --------- .-- ----- —--- -- -.—- .-- - - .— - - -
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values for the reactively loaded case. A solution for the pattern magni-

tude synthesis problem using (30) can be found in [5], and the following
is a summary of the formulation.

The error function to be minimized for the general synthesis problem

where both magnitude and phase of the desired pattern are specified is

P N
c = w I i T - f (~ )1

2. (31)
p ‘- n pn o pp l  n l

The solution to (31) (see section V of [5] with ~ = 0) Is

-~ ~~~ —l -
~i = [T WT] [T WIf (32)

where * signifies comp lex conjugate , signifies transpose and EW] is a

weighting matrix.

When the pattern magnitude only is specified , the error function

becomes

P N 2
c = w H ~ I T — J f (i~ ) I I  . (33)

p n p n 0 pp l  n l

To circumvent the inner magnitude operation in (33), we cons ider the

following more general equation which has a minimum less than or equal

to that of (33),

P N
c(~ ) = w i - I f  (~~~ )(e ~~~ (34)

p n p n  o p
p l nl

In other words , we are specif ying a phase for the pattern magnitude in

order to obtain a more easi ly solved expression . For i fixed , a minimum

is obtained when both terms within the outer magnitude signs of (34) are

in phase , that is ,

N
i T

— n p n
e ~~~~= 

n-- —— (35)

I T
n 1  0 ~ fl 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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If condition (35) is used in minimizing (34), the minimum of (34)

will be equal to the minimum of (33). (This can be shown by substituting

(35) into (34), and after factorization it is evident that the magni—

tude of the resulting expression will be equal to that of (33).)

To find the minimum of (34), the following iterative procedure Is

used :
1. Assume starting values for 0 , 0.~, . . . ,

1 p
2. Keep the fixed and calculate the i which minimizes

p 1 
n

C using (32).

3. Keep the i fixed and calculate the 0 which minimizes
n p

£ using (35).

4. Go to step (2).

This procedure converges to a stationary point because steps (2) and (3)

cannot increase c.

IV. NORMALIZED SYNTHESIS ERROR AND Q-FACTOR

Two figures of merit will be used in the next section to evaluate

the synthesis results. The first figure of merit is the nornalized synthesis

error wh ich is def ined as

~ ~~~~~~~~~~ 
- t f 0~~~I I 2

c p—i . (36)
syn

should be noted that if [T*WT] is ill—conditioned , the procedure

will fail since small rounding errors tha t occur in its inversion

can cause large errors in its inverse [T*WT ]
1
. To use this pro-

ced ure , the ratio of the magnitude of the largest eigenvalue to the

smallest of [T*WT ] should he on the order of lO~ or less. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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The smaller the magnitude of £ the closer the synthes ized pat ternsyn
is to the  desired pa t t e rn .

The second f i g u r e  of mer i t  is the Q or quality factor. The Q—
factor  is a measure of the magnitudes of the element excitation required

to produce a given pattern. The larger the value of Q, the more imprac-

tical the pattern realization becomes due to the large element excita-

tions required. Lo , Lee , and Lee defined the Q—factor as [6]:

N
~ i~~i~

= 

~~~)(;~~~I
2d~ 

(37)

where J is the nth element current excitation value and P(~~,~~) is a
n

nattern function ,

A numerical approximation to (37) is

~

Q = P  ~~~~~ 
— (38)

~ I~
(
~ ) f 2

p=l

The multiplier P is introduced to make Q relatively insensitive to the

number of field points chosen . The main difference between the Q ex-

pressions of (37) and (38) is that the denominator of (37) is an inte-

gral over the whole ra ’iat i on sphere while the denominator of (38) is

a summatIon over P points in the XI plane.

V. t~EPRE SENT A T I VE COM PUTA t IONS

A computer program has been written using the equations derived

in the preceding sections. A description and listing of the optimiza—

tion subroutine is included in the Appendix of this report. In this

section results are given to illustrate the synthesis technique applied

to a reactively loaded array for various pattern shapes. For all cases
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except the reduct ion  of an unwanted side lobe (Figure 13) all w
p

used are equal to one .

Figure 2 ill ust ra tes the antenna conf igura ti ons for both the
seven element (array A) and the thirteen element (array B) circular

arrays to be used in the synthesis procedure.

Figures 3 to 6 illustrate Gaussian shaped synthesis patterns in

the ~ = 0 and ~ = 30° direct ions for  reac t ive ly  loaded arrays A and B

in which the specified pattern beam widths are varied. For all cases
array B (with a greater number of elements than array A) realized

lower synthesis errors than array A. The worst case (largest synthe-

sis error) of the three pattern shapes to be synthesized for both

arrays A and B is pattern (a). Pattern (a) is the narrowes t of the
three patterns and apparently a greater number of elements than thir-

teen is needed to realize the directivity required by this pattern

shape . Pattern (b) is synthesized with a slightly higher synthes is

error than pattern (c) for array A but the reverse is true for array B.

Overall , pattern (b) appears to be the best compromise in terms of

pattern synthesis error and distortion when specifying a pattern shape

to be synthesized for arrays A and B.

Tables 1—4 list the reactive loads required for the patterns shown

in Figures 3—6. Note that loads which affect the beam width in one

direction (therefore changing their values for each beam width varia-

tion) do not necessarily affect the pattern in another direction. For

instance , the reactive load for element four in Table 1 varies from

+26 ohms to +90 ohms as the pattern beam width changes in the ~ = 0

direction while the reactive load for element four in Table 3 does

not change at all as the pattern beam width changes in the ~ = 30°

direction.

Fi gure 5 illustrates an important property (necessary for syn-

thesizing patterns in arbitrary d irections) of the circular array due

to its symme try , that is , a pat tern in the ~ = 0 direction can be

shifted exactly (for arrays A and B) to the ~ = n60° , n = 1, 2, . ..,  5

d irections by cy clically changing the reactive loads required for the

= 0 direction . The pattern in Fi gure 7 is obtained by taking the
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(a) A r r a y A — N = 7

.4Y

/ I /
/ /‘.

‘
~~ 
\ ,03

25 ?\ _\~ \
: ,‘ )\~ \ 6o ° \

8~~~~~~~~~~~~~~~~~~~~~°22
p 2 013

(b) Array B - N = 13

Fig. 2. Antenn a configuration for a seven element (array A)
and t h i r t e e n  element ( a r r a y  B) c i rcu la r  array .
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Table 1. Reactive loads for patterns in Fig. 3.

Element ___________________ 
Pat tern  __________________

Number 1 2 3

2 — 730 — 860 —1050

3 —109 —107 —117

4 +26 +65 +90

5 +18 +11 +13

6 + 2 3  + 6 1  + 9 0

7 —101 —ill —127

Table 2 . Reactive loads for patterns in Fig. 4.

Elemen t 
___________________ 

Pa ttern __________________

Number 1 2 3

2 — 950 — 990 —1030

3 — 52 — 6 0  — 6 8

4 -93 -97 -103

5 +30 +26 +17

6 —249 +135 + 17

7 — 2 7  — 2 0  +172

8 — 3 3  — 8 — 1 3
9 —1 18 + 87 +111

10 —197 +291 — 4

11 +151 +74 +23

12 — 6 9  — 9 5  — 9 6

13 - 6 9  - 7 2  - 7 2  

~~~~~~~~~~~~~~~~~~~~~~~~~~
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Table 3. Reactive loads for patterns in Fig. 5.

Element __________________ . _ ~~~~t t e r n  ________________

Number 1 2 3

2 — 700 — 109~ — 1340

3 + 69 —115 —147

4 —3 00 — 300 —300
5 + 3 6  + 3 6  + 3 6

6 + 15  + 2 1  + 3 4

7 —300 —300 —300

Table 4. Reactive loads for patterns in Fig. 6.

Element __________________ 
Pattern _________________

Number 1 2 3

2 — 7 l~2 — 670 — 650

3 —106 —202 —300

4 — 5 6  — 6 9  — 5 6
5 — 95 —101 —101

6 — 9 1  — 89 — 8 2

7 — 1 6  + 10  + 3 5

8 — 4 3  — 4 0  — 3 6

9 — 3 0 — 3 3  —300

10 — 32 — 33 — 26

11 — 6 + 2 7  + 1 5

12 — 97 —100 — 83

13 + 5 3 — 9 3
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2. 0

1.

2.0 1.0 1.0 2 .0

1.

2.0

Fig. 7.  P a t t e r n  superposition for array B with element spacing
s = 0.25 . 
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reactive loads for pattern 1 of Figure 4 and shifting them accordingly.

For instance , to shift the pattern from the ~ 
= 0 to the ~ = 60° d irec-

tion , the reactive load value for element two becomes the reactive

load value for element four ; the reactive load value for element

three becomes the reactive load value for element five , etc.

Figures 8 to 10 i l l u s t r a t e  s y n t h e s i z e d  patterns having a single

main lobe for both optimally excited (used for comparison) and reac-

tively loaded arrays.

In Figure 8 a Gaussian shaped pattern similar in beam width to

that of pattern (b)in Figures 3 to 6 is synthesized . Both excitations

achieve a low synthesis error with about the same Q.

In Figure 9, a sector pattern is synthesized . Since this is not

a na tural pa tt ern shape, each excitation type attempts to distort the

normal beam shape to fit the contour . The synthesis error for both

excitation types is still low due to the relatively large beam width

required (realizable as illustrated in Figures 3 to 6).

In Figure 10, a rectangular shaped pattern is synthesized which

requires a narrow beam width. The synthesis error is higher for  this

case than in the previous two cases. A linear array configuration

would pr obabl y realize a lower synthesis error than the circular array

configuration due to the increased directivity characteristics in the

end fire direction .

An attempt to synthesize multiple main lobes is shown in FIgures 11

and 12. The synthesized patterns obtained for array B are much better

than for array A. This degree of improvement is not evident in Figures

8 to 10. It appears that more elements are needed to synthesize

multiple shaped beam patterns.

The pattern illustrated in Fi gure 13b is an attempt to synthesize

the sector shaped pattern without the side lobe indicated by the arrow

in Figure l3a . This is accomplished by wei ghting the synthesis error

greater in the arrow direction than in all other directions. As shown

in Figure 13b , the unwanted side lobe is decreased at the expense of

increased side lobes In other directions and greater overall synthesis

error.

~~~~IIII —--.- --------‘J. T -. -= ~~~~~ 
- 
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syn 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
RL

2 0  1 0  C~

1.0

(a) Array A

2.0DE

= 0.0002
syn
Q = 0.82

1.0 ~~~~OE

s = 0.03
syn

2:0 ~:o .0 2:0

1.0

(b) Arr ay B

Fig. 8. Far electric field synthesized patterns for a reactively
loaded c i r c u l a r  a r r a y  wi th  e lement  spac ing  s = 0.35.\
(—pit tern shape to be synthesized , OF— optimally excited ,
RL— r e , i -t I ye loading) 

,,-- - . - -- . - . --- .---~~-- ..—-.-~.-- -~~~
. .
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2 .0
0 . 1 2

syn ~ --

i . o (

~~~~~~ .0 2:0

1.0

(a) A r r a y  A

2 .0

= 0.06 ~~ ~~~~~‘s~
-
~~ ~~~~~~ — RL

S yfl

Q = 0.9 1 
1 . o (

2 0  ~:o ~~~~~~~~~~~~~~~~~~ 1~~0 2:0

1.0

(h )  \ t - r , i v  B

Fig . 9. Far electric field synthosized pattcrns for a reactively
l o . i i l e d  c i r c u lar  a r r a y  w i t h  e lement  spac ing  s = 0 .  3 5X

(‘, — iittern shape to he synthesized , OE—optimally excited ,
RI,—r o ;irtiv e loading).
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1.0
OE RL
C syn 

= 0. 24 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~

. OE

110 2 0

= 0 .32
5 ~~fl

Q = 2 . 1  1.0

(a) Array A

1.0
RL

L syn 
= 0.07  ~~ OF

2 0  2 10

= 1 ) . 23
5 ~~fl

Q = 2 . 8
1.0

(h )  A r r a y  B

Fi g. .10. Far e l e c t r i c  f i e l d  sv n th o s i  z i s i  p a t t e r n s  f o r  a r e a c t i v e ly
loaded circular array w Ith e l e m e n t  s p a c i n g  s = 0. 35~
(. —p ,tttern shape to he ~vnthcsiz& d , OE—optim allv excited ,
RL— re;i I i vi- load j o g )
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2.0

c = 0.23
Syn 

£ ~~~~~ RI.
• ___

1.0 OE

y
~~~ 

_ _

2: 0 2: 0

2.0
(a)  A r r ay  A

2.0

£
syn

: 001 

1.0 /1~~~~~~~~~~~~~~~
OE

c = 0. fl 7
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

2~ 0

2.0
(h )  A rra y B

Fig. 11. Far electric field svntlii ~~1,~ed patterns t o r  a r e a c t i v e l y
loaded circular array with ‘.leneii t spacing s = 0. 35\
(. —p attern shape to l-~ n v rct hes I ;~‘.d , OE— opt imali y exc ited ,

L RL—reactive loading). 

-. . - -- . .
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0 E

syn
= 2 . 2

1.0
(a) A rr a y  A

2. 0
OE

= 0.002
s yn

~~~~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~ R:E

syn
Q = 2 .9

1.0

( b )  .-\rrav B

Fig. 12. Far e l e c t r i c  f i e l d  svntliw, L’ed p a t t e r n s  fo r  a r e a c t i v e l y
loaded circular array w I th el einent spacing s = 0.35
( . — p a t t e r n  shape to he syn t h e s i z e d , t i E — o p t i m a l l Y  exc i t ed ,
RL—reactive loading) .
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RL 2.0
~ = 0.13

4 
S~~U

2:0 i l o  ~~~~~~~~~ 1.1 0 2 :0

1.0

(a) Synthesized pattern with unwanted side lobe.

2.0
RL

i~ = 0.33 a a a A
syn

A
Q=4.27 

1.0 ~i/’~’\ A

2 0  1.10 1.10 2 .10

1.0

(b) Synthesized pattern with unwanted side lobe removed .

Fig . 13. Synthesized pattern with side lobe restriction for array B
with element spacing s = 0.35). (A—pattern shape to be synthe—
sized , RL—reac tive loading , \ —unwanted side lobe direction).
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VI . CONCLUSIONS

The antenna element currents for the reactively loaded array are

a subset of currents for the optimally excited array . The refore , while

the error in  the  r e a c t i v e 1~ ’ loaded array patterns approaches that of the

optimally excited array , it is always greater. The patterns are closest

when the specified shape is  t y p i c a l  of the  p a t t e r n s  r e a l i z a b l e  by re-

actively loaded arra\’s (pattern (h) in Figures 3—6). Verification of

this statement is shown in Fi gure 8.

The synthesis techni que used in this report is adaptable to problems

involving more \- - 1 r ial l~ -; , lik e an:. enna element length and position. Also ,

various weightin g functions ran be used to improve the convergence of the

o p t i m i z a t i o n  a l g o r i t h m .

Future work sh o u l d  I p e 4  i g a t 4  ~1 4 ro fully the correlation between

antenna  irr .iv ~~~1f l !  i gu r a t i o n  a n d  synthesis p a t t e r n  shapes fo r  r e a c t i v e l y

loaded a r r a y s .  rho - 4 r e s u l t s  wou ld  al low speci l y ing an antenna a r ray  con—

f i g u r a t ion  t o r  .1 orresp~ od i n n  pattern shape b e f o r e  the sy n t h e s i s  procedure

has begun . 
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APPENDIX

A. THE SUBROUTINE. ROSIEM

1) Theory:

The Rosenbrock search technique uses N mutually orthogonal

directions during each search cycle to find a relative minimum. This

strategy differs from a steepest descent techni que which uses successive

orthogonal directions , hut these successive directions do not necessarily

form a mutually orthogonal set.

The basic elements of the Rosenbrock  al go r i t hm are as follows :

a) Step size — The step size in a given direction is chosen

by specifying an arbitrar y magnitude e and then , if a step

e decreases the value of the function (for a minimization

problem), e is mul t i plied by a constant i > 1). If the

value of the function increases , e is multiplied by a con—

stant —2 (0 < ~ < 1). e, ~t , and ~
. have to be specified by

the user. e should be on the order of one percent of the

average magnitude of the variables. To determine the values

of ~ and V , a series of trials using various values of

and 8 should he made for a given class of functions (preferably

for a kn own innct ion for w hi c h  a solution is available) for

which the luinction to be minimized belongs.

b) Direct ion — The Rosenhrock al.gorit.um uses N orthogonal direc-

tion s d 1, d ., d \ at each stage rather than choosing a

single direction in which to progress. A search is made in

each orthogonal dir tcr ior t before continuing to the next stage

(at least , one trial has been successful (a value less than

or equal t o  the old value) and one h a s failed in each direction) .

Thor are three cases to consider:

1) Fin- first trial is a success.

ii) e first trial is .i failure and the second  trial Is a

ci  r e s  5

i i i )  The first trial is - c fa ilure and the second trial Is a

I al luc re.



31

For a s tar t , let [D 0 ] = [I] (identity matrix) where d~~, d~~, . . .d~~

are individual d i rec t ions  in which steps are to be taken . The search

technique progressea as follows (for one variable

1) A step is taken in the direction d° from an initial point x°

1 0 0x = e(x •d )

2) If f(x
1) < f ( x°) ,  the step is successful (case (I)) and the

step size is multipl ied by -i again and again until a failure is recorded .
After this failure , the result of the last successful trial and the

number of successful trials is stored.

3) If f ( x ’) > f ( x ~) on the first trial (a failure — case (ii)), the

sign of the step size e is changed and the search continues as in (2).

4) If f ( x 1) > f ( x ~) and f(x
2) > f ( x 0) ,  the second and further

trials are determined by multiplying e by minus 8 until a success is
recorded .

Af ter a search has been made for  ea ch va ri abl e in all di rec t ions
d~ , a new [D 1] is determined using the Gram—Schmidt orthogonalization

procedure. The orthogonalization procedure completes the first search

cycle and the same procedure is repeated in the new direction [D
1
]. The

procedure is continued until a convergence criterion is satisfied .

2) Descrip~jnn

The subroutine ROSIEN (N,N1 ,N2 ,A.A,BB ,STEP ,CUL ,EF ,ERR ,GOM ,

PAT ,V ,XLOAD ,ZA) determines the loads {~~) and excitation voltage Va
which minimize the p a t t e r n  s y n t h e s is  e r ro r  c ( e q u a t i o n  2 4 ) .

The inp ut var iabl es are def ined as fo l l ows:

N = number of antenna elements

NI = number of search cy c le  ( i f  Nl = 1, [D] = [I] )
N2 = p (number of p a t t e r n  p o i n t s)

BB =

STEP = step siz e e
-l-~-CUL = [z + z I V

A L

EF = F(: )
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ERR = c (equation 2 4 )

GOM = If  (~ ) I
o p
jk(x cos: +y sin: )

PAT = e 
n j

~ P

= v
a (excitation voltage)

XLOAD =

ZA = p .~rt impedance matrix Z~ (equation 12).

Minimum allocations are given by

COMPL EX CUL(N) , E F ( N 2 ) ,  PAT(N ,N2) ZA (N*N)

DIMENSION A (N *N) , D(N) , GOM(N2), NS(N), U(N*N),XL(N ) ,XLOAD(N)

Subro utin e ERROR is called by subroutine ROSIEN to determine a

new value for c for given ~X~ } and . ROSIEM searches in N

variables (N—l reactive loads (the driven element is not reactively

loaded) and one excitation voltage).

The statement “IF (Nl—l) 10, 10 , 11” sets [D] = [I] and determines

f ( X °) i f Nl = 1.
DO loop 1- ’. is the main search loop for the N variables , Nes ted DO

loop 20 pe r fo rms  Iwo t unctions . The first Is to increment X~ and the

second is to determine if the magnitude of the c u r r e n t  load value has

exceeded 500 ohms . Once the load value has reached 500 ohms, it has

been found that further increases in this load value toward infinity

will not noticeabl y change the value of IF(.~)j. 
Ther ef ore , DO loop

20 will determine when a load ma gnitude has exceeded 500 ohms and sets

the load magnitude equal to Al chins and a sign corresponding to the

negative of the forme r reactance. For instance , if = —550 ohms,

X~ becomes 
4- Al ohms. In addition , DO loop 20 resets the value of E

(current magnitude of e) to that of STEP and resets Nl to 1 since d~~

will be Incorrect for the new load value. Therefore everytime a load

value goes throug h infinit y , [nrn ] = [D O

] 
= [I].
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Nested statement “GO TO (2l ,22 ,23 ,2 4 ) , L” corresponds to the success
and f a i lu re  increment  log ic for  each search cycle . The fol lowing is a

summary of the log ic:

a) S ta t emen t  21 is the initial screening logic. If f(X
1
) < f ( X ~ )

new old
(the f i r s t  step is a success), e = ae and statement 23

takes over for subsequent steps . If f ( X 1) > f ( X°) ( the f irs t
step is a failure), ~~~ = _8e0~~ and statement 22 takes over

for the next step .

b) Statemen t 22 is used if the f i r s t  step was a f a i l u r e , If

f ( X
2 ) < f ( X

1) (the f i r s t  step was a f a i lu re  but  the second step

was a success), e’~~
’ = ~~

old and statement 23 takes over for

subsequent steps. If f ( x 2 ) > f ( X ~) (first two steps were

failures), e’~~~ = _ i~e
0
~~ and s ta tement  24 takes over for sub-

sequent steps.

c) Statement 23 is used if the first step was successful or if

the first ste p was a failure and the second step was success-

ful . If f ( X ’) < f~~:i l
), e

ne
~ = ne0~~~, If f(X

i
) >

e
new 

= 
old

1 and the search is ended for this variable for the

present search cycle. In other words , statement 23 continues

to take steps as long as they are successful until the first

f~~i ln - e is recorded .

d) Statement 2 - u  i s  used if the f i r s t  two s teps  are f a i l u r e s .

If f ( X ’ ) < t (X
0) ,  the search is ended for this variable ,
.0 new . oldIf f (>~ ) > f(X ) (cont i nu~ ng t a i l u r e s ) ,  e = —ne (a

m a x i m u m  oF 20 ( — 2 )  s teps can be taken b e f o r e  the search ends

in thi s variable).

The variable N~;(M) records the number of st e p s  taken for  v a r i a b l e

number M . i t  N2 (M) is positive , NS(M) will indicate the number of steps

taken In the successful direction. If N$ (M) is negative , NS(M) will in—

dicate the number of steps taken in the failure direction . If NS(M) equals

—20, statement 31 will discontinue the search in this variable until a new

d i r e c t i o n  vec to r  d . i s  d e t e r m i n e d .

The v a r i a b l e  0 ( M )  is  the  f i n a l  step m a g n i t u d e  fo r  the  cur ren t  search

cycle.
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DO loops 40 and 42 are the main loops for finding [D
n
~~ J by the

Gram—Schmidt orthogonalization procedure.

3) L i s t i n g  of S u b r o u t i ne  ROSI EN.  

_ - -_ - __ 
_- .
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SU BRO UT INE R0 S IEM( N, N 1,N2 ,A ~~, , S T U P ,CUL , ,r ,GCM ,PA T , V , X L ’ .~D , Z A

1)
C-J M PLEX CUL (7),EF (3 6) , PA T(7,3 ô) ,Zt~(49)
O I M r N S I .N  A (49),O(7), (,flM( 3o ),N S(7),u (49),XL(7),X LCAD(7 )
N3=N —l
Al  =30C.
I F (N 1 — 1 )  10 ,10,11

10 J l = O
DO 12 J= 1 ,N
J2 = J l + J
Dr 13 !=1 ,N H

J l = J l + l
13 U (Jl )= (’.
12 U (J2 )=1.

C A L L  FRRflP( h ,N2,EF ,c sR ,C,f)M,P~~~,V, YLO ,~O ,Z t )
11 DO 14 P~= 1 ,N

NS (M ) =O
L 1

STE P
£P 1.- l= E RP

15 J 1= M
K=2
E l 20 I= 1 ,N3
XL ( K )=XLO A (l(K)+ c tU (J 1)
IF (A B S (XL (K)) .GT.501 .) N 1=0
IF (ABS (XL ( K )).GT.5r1.) E= St (Y~4 STEP ,xL ( I
IF (ABS (XL (K )) .GT.5 01.l XL I D ( K ) = — S I I IU .l , X L ( K )  )
IF (A B S ( XL( K )) .C,T.501.) XL ( K )= — S 1 G ~ (~~1,X L ( t() )

20 J 1=J l -+ N
XL (1) =0.
V= V +F ”U (J l )
E P1~2=ERR
CALL F R kUR( N,N2 ,E F , E F ~R,C ,OM ,P tc T ,V ,)~L ,Zt )
DEPR=F PR— ER R 2
GO TO (21 ,22,23,24) ,L

21 1=3
IF (DEPP ) 25 ,25,26

2~ L=2
ERR = F P ~ 2
[=— STF P
GO TO 15

22 1= 3
I F ( D F F P )  25 ,25 ,30

3C L 4
31 IF (N S (M )+2 0 ) 32 ,?2,33
33 (=-BB ~~FN S ( M ) N S ( F 1 ) — 1

C,O 10 15 :~25 F = A A * E

GE’ TO 1 5
23 IF (D FF 4 J 25,25,34
34 E = F / A A

FRR=F I~P2
G0 T0 32

24 DF PR E1i ~1— F R ~
I F (D F PP ) 3 1 , 3 1 , 3 2

32 J 1 M

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _-
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Di 3 5  T = 1 ,N 3

XLCAD( K)=XLOAD (K )+F-*U(J 1)
Ic = K-” I

35 J1=J 1+N
V=V +E~~U (J1)

14 D (M)=F

DO 40 I= 1,N
J1=J 1— 1
A (J1 )=D (N)~~U( Ji)GO TO ( 4 C ) , N
J 3 N
DO 4 1  M= 2, N

J 2 = J1
J 1= J 1— 1
J 3=J3—1

41 A (Jl)=A (J2)+i(J3) ‘U (Jl)
40 C O N T I N U E

DC 42  M= ~~~~~~ N

J i
DO 43 1 = 1 , 03
XL ( I )  =t (J 1)

43 J1=J1+N
V=~~ u ( J 1)
GO TO (4 4 ) , M
MM =M— 1
DO 45 J=1,?~M
Zi  =0 .
J 1 =J
J 2= M

DO 50 K=1,N
Z l= Z l+A ( J 2 ) ” U (J l )
J 1 = J 1+ N

50 J 2 = J 2 + N
J 1 = J
((=2
DO 51 1= 1,N3
XL ( K )=XL(K )— Z1-*U (J 1)
K=K+ 1

5 1  J 1=J 1+ N

V= V_ Z1*U (J1
45 CON T I NUE
44 C=0.

((=2
DO 52 I~~1,N 3
C = C + X L ( K ) ~~X L (  K )

52 K K + 1
C= f+V ’ V
C = 1 • / S Q1~ T (C
JI  = P - ’

((= 2
DO S .  1 1 , N3

U ( J1 )  =C *) ( L U( )

((=1(41
5 3  J 1=J l i - N

U ( J1  ) = (
‘
‘V
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