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ABSTRACT

This paper describes a set of programs used to perform

boundary-analysis in the VISIONS scene-analysis system . These

programs lead the data through a sequence of transformations:

preprocessing, differentiation using a very simple operator ,

relaxation using case—analysis , and postprocessing. The output

of the system is a set of labelled line—segments for which

features such as length and confidence are computed. The lines

and associated features will be passed to other portions of the

VISIONS system for further analysis.
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1

INTRODU CTI ON

1. Goals of Low-Level Vision

A primary goal of visual scene an~ 1 ysis is to extract a

description of the scene in question , and in particular , to

isolate and describe the objects which appear . Because of

the enormous complexity of the problem , a comprehensive anal-

ysis of any complex scene will involve a large system [1];

otherwise only certain aspects of the problem can be tackled .

It is inevitable that semantic knowledge must be used to per-

form this task effectively. However , it is by no means clear

at what stage or stages of the computation this knowledge should

be applied . Th is paper is written in the context of a scene

anal ysis system called “VISIONS” [1 ,2] which consists of two

subsystems , one performing a low—level and the other a high-

level analysis.

The low—level system seeks to perform a segmentation of

the scene , that is , a description of the scene in terms of

lines and regions. Boundary (also referred to as “line”)

analyses have been concerned with discontinuities in some

feature or set of features such as measures of textures , light

intensity, and distance (determined through the use of range—

finders). Region—analyses , on the other hand , look for con—

tinuities in these features. Neither analysis typically uses

high— level or semantic knowledge. It would be the job of the

high—level system to identify the objects in the scene by

interpreting the lines and regions as parts of the boundaries

and surfaces of these objects.

_________________________ - - . - .-- -i .- - - ‘.- - — ____________________________________________



For this phase of our system development it is exclu-

sively the high—level system which uses semantic information .

It should he noted , though , tha t there are systems which in-

tegrate segmentation with object identification [3 ,4,5].

Ultimately, we would like to prc>vide a coup le  of ma,jor feedback

paths to direct refinement of an initial segmentation by the

more abstract semantic hypotheses .

This paper , then , is concerned only with the nonsemantic

line analysis part of a low—level vision system . The visual

feature that will be employed in all examples in this paper

is intensity, or brightness. The scene will be presented to

~the system as three data arrays consisting of the red , blue ,

and green components of the scene digitized on a rectangular

grid , and the average of these three values will define the

feature of intensity.

It is the contention of this paper that a line—analysis

system should be constructed in a way that conforms to the

following rules:

(1) The nature of the input data to the system should

be determined as fully as possible.

(2) The problems that beset line—analyses should be

laid out and isolated , if possible.

(3) A set of modules or transformations which when

applied in series will convert the input data to

the desired output form should be constructed.

These modules should be such that , as far as
possible ,

(a) it is known exactly how they process their

inputs. In this way it may be determined what

— .-- _,-___ ---— -- .-



preprocessing steps are requ i  red to convert

the data into an effective (or optimal ) form

for t h e i r  use. P rope r t i e s  of the inputs of

the modules may also be determined easily.

(b) The modules each perform a single transformation .

( c )  There is l i m it e d  c o u p l i n g  between the  modules .

This  w i l l  r e s t r i c t  the size and number  of inter-
med ia te  data  s t r u c t u r e s .

If these guidelines are followed , the flow of i n f o r m a t i on t h r ou gh

the system will be easy to trace . This will lead to easier de-

bugging , modification , and comprehension of the system .

We describe in this paper a set of programs that are used

to perform the boundary analysis of outdoor scenes. These

programs are all computationally inexpensive ; they are small

and are fairly fast (see Implementation). Due to their modular

nature , they can easily be “unplugged” and replaced by more

sophis t ica ted  versions , or l e f t  out a l toge ther , i f  desi red.

This  is made possible because the s ta te  of the  data at each

stage is well-defined.

2. Overview of the System

There are concept~i.~lly four stages to the line— finding

process . Each of these is implemented as one or more computa-

tional modules.

(1) PREPROCESSING : This stage cleans up the raw data.

(Ia) UMMIX corrects for “mixed pixels ” introduced
in digitization .

(Ib) CONDITIONAL AVERAGE smooths out random noise
and fine microtexture .

—- — -. -r ~~~~———-~~~’- — —-- - -
~~~ - -~~~~ ~~~~~ .-
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( 2 )  L I N E — F INDING : This  i s  the hear t  of the  who l e  process .

( 2 a )  DI FFERENTIAT iON f i n d s  the apparen t  e d g e — s t r e n g t h
at each point in the image .

(2b) SUPPRESSION removes “multip le edge.s” formed on
differentiating gradients .

(2c) RELAXATION drives the probability of an edge
at each po in t  to I. or 0 on the  bas is  of al
support  or i n h i b i t i o n .

(3) GROUPING : This stage jo ins  edges i n t o  l i n e  segments
and finds features of these lines .

(3a) BIND joins contiguous edges together to form
line—segments , and each line segment is given
a unique label.

(3b) FEATURE EXTRACTION of features such as length ,
contrast , location for each line— segment.

(4) POSTPROCESSING : This fina1 stage cleans up t he  r e s ul t s .

(4a) TRiM removes selected line segments on the  basis
of fea tures extracted p r e v i o u s l y  ( e . g .  sho r t ,
low contras t  l i n e s ) .

(4b) Many other more global organizing l rocesses are
now possible.

3. Tuning the System

Tuning a complex system is a notoriously difficult task .

Even if the algorithms are regarded as fixed and it is only

the parameters which are to be adjusted , the interactions be-

tween them , especially nonlinear interactions , cause many d ii —

ficulties. These difficulties are considerable in a system

with feedback . In a serial system , though , they are much

easier to deal with since there is no “circularity of effect. ”

It will be shown that there are not many parameters in—

volved in the above sequence of processes. It has been found that

those which do exist can very easily be adjusted to a satisfactory

II— r -
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v a l u e , so t u n i n g  i s  n o t  a g rea t  difficulty. One of the newer

and  more i n terest i r ig t a s k s  in t h i  s a r  (H i s t he  dove 1 oJ )m en t u f

h e u r i s t i cs  h~ i the TRIM process .  In  t i e  r e l e v a n t  s e ( t i ( n  e l

t h i s  paper  ~ w i l l  present some s i m p le  c r i t e r i~i f o r  1 i n c — r e m o v a l

and suggest  i o f l s  f o r  f u r t h e r  e x p e r i m e n t s .

I. Stage 1--PREPROCESSING

We s t a r t  w i t h  t h e  image  d i g i t i z e d  i n t o  t h r e e  a r r a ys

c o n t a i n i n g  t he  red , green , and b l u e  componen t s  of t he  scene .

These are now ave raged  to f o r m  the  b l ack  and w h i t e  i n t e n s i t y

i mage . P r i o r  to d i f f e r e n t i al  ion , t h is  image  undergoes  two

pr (processi ng s tages  wh ich p r o v i d e  the  b l a c k  and w h i t e  i ma g e

Up ( ’n w h i c h  t h e  I m e —  f i n d i n g  process w o r k s .

(S tep  I a )  UN M1 X: The f i r s t  process is designed to

e l i m i n a t e  w h a t  is known as the  “m i x e d — p i x e l ”  problem . T h i s

problem occurs whenever images are digitized , and is due to

the fact that boundaries in the image w ill not in general fal l

in register with the digitization grid. Thus , the intensity

recorded at a pixel might overlap two regions adjoin ing a

boundary, representing a weighted average of them (see Figure

1) .

The procedure must test to see if a two-s tep  i n t e n s i t y

gradient occurs at the same place in all of the three colored

images. If it does , then a mixed pixel is assumed to have

been formed. It is consequently “unmixed” by assigning to it

the values of its nearest neighbor along the direction of the

gradient. This has the effect of shifting the boundary by a

fraction of a pixel (see Figure lc).

_ _  
_ _ _ _

___________ - — --- - -~~~~~~~~~ -- --. - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Figure 1: The “mixed-pixel” problem . 1(a) digitization grid

superimposed upon a portion of an image . 1(b) intensity valueu

recorded in this grid. 1(c) “UNMIX” correction applied to 1(b).

¶1iu_ —
~~~

-—-- - - --- -  — 
~~~~~~

•-
~~~~~~~~~~~~~

-...
~~~~~

-.- --- - 
-
--.

~ 
— ..

~~
- 

~~~~~~~~~~~~



7

(Step lb) CONDITIONAL AVERAGE: The second 1>r~ rtc- i s  an

adaptat ion of a smoothing process [6] which helps e l i m i n a t e

noise in the image. In this process , the intensity v a lu e at

each point is replaced by t he  average  of’ it s elf and it s  r a i ~~h-

bor s, except that i f the di fferenee between the value ol the

p o i n t  and a n e i g h b o r  is greater than a cer ta i n v a l u e  T t h a t

neighbor i s  not  i n c l u d e d  in the average .

For the neighborhood {N.} of the point N
0 

in Fi gure 2, its

updated value is given by:

MI  — r— — L.. j~~~~.0 n 1
N. eS

1

where S = {N . : N. — N I < TI and n is the card ina l itv of S.
1 1 0

Note  t h a t  S a lw a y s  c o n t a i n s  N 0 . Th i s  procedure has t h e  f o l -

l o w i n g  e f f e c t s :

( I )  W i t h i n  a ( n e a r l y )  homogeneous  r eg ion , i t  smooths
out  the  s ma l l  n o i s e .

(2)  Near a region boundary  whose c o n t r a s t  i s g r e a t e r

than T it includes no points across the boundary
in the average . This allows a smoothing of the

points on either side of the boundary without

blurr ing the boundary as a nondiscriminatory aver-

ag ing prr ce~~ would do.

(3) Within an intensity gradient , the process averages

a p o i n t  w i t h  r o u g h l y  as many  o t h e r  p o in t s  t h a t  h a v e

s m a l l e r  i n t e n s i t y  as g r ea t e r . T h i s  w i l l  smooth

n o i s e  w i t h i n  the  g r a d i e n t  b u t  w i l l  not  d e st r o y  the

g r a d i e n t .

( 4 )  In  a t e x t u r e d  r eg i o n , i f  t h e  t e x t u re  e l e m e n t s  d i f f e r

o n l y  s l i g h t L y  in  i n t e n s i t y ,  t h e y  they  w i l l  be smoothed

~

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - ‘ -
~~~ - ~~~~~~~~~~ ~~~
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( 3

into a homogeneous region . If the texture ele-

ment s di f f er by more than T , then no averaging

will occur , except perhaps within the text ore

elements themselves .

Figure 3 shows the results of using the di fferent i a l

ope ra to r  ( to be desc r ibed  I a ter  ) On mag(e- : t h a t  ha v~ • j  i i vo l  y

u n d e r g o n e  t h e  ~NMIX a n d/ o r  C O N I ) I T I ON A L  .-\VEI {AQF pa~-;se s . It is

5( •cf l  t h a t  an a p p l i ca t i o n  of b o t h  g i v es  t h e  c l ean e s t  r e s u]  i s

w i t h o u t  l o s i n g  a n y  i m p o rt a n t  l i n e s , or ~ainin g ~~X t  r an eus  ones.

I I .  S tage  2 - -LINE F I N D I N G

11 .1 . D11’FCRENTIATION (Step 2a)

Di ft erent I at ion is the must drastic transformati on that

t h e  data undergoes , so it needs careful attention. Ideally,

edges s h ou l d  bc placed on l y b e t w e e n  r ( ’~’: ions  that d i  f f e r  ~vi t .h

respect  to some f e a t  tire in  ou r  c ase  i n  t ens I t y  ) , and nowhere

e l se .  In  p r a c ti c e , p rob l ems  o cc u r  due to  t e x t u r e  w i t h i n  a

region , blurred edges , and grad ients , etc. h owever , o u r

simple preprocessing of the data w i l l  r e d u c e  t h e  impact of

these p rob lems . Let us c o n s i d e r  th .~ three cases separately.

( I )  Tex tu re  w i t h i n  a reg i o n .  F i r e  low c o n t r a s t  m i c r o —

t e x t u r e  w i l l  have been l a rg e l y  el  i m i n a t e d  by t he  condi  t ional

averaging process. Very d i s t i n c t  t c x t u i e  elements of high

c on t r a s t  w i l l  z~ p r o m i n e n t , and  SO w i l l  p roduce edges . A t

t h i s  p o i n t  i t i s  n o t  t he  t a sk  of t h e  ci i f  b r e n t  i a t o r  to deter-

m i n e  w h e t her  t h e  edges are b o u n d a r i es  of t e x t u r e  e l emen t s  or

the  b o u n d a r i es  o f  a t e x t u r e d  r c i~ ion . T e x t u r e  edges may he

removed by a subsequen t  process w h i c h  e l i m i n a te s  shor t  a n d/ o r

~~~~~~~~~~~~~~~~~ ~~~~~~~~ ~~~~~~~ ‘2 ‘ ‘~~~~~ —~~~ ~~~~~~~~~~~~~~~~~~~~ ___________
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low contrast boundaries , or one t h a t  d e t e c t s  t e x t u r e  p a t t e r n s

i f  necessary . This  w i l l  be p e r f o r m e d  when  more  r e l i a b l e

g loba l  i n f o r m a t i o n  is  a v a i l a b l e  [7 ]

( 2 )  B lu r red  edges . Many  of these  w i l l  have been cor-

rec ted  (or reduced) by the “UNMIX” process. Some of th ose

that were introduced through noise or some other means and

were not corrected will give rise to two adjacent parallel

edges ; one of the pair will be eliminat ed through SUPPRESSION .

(3) Gradients. This problem is a more gene ra l  v er s i  on

of (2), where tile change i.n intensity occurs over severa l I)iXCls.

One procedure for detecting gradients is to use a hierarchy of

increasing—sized masks [3,7,8,9]. Wh ile this procedure can be

shown t o  work in simple cases , i t i s d i f f ic u l t  to make it work

• in general. Many masks of different sizes at varying distances

from a boundary can detect that boundary, and it is difficult

to organ ize them consistently. In addition genuine gradients

are ind istinguishable in a digitized image from three or more

parallel one—p ixel—wide regions with intensity monoton icallv

vary ing across them . For an exam ple refer to Figure 4. Since

there is no way that th is distinction can be made ithout using

very high—le vel knowledge , the system w il l  treat .tll such

cases as gradients. We will accept the fact that such one—

pixel—wide regions will be los t .

II . 2.  Rep re sen t a t  ~ Ofl (If the Ldge Im~ ge

The input consists of an array of numbers representing

the light Intensity of each position in the image. Since each

of these pixels Is in some region , i t is reasonable to

______  ~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-*
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WHITE

GREY

BLACK

Figure 4: An example of a 1—pixel—wide region that is

intermediate in intensity between that of its neighbors.

The grey strip is a real region , and not a gradient.

Iii ~~~III

~~~~~~~ _  

_
— — — — - —

Figure 5a Figure 5b

Figure 5: RepresentatIon of edges. The shaded area in 5a is

a region , and the outline in 5b is its boundary .
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1 3

constrain t i l e  b o u n d a r i e s  ( i f  r e g i o n s  t o fal I only between pixels.

Thi s  r e p r e s e n t a t i o n  of  t h e  image on a r e c t a n g u l a r  g r i d  and the

c o n s t r a i n t s  of  edges be tween  p i x e l s  imposes  a b o u n d a r y  t h a t

c o n s i s t s  e n t i r e l y  of h o r i z o n t a l  an d  v e r t i c a l  edges 110 , l i ] .  Th i s

g r e a t l y  f a c i l it a t e s  f u r t h e r  p rocess inc ; .

11 .3 .  The D i f f e r e n t i a t i o n  Ope ra to r

The s t a n d a r d  t e c h n i q u e  f o r  d i  f f e r e n t i at  i on  is  to c o n vo l v e

edge masks w i t h  the  image . I t  (~~j t3 be generalized to a p p l y  a

set of ’ masks , and to compute  t h e  ou t p u t  as soiTIe f u n c t  ion of

the  r e su l  ts of these m a s k s , o f t e n  t he  m a x i m u m  respon s~

For sharply defined boundaries , t he s i m p l e s t  mask i i o s s i—

ble is all that is necessary (see F i g u r ’ (~a ) .  We w i l l  ca l l

this a 1x2 mask . In this and s u b s e q u e n t  d i a g r a m s  of masks , a

heavy line indicates the edge position to which a mask ’ s outpu t

is associated. On long straight boundaries a better response

might be ach ieved using a 3x2 mask (see Figure Gb) , since the

- information front three 1x2 masks in a line is used to average

out the presence of occasional noise points . h owever , the

relaxat ion processes that follow should be able t o  f i l l  in

such an edge , and we believe it will render t he  benefits ‘~f

the 3x 2  mask unnecessary; its limitations are described below .

Diagonals and corners can be detected by using diagonal

masks (Figure Cc). This mask might be used in the computation

of the edge strength of a vertical section o h ’ a d i agona l . Note

that application of this mask alone would give a positive re-

sponse when appl ied to a horizontal edge (see Figure 7a and 7b).

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  - ---•~~~~~~ -—.• - - ‘ -•~~~~~~~~~ - • - -~~~~- ‘~~~~~~~~~ - - - -—
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61

Figure 6: Typical masks . 6a: 1x2 , 6b: 3x2 straight ,
Gc: 3x2 diagonal , 6d: 3x4 , 6e: expanded 3x 2 , 6±’: expanded 5 x 2 .
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7a 7b

Figure  7: 7a shows a 3x2 d i a g o n a l  mask en a h o r i z o n t a l  bounda ry

between two regions. 7b shows the outpu t (if this mask (If used

above). The response is seen to he (20+20+5 - (5+5+5))/3 = 10 ,

w h i c h  i s  s i g n i f i c a n t , s i n c e  i t  happens to hi~ 2/ 3  of the difference

between the  r e g i o n s .  7c shows a 3x2  s t r a i g h t  mask o v e r l a p p i n g  the

corner of a da rk  reg ion . 7d shows t h e  s p u r  p roduced  by t h i s  mask

and a sm i l i a r  h o r i z o n t a l  mask i n  a n e i g h b o r i n g  p o s i t i o n .
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Therefore , the difference between its output and that of its

mirror image should be used. This will give strong response

to diagonals , but not to horizontal or vertical edges. Other

masks may be used to detect gradients; for example , the masks

depicted in Figures 6d to 61 can be generalized ‘into a hierarchy

of ma sk sizes [7 ,8]

The more varied the collection of masks [11] , the more

guarantee there is of detecting the edge . However , using

large masks has unfortunate consequences in positions where no

edge is desired. Figure 7c shows a 3x 2 straight ~mask superim-

posed upon a corner of a region . In this position there will

be a response , albeit weak , giving rise to a “spur” in the

differentiated version . A horizontal mask will (~~(1j5~~ the same

problem , giving a result as shown in Figure 7d.

Larger masks w i l l  g ive  more and longe r  spurs , wh i ch cause

serious problems . During relaxation , it is possible for them

to grow l ines  where  none ought  to e x i s t ;  i f  they  are close to

other spurs formed similarly, they can get linked together

during grouping processes. The results of the whole process

begins to get quite ill—defined.

A comparison of these different combinations of some of

these masks is presented in Figure 8. It can be seen that the

1x2 gives fairly good results; the absence of spurs is quite

noticeable in contrast with some of the other masks. For this

reason , we decided to use a simple lx2 mask as our different ia—

tion operator.

________ - . •-•— - • . .  ‘ .  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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11.4. SUP1~RESSION (Step 2b)

The weakness of a l>’2 mask is that it w i l l  be prone to

m issing boundaries of wider gradients. h owever , most of ( l ie

boundaries in the several scenes examined in this paper were

detected. Of course , the probleni of gradients still must he

dealt with since the system will be blind to edges , such as

wide shadows on a cylindrical surface. Ideally, the total

strength of the wide gradient edge ought to be collected [3],

which is the goal of employing masks of increasing size.

Rather than deal with some of the problems discussed in the

last section , here instead we seek means to suppress multiple

parallel indications of edges.

While the UNMIX procedure will eliminate some narrow

gradients , others will inevitably remain and give rise to

parallel multiple indications of the same edge . These can he

removed by that is known as multiple edge suppression [3].

Consider the image in Figure 9a representing brightness and

its derivative in 9b representing the strength of the gradient.

The suppression technique works as follows : Consider three

pixels in a vertical line as in Figure 10. Let p,q, r be the

horizontal gradient at the lower boundary of these three cells.

If it happens that either

J q J � In
or

) q I
with q the same sign as r or p respectively, then q is set to

zero . A similar operation is applied to vertical gradients in
.~



I P

a horizontal row of cells. Hence , in Figure 9h the row of

10’s will be set to zero , result ing in Figure 9c. T h i s  t ypo

of suppression is restricted to the cases where the pair of

edges have the same gradient sign . Therefore , in Figure Il t h e

suppression process does not remove either of the boundaries

of the  o n e - p i x e l — w i d e  r e g i o n .

An improved  vers ion  of t he  SUPPRESS procedure  r e q u l  res

an increase in the values of the local maxima of g r a d i e n t s  by

the sum of those values that were suppressed in a direction

perpendicular to the gradient. Thus in Figure 9b , the 10’ s

will be set to zero , and the 15’s will be set to 25 as in 9d.

This more accurately reflects the strength of the boundary

since it is between regions of in tens i ty  15 and 40.

11.5. RELAXA~ 
- )N (Step 2c)

II . 5. 1. Background

The output of the differentiation process is usually far

from being clean . If the strengths of edges are viewed as

probabilities of the existence of edges , usually fe~ of them

would be considered to have probabilities of 0 or 1. An edge

probability that is n€ither 0 nor 1 is effectively an ambiguous

interpretation of the entity concerned . A relaxation process

allows the local context around each edge to update the prob-

ability so that ultimately the ambiguity is reduced and inter-

pretations are locally consistent. In this scheme , a label A

is assigned to each position with an initial probability P(A ).

The set of labels A would be a set of edge-descriptors , such
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Figure 9: 9a intensity values ; 9b after diff erentiation ;
9c the top line in 9b has been suppressed ; 9d the top line in

9b has been suppressed and its strength added in to the bottom line.
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Figure 1]: h a .  A light strip on a dark background . lib. The
resulting ed~’,cs and t h e i r strengths . SLIce  they are of differing

signs , no suppression takes p l a c e .
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as “ h o r i z o n t a l  edge , ” “ v e r t i c a l  edge , ” etc., and u s u a l l y

i n c l u d i n g  a s p e c i a l  l abel , t he  “ n u l l  edge ” whi ch is  an as-

sor t  ion t h a t  t h e r e  i s  no edge at  t. hat p0 i n t  . La eh i~ ru b a h  i I it y

f o r  every  label  on every  object is t hen  u p d a t e d  in  par al l el

a c co r d i n g  t o  i t s  c o m p a t i b i l i t y  w i t h  t he  l a b e l s  on neighboring

obj e c t s  (in some predefined neighborhood). U n d e r  q u i t e  N-

. st r i ct e d  c o n d i t i o ns  convergence  can be g u a r a n t e e d  [ 1 2 ] ,  al-

t h o u g h  not  n e c e s s a r i l y  to any m e a n i n g f u l  g lo b a l  i n t e r p re t a t I on .

Consider the relaxation model described in [13] and sum-

marized above. T h is  kind of relaxation , for reasons noted

1)0 10w , w i l l  be called “homogeneous relaxation .” An implementa-

t ion is described in [14] and will not be treated in detail in

t h i s  p a p e r .  The r e l a x a t i o n  scheme is summari , :ed by the follow-

ing equations. Let P~~~~~( A )  be the  p r o b a b i l i t y  o h  label on

object a . a f t e r  t h e  k th iterati on. I f  r ..(A , A ’) is t h e  c orn—

p at  ib i li t y of l;Wel A on a. with A’ on a .k th en
1 j

+ 
p .(k)(x) [1 + q ( k )

(A )l

~ P . ( A ’ )  [I  + q (A’)]
A ’ 1

where q~~~~(A ) =  E d
1~ ~~~~~~~~~~~~~~~~~~~~~~~~~~

I’he d~~ serve to se lec t  the  ne ighborhood  of P~ and wei ght t h e

contributi ons of the P . according to distance (or some other

property of th e neighborhood).

The h e a r t  o f  t he  scheme is  n t h e  set t I ng o f  t he  compat  i —

b i l i t y  c o e f f ic i e n t s  r 1~~ . The a im i s  to set these  wei g h ts  so

th at the following goals are achieved :

—~~~~ - - S ~~~ ~~~~~~~~~~~~~~~~~~~~~ .---. .—- -~. —S.- . -~~
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(1) Neighboring edges which can fo rm a c o n s i s te n t  l i n e
continuation should suppor t  each o t h e r .  Edges lo s t
t h r o u g h  local  no i s e  s h o u l d  be b r ou g h t  back  i n — l i n e
t h r o u g h  support  f r o m  n e i g h b o r i n g  edges .

( 2 )  Edges locall y introduced through noise should he

e l i m i n a t e d  t h r ou g h  lack of s u p p o r t  from neighborin g

edges (or from inhibition through the neighboring

“null ” label).

(3) Multiple indica-tions of the same boundary due to

either the inaccuracies of the digitization process ,

or t h r o u g h  grad i ents , should  be el im ina ted  t h r o u g h
mutual inhibition of parallel edges.

The beauty  o f the  process , then , is that it seemingly ac-

counts for all these conditions through t h e  use of a single

formula applied iterativel y .  The t r ouble  is t h a t  t he re  a r e

drawbacks to t h i s  k i nd of processing due to just that fact.

Cons ide r  t he  case where  the neighborhood of a point is t h e

3x 3  window of points centered upon it , and a point can have

th ree  l abe l s :  h o r i z o n t a l  edge , v e r t i c a l  edge , and no edge

(the “null” label). There are many weights to be s p e c i f ie d

if one considers the relationship of the surrounding horizontal

8x 3 x 3and vertical edges to the given edge (in fact , 
~ 

= 18 ,

subject to symmetry). More labels (e.g. diagona l edges) and

a larger neighborhood give rise to many more relationships.

A l t h o u g h  r e l a t i v e  a n g le  between  a p a i r  of edges could h~ used

t o  J) r oV id ( ’  It s i m p l e  measUre oh t h e i r  m u t u a l  suppor t  I l - I  I , it

Wi II run  I n t o  ni~t n y  cases w h e n  t h e  relat iV e spatial pos~ t i o n s

of t he  p a i r  of  edges is t a k e n  i n t o  a c c o u nt  ( i . e .  r e l a t i v e  a n gl e

is not enough unless the edges are restricted to having a common

joining point).

_ _ _ _ _ _ _ _ _ _  ~~~~~~~
. --. - - - -~ — .• — - ————-----—---—~- - . — --- •-•. - — 5 -
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Not only are there many weights needing to be set , but

due to  heavy  i n t e r d e p e n d e n c e  of e f fe ct s  t h e r e  is  no d i  r o t

correlation between the setting of an individual weight and

the performance of the system . Thus , tunin g can be very dif-

l i c u l t , s ince  it requires optimization of many variables si-

multaneously. Furthermore , there is no guarantee that it is

possible to set weights such that all the desired effects can

he achieved simulatneously. White it is fairly straightforward

to  set the weights so that some of the more obvious cases are

t a k e n  care  of , t here  is rarely enough leeway to ad.just them so

tha t the  more awkward cases , such as ~3 above , are mana ged

corrE ctly. indeed , it is difficult to determine where the

system is failing , or how it is achieving its results.

It appears that one source of these difficulties arises

from the fact that the updating process employs a single

formula that is used to take care of the various very di f for—

ent cases that arise. In the next section , an alternative

scheme is proposed which will deal with each o f  the  afore-

mentioned problems separately, in a clearly structured manner.

11.5.2. A Different Representation for Relaxation

In the scheme just described , a set of labels are corn-

pet~ ng for each point in the image . Thus for a point on a

diagonal boundary, both horizontal and vertical labels will

be competing . In our representation , we can allow both labels

to coexist at a pixel since we are ~)lacing edges at interpixel

boundaries , not on top of the pixel. Therefore , at each

—— .—v—.-—-—---——- - — — 5— 5— -5.——- -5 -  .—
~~~

,-
~~.—--- •-~~

. 5~~~~ _
_
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v er t i c a l  p i x e l  b o u n d a r y  t h e  on I v  I h ~ is  ~o m e d to  o!i~; 1(10 r

are ‘‘ v e r t i c a l  edge ’ and  ‘‘ no edge , ’’ a f l I~~ s i n i  LtrI f o r  h ’ r i y , , r i t a  1

edges. I n  t h i s  w a y ,  t h e  set o f  I ~ . r )b a l )  I I i t  i ~~ .~~~ i I ~~;~ ehi ‘ -dg~-

I oca t i_ on { P. ( ~ ) A 
~. } c a n  reduo I e a s i ng 1 0 i a  I- an~ - t e r P

The p r o b a b l y of an edge at pus i t  i i .  I i s  I’  v~hi 1 1 ’° I h~

probab i l l  t y o f t h e  n u l l  l abe l  ‘‘ no edge . ‘ a t i t i ’ n i i s

1 — P .  . Relax ation is very much s imp I I h i  d s a rt su it o h

this representation .

We w ill use the notation of Figure 12 to describe t h e

edge—con f i g u r a t i o n s  u n d e r  c o n s i d e r a t i o n. An open r ec t  ang l~

r ep resen t s  the  edge to he updated . A d o t t e d  l i n e  r e p r ese nt s

an edge—p c: i t  i on  w i t h  no edge pre sen t , a t h i c k  so] I d  l i n e  an

ac t u a l  edge , an d  : thin solid line an edge of undetermined

s t r e ng t h .

The a 1 gor i t u r n  e m p l oy e d  may be sunima i~ i zod as fo l  l ows

l ive ry  edge ~n s i t i o n  may be d e f i n e d  by i t s  two e n d — p o i n t s , and

every  e n d — p o i n t  has t h r e e  o t h e r  e d g e — p o s i t i o n s  i n c i d e n t  upon

it. Each edge—position will have a value associated with it ,

indicating the probability of an edge at  that position. Each

edge end—point will he classified as one o f  four “ v e r t e x -

types ’ according to the strengths of the incident edges . The

vertex types of the end—points of t he  edge—position under

examination will then determine how the edge—strength is to

be updated.

‘l’he homogeneous form of s u m m i n g  t he con I r i but ions i nde—

pendently has t h e  advantage of be i ng easy to formulate , but

it is often difficult to comprehend what is actually happening

5- .~~~~~~~~
- 

- - 
~~~~~~~~~~
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l2a 12b

L~ _ _ _ _ _ _

12c 12d

Figure 12: Notation . l2a. edge position with no edge ; 12b. edge

position with edge ; 12c. edge to be updated ; l2d . edge of unknown
s t r e n g t h .

1 I I

Figure 13: Edge to Le updated has strong local support .
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in the process. In clear—cut situations , such as t h e  one

shown in Figure 13 , it is easy to f i g u r e  o ut  what  is h a p p e n i n g

internally and to know that a proper setting of the weights

s h o u l d  d e f i n i t e l y  cause P r ( e )  to be i n c r e a s e d .  However , i n

more “c l u t t e r e d ”  s i t u a t i o n s, i t  is u n c l e a r  w h a t  w i l l  happen .

One approach  is to set the  w e i g ht s  so t h a t  a l l  t h e  ‘ o b v i o u s ”

cases produce the clearly desired results.

Consider  the  three  cases i n Figure 14. Sup pose edges

a, b , g, and h where indicated are strong, and edge e is weak .

It i.s probably the case that in l4a and l4b it is desirable to

have e conic up as a strong edge and thus link the edge segments

on the left and right sides of the diagrams ; yet in case 14c ,

the opposite is true. No linear combination of weightings can

accomp lish this.

This is not to say that iterative processes should not be

used. Indeed , they allow local information to propagate and ,

in essence , provide a wider local “window ” or context than

is actually being used locally. To use large windows directly

can be prohibitively expensive computationally, since the

number of different configurations possible within a window

increases exponentially with th e area of the window . Further-

more , iterativ e processes lend themse l ves very well to machines

capable of processing large arrays in parallel. Such an archi—

tecture is ideally suited to thc kind of processing required

• in a low-level vision system . So while relaxation is considered

to be a worthwhile process , additional structure in the proces-

sing is required.

- 

I 
— —-  

-
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I
14a

14b

_ _  

e l 

_ __ _  I L  _ _

14c

Figure 14: It is clear that edge e should have its probability

increased in l4a and l4b , but not in l4c.
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I t  may be a rgued  t h a t  i n  order  to  t ake  care o f  t he  in t e r -

dependency  ( i f  t h e  s u r r o u n d i n g  edges , c o m b i n a t i o ns  o f  t hese

edges s h o u l d  be taken  as u n i t s  e n t e r e d  i n to  t he  relaxa ti on

scheme . For example , the  m a x i m u m  of t h e  t h r e e  edges a dj o i n i n g

each e n d p o i n t  of  e c o u l d  be used in t h e  r e l a x at i o n  formula.

However , i n  order to t ake  care of a l l  th e  i n t e r d e p e n d e n ci e s ,

a l a r g e  number  of these  c o m b i n a t i o n s  needs to be e v a l u a t e d ,

and t h e r e  s t i l l  r ema ins  the problem of se t t ing the wei ghts.

11 . 5 . 3 .  Cases for U p d a t i n g  Ed ges

A d i f f e r e n t  i t e r a t i v e  p rocedure  f o r  u p d a t i n g  t he  proba-

b i l i t i e s  i s  d e s c r i b e d  below . The f o l l o w i n g  notation is used

to d e p i c t  the neighborhood characteristics (or state) of e;

the symbols i—j denote t h a t  c o n f i g u r a t i o n  i is at one end oh

central edge e , and j is at the other . A configuration of n

edges to one side of e will be considered equivalent no matter

what their positions in the three possible edge positions to

that side of edge e. The four types are depicted in Figure 15.

Obviously i—j j—i , so we need only consider the caseS 0—0

through 3—3 shown in Figure 16. These are the cases i—j where

i ~ .j. The deterr inat ion of which vertex types are present is

computed as a functi on of the probabilities of the th ree edges

to either side and is discussed in Appendix A.

In states 0—0 , 0—2 , 0—3 , one can quite confidently say

that. there is no good support for e, and in 1-1 , 1-2 , 1— 3 one

can quite con fidently say that there is. However , if e is in
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Figure 16: Hcpre.sentat iVe (-orribi natio n ui vertex types . This figure
depicts all possible cases , subject to s y m met r y  and t h e  e q u i v a l e n c e s
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st a t  e 0— 3  , for examp l e , i t  i s  conceivabi e that the si twit i o n

i s  r ea l l y  as i n  F igure 17 . In such a case , t he  cu r r e n t

st r~’rigth of e may lie a determi ning factor.

Two points may now be made . First , in some of the above

conditions it is clear how edge e should be updated. There-

fore , the updat ing process could explicitly modify the edge

stren gth as an increase or decrease rather than adding a

quantity e which is calculated by a complicated formula in-

volving local edge strengths and many weights. Secondly,

as in f o r m a t  ion may need to organize  and p ropaga te  fo r  some

period of t i m e , u p d a t i n g  inc remen t s  ( d e c r e m e n t s )  should  not

drive the probab ilities to one (zero) too quickly. Rather ,

the increase (decrease) should be some small amount on each

iteration .

So in cases 1—1 , 1—2 , and 1—3 we will let e increase

(see Figure 18); and in cases 0—0 , 0—2 , 0—3 we will let e

decrease (see Figure 19). In all other cases there is really

not much hell) to be derived . Leaving aside case 0—1 for the

moment , we see that in none of cases 2-2, 2-3 , 3-3 (see

Figure 20) is the presence or absence of e critical for the

continuation of a neighboring edge since they have alternat ive

directions for continuation . It will not introduce or elimin—

ate “cracks”--edges terminating at an indeterminate point.

Whether e should exist or not depends largely upon its

strength--continuity of properties to either side—-and little

else , at least until higher level knowledge is applied.

t 
__________ _ _ _ _ _  
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Figure l~~ : Edge e is c l a s s i f i e d  as being type 0—3. I f  its
strength is high , it i s  l i ke l y  t h a t  edg. -~ a w i l l  j o i n  up wi t h  i t .
The desira b i l it y of t h i s  e f f e c t  is not  so c lea r  i f  e is  w e a k .
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Figure 18: Cases for incrementing edge .
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F i g u r e  19: Cases for decrementing edge .
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Figure 20: Uncertain cases.
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(:is~ 0— 1 is t ’ f :il ly I lie oni 1)1-oblern . The neighborhood

)n one s ide  str ( flg lV supports e , the other suggests that ~

shouid be absent. As no sensible decision c-an be made , no

act ion is taken lu re , or in ~-ases 2—2 , 2—3 , and 3.3 . This is

a very i m p o r t a n t  d e c i s i o n .  It implies that in t he upd ating

pr o-ess , the 0—I ~ase remal ning constant WI I ~~i ( ’~ c n t  1 i flPs

I ruin growint’; into noise or from being eaten away at it s end—

} ) ( )  jil t

The ut erat ion o U the systems in u i , d a t  I ng an edge i s t lien

as to 1 1

Increment: e 4— Mm (1 , + k )

Dee rena n t  : e 4— Max (0  , e — k

Uncertain: e e

where K is a constant. A large K g i v es  l a s t  ( f l \ .t g ( !1 ‘ , but

fl oes not p erm it i n f o r m a t i o n  t o  pr - op iig at er I ar l -fo r~- edges

su r v i  Vt .- or  d e c ay .  For sinai I K the t f l s  i t t  is I m u .  - f r \  v a l u e

o f  a li a t . 1 ~~ t ‘ . 2~ w a s  I o r n d  to I ’  • su it tI ‘ . Tv p i c I r osu  I t s

of using ~hiis relaxat i o n  p r ess a l t -  g i v e n  ii F i g u i t  21.

I l l .  GROUPIN (

III . 1 . B I N D  t~
__

~
- -• -p :~•

The nex t stage is t o  d o -ide w h i c h  m~e i g h h o r i n g  edges  w i l l

I i nk up to form extended 1 .1 mi e t-~~ ‘gmn n t  s . I t m s c I ca r t ha t  th u se

po i n t s  in  t h e  cu r r en t  I e l ) r e s ( ’n t a  1. i ( f l  Wli i ch h a v e  I , 3 , or 4

edges e m i t e r i  r ig  t hem ar e  n a t u r a l t e r m i n a t  i o n  f a ) I n t s , i .e . end—

J)(.irl ts or verb . IC E ’ S , b r  t l IeS(’ I I n U — s e g r I I ( n t . s  (see F i g u r e  2 2 ) .

‘1’liI~-; t e n d s I ~ . h t ’ - a k  h o r i n t l a r i e ~ i f l t ( ’  I ) o l l m l ( Ia ~ V Se) rt I ( t ) t S  w!ii - Ii l i e
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Fi gure 2 1d.  D i f f e r e n ti a t e d  version of F igure  3b .
Ed ge s t r e n g th s  have been th resholded  at . 2 5  for
d i sp lay  purposes  onl y .
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between only two regions. This was a major design considera-

t ion i n  the USE representation of low—level output in the

VISIONS system I l l .

it will he possible for an edge to be absent  at p o s i t i o n

e i n F igure  23 , wh i 1e at the  same t ime t h e f ea t u r e s a s so c i a t e d

w ith points C and D to be sufficiently different that a vertex

should be introduced . This case can occur when the information

organizing the boundary between C and D does not get enough

global support to survive . Note that C and D could be regions

larger than a sing le pixel. The logic underl ying this analy-

sis is that if C is sufficiently different from D then the

boundary between region A— B and C is a different entity from

the boundary between A—B and D, and so the  tw o shou l d  not be

grouped together.

As i t  happens , t h i s  c o m p u t a t i o n  is of theoretical inter-

est only since in this implementation the only feature we are

using is light intensity. Thus , no in-formation will he ac-

crued that wasn ’t present in the differentiated image . How-

ever , if some other features were examined here , for example ,

those that are difficult to differentiate like color (hue),

then this would be a valuable technique .

The first stage of the binding process , then , is to

mark as vertices a l l  those positions with the characteristics

of the configurations in Figures 12 and 13. Following this

computation , it is straightforward to t rack all segments be—

tween vertic es and assign a unique label (line—number) to each

boundary segment.

_ _ _ _ _ _ _ _ _ _  - -,. ---,— --



Figure 22: Three kinds of vertices. (a) Order—i; (b) Order—3 ;

(c) Order—4 .

A C A C
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f 3 1 D
23a 23b

Figure 23: A ,B,C , and D are intensity values. If C is significantly

different from D along some feature axis , t hen a vertex should be

introduced as in 23b .
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111.2. FEATURE EXTRACTION (Step 3b)

For each unique line—segment a set of p r o p e r t i es  ( -an  be

established , some rec~uiring recourse to the original intensit y

image , or at least , the intensity image that was differentiated.

Typical properties to be associated with the segment label are :

(1) coord inates of end—points;

( 2 )  N - l e n g t h  ( d e f i n e d  as the number of edges t h a t  com-
pr ise the line);

(3) E-length (defined as the Eucl idean distance between
the end—poirts);

(4) frequency with which the edges that comprise the
l ine change direction;

(5 )  mean and ~‘ar iance of cont ras t  across the  l ine ,
computed along its length;

(6) mean and variance of difference between neighboring
points on either side of the boundary computed along
its length.

Properties 2 and 5 can be used to give a measure of confi-

dence for the l ine. Property 6 gives an indication of t h e

homogeneity of a thin peripheral strip of the regions that th E

line bounds . Properties 1 , 2, 3, 4 can be used to c o m pu t e

a measure of the straightness of the line . These properties

are important for later use in the high—level system .

IV. POSTPROCESS ING

IV.l. TRIM (Step 4a)

These techniques will clean up the low-level segmentation

prior to passing it to the high—level system . Whil e there

are limitless criteria that can be developed from the features

listed earlier , one of the simplest ~as tested and found to

give very satisfactory results. This operation is described

5 —5 --—  - —.~~~~~~~~~~~~~ —— a—~~~~~—— - --— - —.— -———
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below and is followed by a discussion of o t h e r  c r it e r i a  t h a t

may typically be applied .

A terminating point of a line—seg ~ient. will be considered

to have ord er I i F t h e r e  i s  o n l y  one edge ( o f  t h e  f o u r  pUs Sib l  e

edges) i nc iden t U~~Ofl i t ;  this type of line termination will

be called an end-point. The criterion we use is q u i t e  s i m p l y

to elimin ate all edg€-s of length 3 or less that have at least

one end—point. This wi ll then reniove all the small (� 3 units

of length) “cracks” or “spurs ’ in the image . Figure 24 shows

the  result of appl ying this process to the  o u t p u t  o f t h e

ULLAXATION stage .

IV.2. Other Clean-Up Techniques

It may so happen that long continuous line— segments are

broken by the introduction of vertices , as shown in Figure 23.

This might occur because of variations in region properties on

one or both sides of the line . However , if the breakage is

due only to local effects (e.g. noise points), the situation

can easily be remedied . Consider Figure 25. If the statistics

gathered in the binding phase indicate that the regions above

and below line L1 have similar characteristics to those above

and below L2 , the vertex may be removed and the lines merged

to form a single line—segment.

Let ~~ be the mean of some property k of line ~~~ and

be the corresponding standard deviation . Then , a reason-

able measure for merger of a pair of contiguous segments might

be

— 12 1 ~ k(110 
+ 1

2 )

- — - — — .~~~- - 
- — 5 - -  

~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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L1~~a

iii

~~~~~~~~b

Figure  2 4 .  Pos tp rocessing .  The short edges and most of
t h e smallest (1—p i xe l)  regions have been removed. This
represents only the first set of clean-up techniques
which  are cu r ren tly  under  f u r t h e r  development . Figure s
24a and 2’4b show this post-processing applied to the data
in Figures 21c and 21e respectively.
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where k is a constant between , say , 1/ 2  and 1. Of course ,

the references to “above” and “below ” are conveniences used

in c o n j u n c t i o n  w i t h  F i g u r e  25 to facilitate the description .

The directions in which the regions lie depend upon the

or ie n t a t ions of the  lines.

Removal of edges can also improve the output. Sometimes

a weak boundary segment grows (or rather survives) because it

is between two other strong lines . This situation is depicted

in Figure 26. If L3 is very short and has low confidence

(bee:iuse regions C and  D have smiliar characteristics , and so

there is little contrast , i f any , between them), it  is a

signal for the possible removal of L3. A further

A further condition for the removal of edge L3 is the

degree to which region A region B, and region E region F .

If these conditions call for L3 to be removed , its end—points

will no longer be considered as vertices , with L1 merged with

L2, and L4 with L5.

There are many other possible approaches . For example ,

“bubbles ,” i.e. single pixels surrounded on four sides by

edges , are not meaningful regions , and may be removed by

eliminating some or all of the edges concerned , according to

context . However , since there are so many such heurstics to 
S

be tried , we will postpone a thorough analysis for another paper. 

- - — — S - S 
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0

F igure 25: I f  the prop ert ies of l ines L
1 and L

2 
are s u f f ic ie n t l y

alike , the vertex can be removed.

L 1 

A 

EIII~ 

B 

L 2

C D

E F 

L5

Figure 26: Configurati on for possible clean up. See text .
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APPENDIX A

Computat ion of Neighborhood Pattern

We would like to classif y the conf iguration of edges to

each side of e as one of the  f o u r  v e r t e x  types  g i v e n  in F i g u r e

15. Consider first the left end—point in Figure 27. We w i ll

assume that the numerical values associated with edges are in

the range 0—1 , representing probabilities of t h e  presence  of

an edge.

Since we are tr eat ing perpendicular cont inuat ion as

e q u i v a l e n t  to  s t r a i g h t — l i n e  c o n t i n u a t i o n , a and c have exact ly

the  same effect on e as does b , we c-an assume without loss of

generality that

a ~ h ~ c.

Assuming independence of the edges (unfortunatel y , often a

bad assumpt ion), a simple calculation would gi v e for vertex

t ypes 0—3:

Pr(type 0) = (1—a)(l—b)( l—c)

Pr(type 1) = a(l—b)(l—c)

Pr(type 2) = ab(1-c)

Pr(type 3) = abc .

The case with the highest probability is then chosen as being

the “state” of the l e f t  side of edge e.

However , in cases where , for example , b and c are v e r y

low and a is considerably larger than them but perhaps not

close to 1 , we would like a strong indication of a type 1

vertex (see Figure 28a) .  The remedy w o uld  be as follows :

Instead of subtracting a , b , and c from 1 to form the no-edge

——--55 — —.5 - S -—-=-— -- - S—~~~~~~—- - - ~~~~~ .- — 5 - - —  - - S ~~~~~ ~~~55 - -
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1 _ )

probab j I i t i e s , we c an  s u b t r a c t  t r o~i~ rn , ‘.~h e r ( -  m = max(a , h ,c) =
a in  t h i s  c a s e .  ri~ thus i- j resents at a very loca l l ( V ~~1 t h e

p r o b a b i l i ty  I a h I gh— (-on f i den ce (- (i~y~

Thus  WV ha v~’

Pr (  0 )  ( r n — a )  ( r i — b )  (rn—c)

l’r( 1) = a ( r n — b )  ( r n — c )  . . . e t c .

There is one ‘ I i  t f i c u l t v  w i t h  thi s to rm ulat ion . If a is

much l a r g e r  than b or c h u t  t h i s  time is very c l o se  to Zero

itself (see Figure 2~~h )  , t h e n  I~r( I ) w i i l  be larger t h a n  P r ( 0 )

when ty pe 0 should a c t u a l  lv be selected. This ca~ be easi ly

f i x ed by anchor ing rn t o  some minimum va lue , (say.l). We need

a l ower h ut i d  for m becaus e there is a l w ay s  a chance  that a

stronger edge should be liresent. This w i l l  guarantee t y p e  0

to be the  most  p r o b a b l e  edge when all incident edges have very

low strengths. Thus , t h e  f i n a l  d e f i n i t i o n  of  i s

m = trax( a , b ,c , . 1 )  and
I)r(O) (rn—a )(m—b)(m—-c)

P r ( l )  - a ( m — b ) ( r n — c )

Pr(2) ab(m—c)

Pr(3) abc .

As it happens , we do no~ need to n o r m a l i z e  these  p r o b a b i l i t i e s

SO that they sum to  I . We i n  Iv need t o  know t h e  relat ive sizes

of Pr (i) since we wil l  s e l e c t  t y p E -  1 , v H - r  I r (  I )  = m a x [ P r ( j ) ]

i 
5 
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Fi gure 27: The neighborhood of e , the edge which is to be updated.

25

.01 

~~~~e

01

28a

.01

.001 
I

28b

Figure 28: Two configurations depicting low—probability
nei ghbors of e; vertex—type I is indicated in 28a , and vertex-
type 0 in 28b.

5_
5-S 

_ 5_••5_S_ ~~~~ ~~~~~~~~~~~~~~~~~ - - — ~~~~~~ S~~~~ #-5~~~~ - S — - ~~~~~~ S .~ — —5 

1



-17

[1] h a n s o n , A - , and b is~-inan , I. . l91C . ~~~~~~~~~~~~~~~~~~ on V] s i on s :
R ej) I- cS fl t i t i o n  : t  t T h i t i  I n t ~ :’- (’ io~ true L 1011 L I I  \T i s u a l
M , d e t ’  (~()T~N~ T e c h n  l e a  U h n t  7g~ f) 1 ep art r:~ n t o f
(‘or n p u~~ i l ’  111U h i t  LI -~~ 1 ( 1 S~’ I i i , , Un v i i i  t y  o t1:t ~;~~a h u —
set t.s , Arnhe r’ t

[ 2 3  W i l l i a m s , T.  I ) . ,  a n d  J v i ~r a n c e , J .  D.  1977. M o d e l  Buil - iing 1n tt~e
VISIONS Hi~~h—I i -i e h ~~ teri . ~~~~~ F E ’ (  I n  1 ( i I  ~~- I I r t  7 7 — l
Department of ( o 1 t u t i - r  LIi (l l n to rrna t IOfl SI’ i t t O E , tS Y l l\’ 0105 i t.

o f  M a - s  a c h U s i - t t s , A n it i i - r s t

[ 
~ 3 R i s e r n an  , 1, . M . , and A rbi,h , . . . A - 1 )  ~ / . C-~~:p u I a t  i na I Tei - l ui jues In

t h e \ : :u a l  Segment a t  ion S1 a t : ~~~ i r a - s .  (.O T~~S J i ’ h f l h I L I t  1
lO poi t ‘f 7_ j , J p a r t P i o f l t  o f  (7orit j ju t .-i :01(1 l n O - r t i i a t  i on  S i i - i~~ - e ,

~ n i v i - r s i  t y  o f  Mas.s :t cbu sitts - b a

[. ]  Tenenbaurn , J. M . , and  Barr ow , 11 .  C . 197C . t - x i - I - i 1 :  f its in ln t€ -rpni -
t a t  i o n — G u i d e d  S e g m e n t a t i o n .  J o in t  C in ference on P a t t e r n
f l e - c o g n i t  iO fl and Art i fic~ al I n t e l  I i g ef l c e .  h y a n n i s , MA , Tnn t .

[ 5] Feldman , J . A - , and  Yak i i i iov sky , V . I V 74 - Dec i s io n ‘I’he r \  a n d
A r t i f i c i a l  I n t e l l  i g e n c i ’ :  I~ A Se r n a i i t i c s — B a s - d  R e g i o n
A n al y s e s .  A r t i f i c i a l  I n t e l l i g e n c e  5 ( l ) :

[~~] R o s e n f e l d , A .  1977 . Technical R e p o r t  , (ornputer Scien ce (‘e n te r ,
Lfl iv er s i ty  o f ’  M a t - v  land.

[ 7 ]  h anson , A .  , a n d  Hi sernan , L .  1974 . P r e p ro c es s i ng  Cones:  A t o i n p u t a—
t i o n al  Structure for Scene A t i a  Iv ol ~ - C O I N S  T e c h i i  I ca 1
I-9 ’po r t 7-1 C— 7 , D e p a r tn i en  t 0 f ( m~ t nt i- and  I n to r n ia  t i o n
S c i e n c e , t n i v e r s i  Lv  ( ; f  M a s~- c l iu se~~t~~ , Ati ilierst -

[8]  Mar c , I). 1975 . E a r l y  Pr o c - s s i r y g _ of  Visual Informa t ion. A l Memo :t - i ( j ,
A r t i f i c i a l  Iri t elI ipence L a b o r a t o r y , M: s s , i c hu s et  t i-i I n s t  i t U t o
of Technology, Cambridg e .

[~
] Rosenfeld , A.  , a n d  T h u r s t o r i  , M .  1971. 1-~U~~ and  ( u r v e  l h -t oi-t ion for

V i s u a l  Scone  Ana I i, s is . IELL Tri I)~s . - 
on (~ fl~ )U t e r s  (‘—20

5 6 2 — 5 6 9 .

[10] Brice , C. U ., and Fenern a. , C .  I .  1970 . Scent- An a lysis Usii S:g Regions .
Art i tic jul Intel ] ige-ia-c 1 :  20 5 —2 2 6

[i i i  Y a k i m o v s k y  , Y . 1976 . B ou n d a  ry  an d  O b j e c t  D e t t c  t ion i n  R e a l  Worl d
I ‘lagE s . h o u r n a  I o f  t h e  ACM 2~t ( - I ) :  59 9— C l  ~

-

[121 Zucki r , S. W. , K r i s h n ; t m u r t v ,  I ; .  V . ,  a n d  h oa r , IL L .  1976 . R e l a x a —
t i on Processes tO n  SE efle L u b e l l  i ngj_ Conver gen ce  Speed
an d  St,ab I I I ty  . T e & - I i n  I c a l  Rep r t ’  I 7 , C o m p u t e r  Sc i ence  Cen-
t e r  , Un i v e t s  I t y  o f  Ma r 1 a n d

L 13 3  !-:o:~~- n f e 1 f , / . .~~ U n t t n - 1  < . A. , - m d  7u c~~e r - , S . ~ 1 9 7 6 .  ~~~~~
I ~i l i  r i g  IS I Y 0 < I t  o n  ‘N Y’ i t  ( l i  . 1 1 ‘1 - ml - . 

- 

I

j~~~t . tJ I L L i  M ii i  and (‘ylte r i o  tic s ~~ —0 : ~ — I . 

S - - --- -----~~~—---~~—~~.-— -



48

[14] Zucker- , S. W., llumrnel , P. A ., and Rosenfeld , A. 1 977. An Appl iei t ior -i
of Relaxdt ion Labeling to Line  arid Curve  E n h a n c e m e n t .  

_ _ _ _l’rans. on Computers  C — 2 6 :  39 4_ 1 .4 33 •

—5. -.5— .5 - - — - —.5 — ~~~~~~~~~~~~~~~~~ - - .- - - - .— - - - 5 5. SS_5__ ~_.5_~~_ __~~ — -- -



S E O U l - ’ -, C L A S S I F I C  A -N -~ THIS  P A G E  (WI,., 0., . Iin,.r. d)

READ INSTRUCTIONSREPORT DOCUMENTATION PAGE
_________________________________________________ BEFORE_COMPLETING_E ORM

L ‘~ U ~~~~~~~~~~~~~~~

‘~~~~ . cOIN~~~T~~~77-~~~~~ 

S 

GovT AccEssI
~~ 

____________

C flrLr

- —---~~~_ _p

Segments in Natural scenes~~
u f l a /

~~~~ P E R F O R M I N G O R G  RE PO R T  N U M B E R

Extracting and Labelling B

7. A L T  

- - 

~~~M RWDT OM ~ M A N1 ~~~~ ER(s)

~~~~~ R. ~ 
:

S ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ A N D  A D D R E S S  P R O G R A M  E~~~~~~~~~~PR O J E C T  T A S K

Computer and Info rmation Science - A R E A  8 W O R K  UNIT N U M B E R S

University of Massachusetts
Mlherst , Mdssacliusett s 01003

¶ 1  C C L L N 3  O F F I C E  N A M E  A N D  A D D RESS

Office of Naval Research
Arlington, VA 22217

14 M O N I T O R I N G  A G E N C Y  NAME A A D O R F S C  1 difI . r .n i f,om ConfroIIin4 OIfI~~~ 5 S E C U R I T Y  C L A S S .  (of fbi. r•po ri)

/~~~~ 
/ -

~~~ _ _ _ _ _ _ _ _ _ _

- 

J I UNCLASSIFIED

- - -—-2 DECLA S S I F I C A T IO N  D O W N G R A D I N G

____________________________________________________________________ 

[ SC NEDUL E

19 D I S T R I B U T I O N  S T A T E M E N T  (of lhfa R.potl)

Distribution of this document is unlinited. ~~~D~~~~~ U T2 S\ s~’:~~~~~’ . J A l
- - f - -C •

~~~I c ‘ - • - -

I~i~i - ~hu~
- a u:~:~r - .:a~-.i

7 0 5T P~ B IJT ION ST A T E M E N T  (of tI,s •b.f,act .nt.r.d I,, ,ck 30, II diIf.r. ,,f fr om R.pori)

‘8  S U P P L E M E N T A R Y NO TES

19 K EY WORDS (Conlin.,. on rer .r.s aid. if n.c...ary .‘id id.ntlfy by bloc k numb.,)

Sce ne a n a l y s i s , i m a g e  p r o c e s s i n g ,  bo u n d a r y  e x t r a c t i o n , r e l a x a t i or
art if I cial Intelli gence.1
A B S T R A C T  (Cor,f ir,u. on ,•v•r•• aid. if n.c...mry id id.nilly by block numb.,)

• This paper describes a set of programs used to perform boundary-analysis in
the VISIONS scene-analysis system. These programs lead the data through a
sequence of transformations : preprocessing , differentiation using a very simple
operator, relaxation using case-anal ysis , and postprocessing . The output of
the system is a set of labelled line-segments for which features such as
length and confidence are computed . The lines and associated features will be
passed to other portions of the VISIONS system for further analysis.

EDITION or I NOV IS IS OBSOL ET E
SIN (, 102 - f l 1 4 96O I

DD, ‘
~~~~~~ 

1413 

- - 

ICCURITY CLA$$I~~ICATION OF’ THIS PAGE ( 11m’


