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ABSTRACT

This paper presents a new approach to nonlinear
structure preserving feature extraction. The ideas behind
this method were first introduced in (1). This method is
based on certain graph theoretical considerations (such as
the minimal spanning tree, edge inconsistency, and diameter
edges) and topological considerations (such as interpoint
distance measures After introduction of the subject
matter and appropriate background material, the algorithm
is formulated in section 5.

Numerical results from the appllcatlon of this algo-
rithm to various test data sets are presented. Evaluation
of these test results are quite encouraging.

This work was supported by Air Force Office of Scientific
Research under the Grant 75-2777




1. Introduction

I The problem of developing an efficient nmethod of
feature extraction 1s one of the most significant ones in
the field of pattern recognpition. Due to its importance,
feature extraction has recieved muck attention in the
literature. Good reviews of this subject can be found in (2)
and (3)-

Hoxever most of the methods for feature extraction
vhich exist have been developed in the context of fairly
rigidly defined problems. As a result, relatively little

‘_ work has been done 1in developing general approaches to
feature extraction which are not problem dependent.

The general approaches for dimensiopality reduction
¥hich have been devised tend to be based upon information
theoretic,_ apd statistical foundations. In particular many
such methods éeek to minimize the probability of error or
some bound on the probability of error. Such approaches
usuvally assume that a normal probability density function
underlies each class. In practice, such an assumption may
only be partially true. In other «cases, even if the

underlying probability density fupnctions were normal, it is

virtually impossible to retrieve reliable extimates of the

class conditional statistics qiven a lirited numher of
training samples. Consequently application oi general
: feature extraction techniques based solely on information

theoretic or statistical gqrounds is often inappropriate.
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Other gqeneral methods of feature extraction based on
Karhunen—Loéve theory have been developed (4). Bowever these
methods require an estimate of the lumped covariance matrix.
If one ic given only a small nuwmber of training samples from
a measurement space of high dimensionality, a reliable
estimate of this covariance matrix cannot be made. Therefore
in this <case, feature extraction technigues based upon the
Karhunen—Loéve expansion are inépplicablé-

What is needed is a feature extraction technique which
meets thé following requirements. First, it should be
i_ general in nature, that 1is, it should not be limited to
application on only a certain type of data. Secondly, the
feature extraction should be applicable to sitvations where

the ratio of the number of training samples to the dimension

bl of thev§§§§urement space-is small. As a result, this method
should not be hindered by requiring a complete knowledge of
the underlying class conditional probability density
functions. Blso, the feature extraction method should be
computat ionally efficient.

In the present report, we formulate a new approach

to nonlirear feature extraction which meets the above

requirements. The proposed method 1is based on optimally
preserving certain gqraph theoretical and topological
attributes present in a data set. In the folloving sections,

the mathematical gqroundwork for this feature extraction

method ics laid ard the attributes vhich constitute structure




in a data set are studied. The feature extraction algorithm
is then forrulated and some numerical results obtained fron
the application of this technique on various data sets are

given-

2. Matheratical Groundwvork

Feature extraction essentially amounts to finding a
transformation from one space called the measurement space
to one <called the feature space. Observations 1in the
measurement space can be thought of as resulting from the

conversicn of some physical excitation into raw data by some

'~ sensing device or system. The feature extractor then

transforms this rTaw data 1into a set of variables called
features whick hopefully provide enough‘information to allow
for correct classification. The block:diagram of a typical
pattern recognition system is given in Fig. 1.

At this point, +we shall state the general problen
which thkis paper addresses. Let there be given a set of N
data vectors I = (X1 ,Xz,...an where each xiis a vector
which belongs to a real measurement space of dimensionality
n. %e wish to find a corresponding set of vectors
Y = (Y1 'YZ""YN) where cach Yiis a vector helonging to a
real feature space of dimension m. ¥We require that m be an
integer satisfying 1< m< n. We wish that Y be constructed in
such a mapner that the structure present in X is optimally

preserved under the mapping from X to Y. That is, we wvish
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that the wmapping take place with the least degradation of
structure. Obviouwsly, the guestion arises as to what
constitutes structure in a data set. This ©paper shall
address this question later. For the time being, wve shall
sunmarize the way in which other authors have approached the

general nonlinear feature extraction problem posed earlier.

3. Backqround

In (Sf; Sammon developed a nonlinear mapping technigue
for data structure analysis. In his algorithm, Sammon
optimized a criterion functional based on ianterpoint
distance preservation using a steepest descent method. If dij
represents - the Euclidean distance between measurement
vectors Xj and Xj and d;j represents tbe Euclidean distance

between Egrrespondinq feature vectors Yiana Yj; then the

mapping criteria is defined as:

(oY) e a5 | 13 )2
QLY) = dij -ds s
__d_z. ljdiji] (3.1)
s, KD
where d = dij 2
and X€ER® and YE RD,

In general, structure preservation 1in this approach
is maintainred by fittinq the N points in the featuvre space
such tbhat their interpoint distances best aprroximate the
corresponding interpoint distances i1n the measurement space.
45" ¥y = (vig,--- ‘&dT' examipation of (3.1) shows that tbe

criterior fupctional is based uvpon the (N x.m) variables ’ij'
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In certain cases, the product (Nxm) may be so large
that optimizing (3.1) would be prohibitive in terms of
computat ional complexity. As a result, Chang and Lee
presented a heuristic relaxation method for the solution of
the nonlinear feature extraction problem in (6). Other
researchers 1in the area include Shepherd {(7), Calvert (8),
and White (9).

In all the above tases, the same criterion functional
(3.1) 1is used. In other words, interpoint distance is
treated as the only depository of information about a data
set. This description of structure in a data set seens
somewhat incomplete. It seems that further examination into
wvhat constitutes structure in a data set should be made. In
the following section we do just this.

4. Structure in a Data Set

#*hen the situation arises that one is confronted with
analyzing data from a hiqh—-dimensional space under the
handicap of having only a small number of observations, he
often resorts to cluster analysis to learn something about
the structure of the data. Cluster analysis has been studied
by a number of authors. For good reviews on this subject,
one may refer to {(10), (11), and (12).

Let us consider the problem of clustering a set of M
objects 2 = (21,2 ,.--,%) into C clusters Wy ,W,,...Hy. We

may think of clustering as no more than the process of
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" pature. Such methods are fully described in (13).

partitioning 4 objects 1into C mutually exclusive groups.
similarly, clustering can be thought of as merely a process
of assiqning one of C membership labels to each of the M
objects.

Oone large category of clustering algorithms is that of
hierarchical clustering. Hierarchical clustering consists of
a number of different metbhods which are segquential in

The two major types of hierarchical clustering are
aqglomerative and divisive hierarchical <clustering. 1In
agqglomerative hierarchical clustering schemes, one begins by
placing each of the M objects into M singleton clusters. At
the next stage of the procedure, a new partition islobtajned
by joining the two "closest” clusters into one cluster, thus
diminishing the total number of <clusters by one. Here,
"closest" depends on hov one defines the distance between
two clusters. This process 1is repeated until the desired
nunber of clusters 1is obtained. Divisive hierarchical
clustering 1s similar except that one begins by placing all
M okbjects into one <cluster. Then at each stage of the
procedure, one cluster is split into two clusters.

Reqardless of the method employed, the way one defirnes
the distance between two clusters i1s critical. Two of the

most cormonly used measures of distapnce betveen clusters are

dmin(W W) 1?3]’.‘“35‘ 29 ) (4.1)
d (W W) =max d(«,®) (4.2)
o e Wope




vhere ® and W’/ are clusters and d(-,+) represents some

distance measure such as Puclidean distance

Consider the use of d as a measure of distance

min
between clusters in an agglomerative hierarchical scheme. Re
may think of the data points as nodes of some graph. A
review cf graph theory can be found in (14). As a result of
veing dmin nearest neighbors determine the nearest or
sest" subsets or cluster;. Suppose that we represent the
rqer of two clusters ¥ and?H/by adding an edge between the
nearest pair of nodes, one in ® and the other in W . since
we are always joining distinct clusters, the graph resulting
fror these edqe additions will contain no loops or circuits.
Such a graph 1s termed a tree. If the process of adding
edgqes ccntinues until all nodes have at least one edge
connected _to them, the resuvlting graph is termed a spabning
tree. It can be proven that that if at each stage of the
alqorithm, the nearest pair of clusters are merged then the
sum of the edqe lengths for this spanning tree will never be
qreater than the sum of the edge lengths of any other
spanning tree. Thus this graph is said to be the mipimal
spanning tree {MST) for the data set and the clustering
procedure is called the nearest neighbor or single-linkage

alqorithu.
When the dmax measure of distance is incorporated im an

aqglomerative scheme, wve obtain the so-called furthest

peigkbor <clustering algorithm. This alqorithm also has a




qraph theoretical analogy. At each stage of the hierarchy,
ve produce a graph «consisting of a nbpumber of complete
subgraphs representing the clusters. A complete subgraph is
opne in which each pair of nodes is connected by an edge.
Referring to the definition of dmax we deduce that the
distance between two distinct clusters is determined by the
length of the edge connecting the most distant pair of
nodes. This quantity isi referred to the diameter of the
union of the two <lusters.

As was seen previously, the minimal spanning tree is
intimately connected with the single-linkage clustering
algqorithm. The MST is a deceptively simple structure which
wvas first 1introduced by ?rim in (15). Zahn in ({6) vas the
first to demonstrate its amazing - powers in handling
clustering problers vwhich had previously.defied solution. He
showed that clusters 1in a two-dimensional space which the
eye identified 1immediately as separate entities could be
separated trivially by an algorithm based on the KST.

Bn important attribute associated with the MST is that
of edge inconsistepncy. The inconsistency of an edge of the
MST is defined in the following manner. Suppose that an edge
of the MST counects points ¥’ and x“. The inconsistency
measure cf the edge is defined as the ratio of the length of
the edge connecting ¥ and x“divided by the average length of

S

all edges cornecting eitber X or X”, but not both. Zahn

states that when the value of edge inconsistency exceeds a
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value of 2 then the human eye +tends to perceive the
compounents connected 1o the endpoints of the edge as
separate entities. In fact, Zahn states that the MST is the
fundamental mechanism explaining proximity and Gestalt
effects in psychology.
The main properties of the MST can be summarized ;s
follows:
‘1. Any node is connected to at least one of its nearest-
neighbor =,
2. Any subtiree is connected to at least one of its
nearest neighbors by the shortest available path.
3. The MST minimizes all increasing symmetric functions
of interpoint distance.
4. The MST connectivity is invariant under any mapping
which preserves the rank order of interpoint distances.
S. The MST is easy to compute and it resembles a
loopless skeleton of the configuration.
In Figq. 2, the minimal spanning tree for a set of 2-
dimensional data points 1is given.
In the following section, we incorporate the concepts
of the MST, cluster diameter, and edge inconsistency into a

method fer nornlinear feature extraction.
S. Feature Extraction Procedure

For convenience, we shall now restate the feature

extracticn problem:

e
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Let there be given a set of points ¥ T(XgeXp .- 0y)
vhere each Iierp - We wish to find é corresponding set of
points Y =(Y¥} ,Y¥2,---Yy) vhere each Yy € " {1<m<n) in such a
manner that the structure contained in the data set ¥ is
optimally preserved under the transformation g: Rg}kmuhich
maps X into Y. Due to the one-to-one correspondence between
sets X and Y, wve take the liberty of ex pre-.sing g(xi) as Yi-

Re tegin the feature extraction procéﬁuru by computing
the N({N-1)/2 independent interpoint distances for the set ¥.
Once this 1is done, the minimal spanning tree for the data
set can be constructed. After this is done, we compute the
edge 1nconsistency measure for each of the (K-1) edges of
the +tree. These values for edge incons.istency are stored in
an array E of dimension (K-1).

In addition to array E, we introduce the array C which
shball be ‘uséd in the feature extraction process. Since we
may think of clustering as merely a method of labelling
points according to cluster membership, we can store such
membership 1labels in the array C. The ith component of C,
denoted Cy, will contain the cluster menbership of point Xy -
Initially, we place all points of X into cluster ® so Ci=1
for all values of 1 initially-.-

Another array B of dimension N 1s utilized in the
procedur e. Since the feature extraction procesc proposed 1is
a sequential one, it 1s necessary to keep track of wbich

vectors have been +transforred. We use the array B to do

e — —
e e——— .o




R P

11

this. ¥e initially set all the components Bi of B equal to
0, to reflect the fact that none of the vectors have been
transformed. As we transform a vector, say xi, we set Bito 1

and 1t remains at that value for the remainder of the

procedur €.

To tegin the feature extraction process, ve search the
array E to find the MST edge with the largest value of edge
inconsistency. The endpoints of this eage are determined and
are denotead bijiand Xi- At this time, the diameter edge is

found and the endpoints of this edge are denoted by &;and

1 < . -
¥ . Once the 1identity of these four points is known, we

n
group them into what is called the active set, A. This set,

1 S | 1

A Z(Xk ,Xl ,xm ,kn ) is termsed the active set because it

: . 3 [P R | 1
contains the vectors whose 1mages g‘,Yl,Ym,and Ynare to be

located optimally in the feature space. The superscript
indicates that we are at the first stage of the feature
extracticn process.

Once the active set membership is determined, we update
the array B by set@inq Bito 1 for Xiin Al. ke then proceed

to find the feature or image space configuration

Q(ﬂ' ) = (Yi .Yi ,Y; ,Y; ) which minimizes the following
criteriorn. N
1 1 2
Q ( g(a)) =Z IZ(dijL- djj ) A(1-Bj) (5.1)
fe1 =1 9ij
where I1 =( 1 XiE Al) ' (5.2)

dij is the distance between X and Xj, dij is the distance

between Y4 and Yj' andA(-) is the standard Rronecker delta
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function.

The above (5.1) 1is the standard Sammon criterion except
that it is applied to onl. the fonr data points of the
active set. In addition we do not require that the distance
metric e Euclidean. The optimization of (5-1) may be

carried out by an appropriate multivariable optimization

technigue.

Before beqinhinq the next stage of the algorithm, ve
must update the cluster menbership vector :C. Suppose that we
delete the most 1inconsistent edge from the MST. The
resulting graph would then consist of two conne_ted
subqraphs, representing twvo clusters. ¥We arbitrarily take
one of these clusters and relabel it as Wy. To reflect this,
wve set éi to 2 for all i such that ¥y is in the selected
cluster !zft Offcourse, the vectors cqnpained in the other
subgraph remain in cluster ﬁ_and there is no need to update
the components of C relating to themn.

In geperal, ve repeat the above procedure until all
points in X have their images mapped into Y or until the
value of edge inconsistency fails to exceed 2. wWhen the
value of edge inconsistency fails to exceed 2, then we know
that the edge under consideration is not an edge separating
vhat the eye wvould perceive as two distinct entities or
clusters. As a result, ve mnodify our approach. This
modification will be discussed later.

To formulate the general approach, suppose that we are

e — —
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at the kﬂlstaqe of the algorithm. We conduct a search of fhe
array E to find the Kth most i1pconsistent edge of the MST.

suppose that this edqge has a value of inconsistency greater
than 2- Furthermore assume that this edge is contaiped in

clustier RP and that it has endpoints Xﬁand X?- We then find

the diameter edae of cluster Fpand determine its endpoints X

K K K K
and Xn . From these four points xl, Xk. Xm' and Xﬁ, we find

the points - which Jdave noilyet bad their images located in
the feature space and we place these points in the active
set AK . HWe then update the B vector by setting Bito 1 for

; . K :
each Xi contained 1in the active set A . We then find the

configuration gq(A ) which minimizes the following criterion

functiona].x( ( AK)) Z N o : )ZA( : :
Q € i~ e = Qi 1-B.

{e¥i= —ur—_ﬂ_ij i J (5.3)

=y e (1 s XERD) : ‘ (5.4)

and d ;5 and 4, are as defined before.
: v 1)

Once the minimizafion is performed the cluster
menbership vector C 1is wupdated by the method described
earlier and the (K+1$tstage of the algqgorithm is begun.

I1f the valuve of edge inconsistency fails tc exceed 2 at
at the ithstaqe of the alqorithm, ve realize that such an
edge does not connect what would readily be perceived as two
distinct entities. As a result, we would like to stress
intracluster relationships at this stage. To reflect this,
wve make a modification on the criterion functional expres =d

in (5-3). 1Instead of (5.3), ve minimize the followvwing

K
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modified c$;ter10n funct;onal-
Q (g(A ))-— 2 (d ) A (1-B; )A(C -P) (5.5)
1eI
vhere all guantities 1 ij’ and dij are as defined before.

The modified criterion functional stresses intracluster over
intercluster relationships by virtue of the second Kronecker
delta term. Recall that the Kth most inconsistent edge fell
in cluster ¥p - Therefore e concern ourselves only with
interpoint distances among -members of the active set agd
members of Hpalready located in the imagé spaée- In this vay
we enmphasize intracluster stroucture and at the same tinme
simplify the optimization problem. After (5.5) is minimized

we return to thre (K*1)St

stage of the algorithm and repeat.

kR flowchart for the sequential nonlinear  structure
preserving _ feature extraction algorithm 1is presented in
Fiqg- 3. oﬁ; “major agvantage of this @metbod over other
existing wmethods 1is that at any stage of the algorithm we
are concerned with optimizing a criterion wvhich is dependent
on at opost {(4xm) variables. This greatly reduces the
optimizational complexity of the problen.

The algorithm has been prograomed in FORTRAN at the
Institute for Computer Services and Applications at Rice
University. Some numerigal results obtained by applying this

method to several different data sets are presented ip the

next section.
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6. Numer ical Results

The feature extracion alqorithm was applied to three
different data sets to test its utility. In each case, the
dimension of the feature space vas chosen to be 2 so that
graphical displays of the tranformed data could be obtained.
The test data sets were as follovs:

1. Artificially generated data: Fifteen points 1in a
4-dimensional space vere gen;rated from three Gaussian
pattern classes. Each pattern class shared the sane
covariance matrix {(the identity matrix). The means of the
pattern classes were located at the vertices of an isosceles
triangle. The resulting transformed configuration is shown
in Fig. u.

2a Nonlihear data: This data set consisted of 30 points

distributed along a nonlinear curve in a 5-dimensional space

The pararpetric eguations governing this curve were

U, =cos Ug (6.1)
Olrsin "'S (6.2)
0320-5 coSs 205 (6.3)
Ug=0-5 sin 2Ug (6.4)
Us=.707 t (6.5)
where t= 0,1,.-..29. This data set was found in S . The

resulting 2-space configuration is shown in Fiq. S.
3. Ultraviolet fluorescence spectragraphic data: Sixteen
vltraviolet fluorescence spectra representing 3 classes of

oils (crudes, diesels, and no.6 fuel oils) vere sampled at
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15 wavelenqgths. The resulting vectors were mapped into a
2-space as indicated in Pig. 6.

Al]l] computer expefiments vere conducted on an IBM
370,155 general purpose computer. The feature extraction
algorithm requires 60 Kbytes of memory. In each case,
Euclidean distance was used as the distance metric.

Examination of Pig. U4 reveals that the three Gaussian
classes are fairly well separated. Similarly, Fig. 6
indicates a good separation of the three classes of.oils-VIn
Fig. 5, vwe clearly see the string-1like structure present in
the nonl inear data set. Although in all examples the feature
space was 2-dimensional, there is no restriction that this
need always be the case.

i

7. Conclusions 3 = et

An algorithm for honlinear feature extraction has been
presented. This algoritbhm emphasizes structures from graph
theory such as the minimal spanning tree, inconsistent
edqes, and diameter edges as important attributes to be
preserved under transformation. The process is sequential
and hierarchical in nature thus easing the computational
complexity encountered with otter nonlinear feature
extraction algortihms. Since the alqgorithe was formulated in
such a manpner that stressed structural properties present in

data sets, the incorporation of this method in an

interactive pattern recognition system would be interesting.
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Encouraging results from the application of this
algorithm to various data sets wvere presented. Currently
(4
application of this pmethod to other data bases is being

performed. The reults from this effort should appear

shortly.

—wn v
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Stimulus Sensing Feature Classifier Decision
et Davice Extractor -

Fig. 11+ Typical Pattern Recognition System
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Fig. 21

Minimal Spanning Tree for Points in R2
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Construct NST

y

Determine Incon-
sistency Measures

I

Dod for K=1 to

(N-1)

Find the K DMost
Inconsistent Edge

Does the Edge Have
Inconsistency > 27

\

Determéne Active
Set A

Update B Vector

’

(5.3)

G

Update C Vector

Determine Actilve

Update B Vector

Optimize QK(g(aX))

No
Yes ‘L
Set aK
optimize Q%(g(A™))
(5.5)
O

Fig. 33 Flowchart for Feature Extraction Algorithm
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This paper presents a new approach to nonlinear structure preserving
feature extraction.n The ideas behind this method were first introduced in an
earlier paper by thj_ﬁutﬁofg T"'A New Approach to Structure Preserving Feature
Extraction,'" in the Proc. of the 1977 Conference on Information Sciences and
Systems, pp. 494-500, the Johns Hopkins University, Dept. of Electrical Engin-
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ABSTRACT - Continued .

EE 7707)\\\Hh|s method is based on certain graph theoretlcal,con5|dena-
tions (such as the minimal spanning tree, edge inconsistency, and Tir
diameter edges) and topological considerations (such as interpoint
distance and measures). After introduction of the subject matter and
appropriate background material, the algorithm is formulated, ia—-
<Section 5.

Numerical results from the application of this algorithm to various
test data sets are presented. Evaluation of these test results are
quite encouraging. coe ok
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