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ABSTRACTS

Th is paper pre sents a new approach to nonline ar
structure preserving feature extraction. The ideas behind
this method were first introduced in (1). This method is
based on certain graph theoretical considerations (such as
the minimal spanning tree, edge inconsistency , and diameter
ed ges ) and topological considerations (such as interpo int
distance measures).  A.fter introduction of the subject
matter and appropriate background material , the algorithm
is formulated in section 5.

Numerical results from the application of this algo -.
rithm to various test data sets are presented. Evaluation
of these test results are quite encouraging.
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1.. I n t r o d u c t i o n

The problem of developing an efficient method of

feature extraction is one of the most significant ones in

the field of pattern recogni tion- Dne to its importance ,

feature extraction has recieved much attent ion in the

1iterature~ Good reviews of this subjec t can be found in (2)

and (3)~
- Howevet most of the methods for feature extraction

~ihich exist have been developed in the context of fairly

rigidly defined probletDs. As a result , relatively little

~.iork ha s been done in developing general approaches to

feature cxtrac tion which are not problem dependent

The general approaches for dim ensio n ality reduction

which have been devised tend to be based upon information

theoretic~, and statistical foundations - In particular many

such m e t h o d s  seek to m i n i m i z e  t h e  p r o b a b i l i t y  of e r r o r  or

some bo u n d  on the  proba b i l i t y  of e r r o r-  Such  a p p r o a c h e s

u s u a l ly  ass u a e  t h a t  a n o r m a l p r o b a b i l i t y  d e n s i t y  f u n c t i o n

unde r l i~~s each class. In practice , such a n  a s s u m p t i o n  m a y

only be pa rtially true~ In other cases , even if the

unde rly ing pj:obability density functio ns v°re normal , it is

vi r t u a l l y  impossibl e to retrieve reliab le e tima tes of the

class condit iona l statistics qiven a u ni ted iium her of

training sanpics. Consequently app l ication of genera l

featurc extraction techniques based solely on inf orm ation

theoretic or statist ical grounds is often inappropriate . 

—. - -~~ ___________
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Other qeneral method s of feature extraction based on

Karhunen—L o~ Ve theory have been developed (14) .  However these

methods require an estimate of the lumped covariance matrix.

If one is qiVen only a sm all num ber of training samples from

a measuremen t space of hig h dimen sionality , a reliable

estimate of this covariance matrix ca nnot be made.. Therefore

in this case, feature extraction techniques based upon the

Karhunen—LO~ ve ex pansion are inapplicable..

Wha t is needed is a feature extraction technique which

meets the following requirements. First , it should be

qeneral in nature , tha t is, it should not be limited to

application on only a certain type of data .. secondly, the

feature extraction should be applicable to situations where

the ratio of the number of training samples to the dimension

of th e -i~easnrement space-is small. As a result , this method

should not be hindered by requiring a complete knowledge of

the underlyinq class conditiona l probability density

functionE. Llso, the feature extraction method should be

computat ionally efficient ..

In the present report, we formulat e a new approach

to nonl inear feature extract ion hhich meets the above

require ri €rits. The proposed m ethod is based on opti ma ll y

preservinq certain qraph theoretical and topological

attribu t es present in a data set. In the following sections ,

the aathenat ical qroundw ork for thi s feature extraction

uiethod 15 laid and the attributes w h i c h  c o n st i t u t e  s t r u c t u r e

~~~~~~~~~~~~~~~~~~
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in a data set are studied .. The  feature extractio n algorithm

-‘ is then formulated and some numerica l results obtained from

the app licati on of this technique on various data sets are

qiven..

2. Mathematical Groundwork

F Feature extraction essentially amounts to finding a

transformation from one space called the measurement space

to one called the feature space. Observations in the

measurem ent space can be thought of as resul ting from the

conversicn of some physical excitation into raw data by some

sensing device or system.. The feature extractor then

transfor ms this raw data into a set of variables called

features which hopefully provide enough information to allow

for correct classification. The block -diagra m of a typical

pattern recoqnition system is qiven in Fig.. 1.

At this point , we shall state the general problem

which this paper addresses .. Let there be given a set of N

data vectors :~: ~~ ‘~ 2’~ -- XN•) where each XjiS a vector

which bclonqs to a real measure m ent space of dim ensio n ality

n. W e wish to find a correspondin g set of vectors

I = (1
1 ~2 ’--- ~~ 

where each Yjis a vec to r  h e l o r i g in c  to  a

rea l feature space of dimension m . We require that a be an

integer satisfying 1< m< n. We wish that I be constructed in

such a manner that the structure present in ~ is op t i m a ll y

preserved under the ma ppinq from X to Y. Tha t is, we wish

—- —— --II-___-—



t h a t  t h e  m a p p i n g  t a k e  p lace  w i t h  t he  l eas t  d e gr a d a t i o n  of

st r u c t u r e. .  O bv i o u s ly ,  t he  q u e s t i o n  a rise s as to w h a t

constitutes structure in a data set.. This paper shall

address this question later. For the time being, we shal l

summarize the way in which other author s have approached the

general nonlinear feature extraction prob lem posed e a r l i e r .

3. Background -

In (5), Sammon devel oped a nonlinear mapping technique

for data structure analysis. In his algorithm , Samm on

optimized a criterion functional ba sed on interpoint

distanc e preservation usinq a steepest descent method. If d13

represents - the Euclidea n distance between measurement

vectors X j and X j and represents tbe Euclidean distance

between corresponding feature vector s Y1aod Yj ; then the

mapping criteria is defined as:
N •

= !V (djj 
~~~~~~~~ 

)2

dL.  (3.1)

N
where d (3.2)

and x E R m and ~~~~~~
in general, structure preservation in th3s approach

is m ain tained by fitting the N points in the feature space

such that their interpoint distances nest ap~ rox ima te the

corresponding interpoi nt distances in the measure m ent space ..

If Y j = (y 11, ... y1~~
” , ex ami n at ion of (3.1) shows that tbe

criterio n functional is based upon the (N x .m ) variables

i= 1 , . .. N ;  i= 1
~~~
I

~
m.
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in certain cases, the product (Nxm ) may be so large

that optimizing (3.1) would be prohibitive in terms of

computational complexity. As a r esu l t , Cbang  a nd Lee

presented a heuristic relaxation method for the solution of

the nonlinear feature extraction pr oblem in (6). Other

researchers in the area include Shepherd (7), Calvert (8),

and Whit e (9).

In all the above eases, the same criterion functional

(3.1) is used. In other words , interpoint distance is

treated as the only depository of information about a data

set. This description of structure in a data set seems

somewhat incomplete. It seems that further examination into

w h a t  co ns t i tu tes st r u c t u r e in a data set should be made. In

the fol l owinq section we do just this..

U. Structure in a Data Set

When the situation ari ses that one is confronted with

analyzing data from a hiqb—dimensiona l space u n d e r th e

h a n d i c a p of h a v inq  o n l y  a sma l l  n u m b e r  of o b s e r v a t i o n s , he

o f t e n  resorts to cluster anal ysi s to learn something about

t he  s r r u c t u i - e  of the data.. Cluster analysis has been st udied

by a n u m b e r  of a u t h o r s .  For goo d r e v i e w s  on t h i s  s u b j e c t ,

one m a y  r e f e r  to (10)  • (11 ) , and (12).

Le t us c o n s i d e r  t h e  p r o b l e m  of cl u s t e r i n g  a set of ~

obj ects 2 = (2 1, 22 , . . .  ,7~~ i n t o  C c lus te rs  W 1, W 2 , . . . . Wc. W e

say t h i n k  of c l u s t e r i n g  as no more t h a n  t h e  process of

- - — —--- . — c -  -•. -
-
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pa rtit ionin g N objects into C mutually excl usive groups.

sim i larl y, clustering can be thought of as merel y a process

of -.‘i qni nq one of C membership labels to each of the ~

O b ) e c t  S.

o c ~ laiqe cateqory of clustering al gorithms is t h a t  of

biera ichical clusterinq . Hierarchical clustering consists of

a number of different methods which are sequential in

nature .. Such methods are fully described in (13).

The two major types of hierarchica l clustering are

agg lomerative and divisi ve hierarchical clustering. In

agglomerative hierarchica l clusterin g schemes , one beg ins by

placin g each of the N objects into M sing leton clusters. A t

the nex t staqe of the procedure , a new pa rtition is obtained

by joining the two “closest” clusters into one cluster , thus

d i m i n i s h  j og t h e  t o t a l  nu mber  of c l u s t e r s  by one. Here ,

“ closes t”  d ep e n d s  on how o n e  d e f i n e s  t h e  d i s t a n c e  b e t w e e n

t w o  c lus ters..  This  process i s  repeated until the desired

number of clusters is obtained. Divisive hierarc hical

clustering is similar except that one beg ins by placing all

M objects into one ci us ter. Then at each stage of the

pr ocedure , one ci uster is split into two clusters.

Keqardless of the m etbod employed , the way one defir.es

the di~~tance between two clusters is critica l . Two of the

most cowmon ]y used measures of distance between clusters are

dmth(W ,w ’) = m~n d ( s(  ,~~~ 
) (4.1)

~C ‘DE W’
d~~~

(W •W’) = IflSJ( d(~c •~~
) (4.2)
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where W and W
1 are cl usters and d (.,.) represents some

distance measure such as 1~ucl i de an d i s t a n c e

Con s id e r  the us e of d
mth 

as a m ea sure  of d i s t a n ce

between clusters in an agglomerative hierarchical scheme. We

may think of the data points as nodes of some graph . A

r e v i ew  cf gra ph theory can be found in (14). As a result of

t~r~~flq dmj~ 
n e a r e s t  n e i g h b o r s  d e t e r m i n e  t h e  near est or

sest” subsets or clusters. Suppose that we represent the

iqer of two clusters W and ~W” by a d d i n g  an e d g e  betw een t h e

nearest pair of nodes, one in R and the other in W’. Since

we are  al w a ys joi n in q distinc t c lu s t e r s, the gr aph resulting

f r o m th ese ed ge a d d i tio ns w i l l  con ta i n no loops or c i r cu it s

Such a graph is termed a tree.. If the process of adding

edqe s c cnt i n u c s  u n t i l  al l  nodes  h a v e  at leas t  one edge

c oo ne c t ed _ t~ th e m , the resulting graph is termed a spanning

t ree~. It can be proven that that if at each stage of the

alqorithm , the nearest pair of clusters are merged then the

sum of the ed ge lengths for this spanning tree will never he

grea ter  t h a n  t h e  sum of the edge lenqths of any other

spanni ng tree. Thus this graph is said to be the minimal

spanning tre e (PiST) for the data set and tbe clustering

procedure is called the nearest neighbor or single-linkage

alqorith v.

W h e n  t h e  
~~~~ 

measure of distance is incor porated in an

a qq lo me rat i v e  sche me , we obtain the so-called furthest

neighbor clustering algorithm. This algorithm also has a

- -----—~~~~~~~ — - —--
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qraph t heoretical analogy.. At each stage of the hierarchy,

we produce a graph consisting of a number of complete

subqraph £ representing the clusters. A coinpi ete subg ra ph is

one in whi ch each pair of nodes is connected by an edge.

R e f e r r ing  to th e  d e f i n i t i o n  of d ma.x we d e d u c e  t h a t  t h e

d i s t a n c e  betwee n t w o  d i s t i n c t  clus te rs  is d e t e r m i n e d  by t he

l e ngt h  of the  edge connec t ing  t h e  most  d i s t a n t  pa i r  of

nodes. ~th i s  q u a n t i t y  is r e f e r r e d  to the d i a m e t e r  of t h e

union of the two clusters. -

As was seen pr e v i ou s l y ,  the minim a l spa nning tree is

intimately connected with the single—lin }~age  cl us t e r i n g

algorithm. The NST is a deceptively simple structure whIch

w as first introduced by Prim in (15).. Zahn in (16) was the

first to demons trate its amazing - powers in handling

clust e r in g proble ms which  h ad p r e v i ou s l y d e f i e d  solu t ion. .  He

showed that clusters in a two—dimensional space which the

eye i d e n t i f i e d  i m m e d i a t e l y  as s e p a ra t e  e n t i t i e s  c o uld  be

separated trivially by an al g or i t h m based on t he  N ST..

An i mportant attribute associated with the NST is that

of edge inconsistency. The inconsistency of an edge of the

PiST is def in ed in the f o l l o w in g ma n n e r .  S uppose tha t an edge

of the lIST connects points X’ and X~~. The i nc on si st e n c y

mea sure cf the edqe is defined as the ratio of the length of

the edge connec ting Y.’and f’d i v i d e d  by  t h e  a v e r a g e  leng th of

all edqcs connecting either f or X~~, hu t n ot bo th. Z a h n

states that when the value of ed ge inconsistency exceeds a
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v a l u e  of 2 t h e n  t he  h u m a n eye  ten d s to  perce i v e  the

components connected Lo the end points of the edge as

separate entities .. In fact, Zaho states that the lIST is the

fundamental mechanism explaining p r oximity and Gestalt

effec t.s in psychology.

The main properties of the lIST can be summarized as

f o l lows:

1. Any node is connected to at least one of its nearest-

n”i qh bor s. -

2. A n y sub tree  is co n n e c t e d  to at leas t one of i ts

nearest neighbors by the shortest available path.

3. The lIST m inim izes all increasing symmetric functions

of i nt eip oint distance..

11. The lIST connectivity is invariant under any mappi ng

whi ch preserves the rank order of inter point distances.

5. Th e  lIST is easy to compute and it resembles a

ioop )ess  ske le ton of the  c o n f i g u r a t i o n .

In fig. 2, the minimal spanning tree for a set of 2-

di mcn’ ;ional data points is given.

in the f o l l o w i n g sec t ion , we i n c o r po r a t e  t he co n cepts

of t h e  l~ST , c l u s t er d i a m e t e r , an d  edge  i n c o ns i s t e n c y  i n t o  a

m e t h o d  I cr  n o n l i n e a r  f e a t u r e  e x t r a c t i o n . .

5. F e a t u r e  E x t r a c t i o n  P r o c e d u r e

For c o n v e n i e n c e , we sha ll now r e s t a t e  the  f e a t u re

e x t r a c t i c n  p r o b l e m :
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Let there he given a set of points ) —(X 1,~~2 , ..)~~)

where i ach  )j ~ R
T1 

- ~e wish to find a corresponding set of

points Y (Y1 ,Y2 1N) where each YE ~~ (1<m<n) in such a

manner that the structure contained in the data set ~ is

- optit~~lly preserved under the transformation q: R~~~R
m
which

maps X into Y.. Due to the one—to—one cor rE’sponthnce bet ween

sets X a n d  Y , we take the liberty of eXpre~~s in g  g (X
1
) as L .

~e leg in the feature extraction procedur~ by co m p u t i n g

the N (N— 1)/2 independent interpoint distances for the set x.

Once th is is d o n e , the mini sal spanning tree for the data

set can  be c o n s t ru c t e d . .  A f t e r  t h i s  is d o n e , w e  co m p u te the

edge i n c o n s i s t e n cy  m e a s u r e  f o r  e ach  of th e  ( N — i )  ed ges of

the  t r ee . .  These v a l u e s  f o r  ed ge i n c o n s i st e n c y  are  s t o r e d  i n

an array E of d im e n s i o n  ( N — i ) .

in addition to array E, we Introduce the array C which

s h a l l  b c  used in the feature extraction process~. Since we

may think of clustering as merely a method of labelling

~oi nts acrording to cl uster membership, we can store such

m e m b e r s h i p  l a b e l s  in  t h e  a l - r a y  C . The  ~th 
c o m p o n e n t  of C,

d e n o t e d  C 1, w i l l  c o n t a i n  t h e  c l u s t er m e m b e r s h i p of p o i n t  X~~..

In i t i a l l y ,  we place all points of X i n t o  c l u s t e r  w so c1= i
for all values of  I in itia ll y .

Another array B of diser ion N is utilized in the

pr ocedure. Since the feature ex t ia ction proce~~r proposed is

a sequential one , it is necessary to keep track of wh ich

v ec tor s h a v e  b een tr a n s f orm ed .. W e use t he  a r r a y  B to do

- -
~:~~~~~~~

—- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — -— -.. . -- ______ —
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t

t h i s . .  W e  initially se t all the co m ponents B
1 

of B e q u a l  to

O~, t o  r e f le c t  t h e  f a c t  th a t n o n e  of the ve ctors have been

transfor med. As we transform a vector , say X~~, we set B
1

to 1

and i t  i e s a in s  a t  t h a t  v a l u e  f o r  t h e  r e m a i n d e r  of t h e

procedur c.

To Leqin the feature extraction process, we sea rch t h e

array E to f i nd  t h e  ~ ST edge with the largest value of ed ge

i nconsistency. The endpoints -of t h i s  ed ge a re  d e t e rm i  ned and
. 1  1

are denoted b y X
k

and )~~. At this time, t he  d i am eter  ed ge is

f ou nd a nd the end points of this edge are de no ted by X~~and

X . Once the identity of these fou r points j S known, we
1

group them into what is called the active set , A.. This set ,
1 1 1 1 1

A (Xk ~i 
.1m ~~~ ) is ter m ed t h e  a c t i v e  set b e c a u s e  i t

c o n t a i n s  the vectors whose images ~~~~~~~~~~~~~~~ Y~ are to be

loca t ed  op t i m a l l y  i n  t h e  f e a t u r e  space.  The  s u p e r s c r i p t

i n d i c a t es  t h a t  we a r e  a t  t h e  f i r s t  s t a g e  of t he  f e a t u r e

ext r a c t i c n  process. .

Once  t h e  a c t i v e  set m e m b e r s h i p  is  d e t e r m i n e d , we u p d a t e

the  a r r a y  E by s e t t i n g  B1to 1 f o r  Y1ir i  A~~. ~e t h e n  proceed

to f i n d  t h e  f e a t u r e  or i m a g e  space  c o n f i g u r a t i o n

q (A1 = (Y~ ,Y~ ,Y~ , Y~ ) which m i n im i z e s the  f o l l ow i n g

cri terion . N
- Q (  g(A1)) = ~~~~~~ 

- d1j )
2
~~(1-B 3

) (5.1)

:L61
1
j=1 ~1j

where =( I s (5.2)

is the dist ance bet w een X1 a n d Xj. djj is the d is tance

between and Yj ,  a nd~~(.) is the sta ndard ~ronecker delta

— —-————~~ ---~~~- —____
~
___-

~~_*.———-_-- .__-.- ---- --
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function.

The a b ov e  (5 . 1)  is t h e  s t a n d a r d  S a m m o n  c r i t er i o n  e x c e p t

that it is ap~’lied to onl~ the four d a ta  p o i n t s  of t h e

active set. In addition we. do not require that the distance

metric be Euclidean . The optimization of (5.1) m a y  be

carried out by an a ppropri ate sult ivar iable op timi zat ion

technique.

Before beginning the next stage of the al g or i t h m , we

m u s t  update the cluster membership vector C. Suppose that we

delete the most inconsi ste nt edge f rom the lIST. The

r e s ul t i n q  g r a p h  wo uld then consist of t w o  c o nn e :t ed

subqraphs , representing two clusters. We arbitrarily take

one of t hese clus ters an d relabel it as W2. To reflect this ,

we set Cj to 2 for all i such th at is in the select ed

cluster ~~~~~~~~~~ Of . course, the vec tors conta ined in the other

s ubq ra ph remain in clust er W1 and there is no need to update

t h e  co mp o n e n t s  of C r e l a t i nq  to t h e m .

In ge neral , we repeat the above procedure until all

points in ): have their images mappe d into Y or until the

value of edqe inconsistency fails to exceed 2. When the

va lue  o f  edqe  i n c o n s i s t e n c y  f a i l s  t o  e x c e e d  2, then w e kno w

th at the edge under consideration is not an ed ge separating

w hat the eye w ould perce ive  as t w o  distinc t en t ities or

clusters. As a result , we modi fy  our approach. .  This

modification w ill be discussed later.

To formul ate the general approach , suppose that we are

S 
- — —~~~~~~-- -~~~~~~~~~— S —
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a t  the x
th sta qe of t h e  al gorithm. We c o n d u c t  a sea rch  of t h e

a r r a y  E to f i n d  t h e  ~~
th most  i n c o n s i s t e n t  edg e  of t h e  I~ST.

Suppose that this edge has a value of inconsistency greater

than 2. Further m ore assume that this edge is contained in

cluster Wp a n d  that it has endpoints X~~and ~~~~~~~
_ ~e then find

tbe dia m et er ed qe of cluster W pa nd  determine its endpoints
H K K K K K

a n d  X~ . F r o m  t h e s e  f o u r  p o]n ts  1~~, )L~~. ~m ’ a n d  X , we f i n d

the points - which l~ave not 
‘yet had their images located in

the f ea t u r e  spa ce a n d  we place these points in the ac~tjve

set AK - We then updat~ the B vec tor by set ting B~~to 1 for

each contained in the active set A .. We then find the

L K
confi qu rati on q (A ) which minimizes the following criterion

functional. K N 2
QK ( g( A fl 

~~~K
[
~~~

1
~ 

- d 11 ) L~ (1_B a
) (

~~3)
K ‘ 

ic ]: j=1

~~~~~~ -~:= ( & x IEA
K ) -. -

an d  d ~ and d . . a re  as d e f i n e d  I e f o r e.  -

1.1
Once the mini m ization is p e r f o rm e d  t h e  c l u s t e r

membership vector C is up d a t e d  by t h e  m e t h o d  d e s c r i b e d
St

earlier and the (K+1) stage of the al gorith m is begun.

If the va l u e  of ed qe i n c o n si s t e n c y  fa i ls tc exceed 2 at

at the K
th

staqe of the a ]qorithm , we realize that such an

ed qe does not connect what would readily be perceived as two

distinct ent i t ies. As a resul t , we would like to stress

intracl urter relationships at this stage.. To reflect tb’s ,

we make a modification on the criterion functional expres ~d

in (5.3). instead of (5.3) , we m inim ize the following

-‘ ~~~~-~~ -- — —~~
- - 

~
- — -- _____ -S - ‘4
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modified c~~iterio n functional:

Q~~(g (AK
))= 

~~~~~~~~ 

(d j i _ d~j2
2A ( 1~ B j )A ( c j _ P )  (5 ,5)

isl j= i i

where all quantities 1 , d 1~~, an d  d
1~ 

are as defined before..

The modified crit erion functiona l st resse s i ntracl uster over

intercluster relationships by virtue of the second Kronec)~er
th

d e l t a  t e rm .  1~ecal1 t h a t  t h e  K mos t  i n c o n s i s t e n t  ed ge f e l l

in  c lu s te r  W p . T h e r e f o r e  we concern  o u r s e l v e s  o n l y  w i t h

in ter point distances among members of the active set and

members of W~~alre ady loca ted in the image space. In this w ay

we emphasize intracluster structure and at tbe same time

s i mp l i f y  th e  o p t i m iz a t i o n  p r o b l em .  A f t e r  (5 . 5)  is mi nimi zed

we return to the (K+1) 8t stage of the algorith m and repeat.

A f l ow c h a r t  f o r  t h e  s e q u e n t i a l  n o n l i  n e a r  ‘ s t r uc t n r e

- -  pre serving feature extraction algorithm is presented in

Fiq_3. One ma jor advantage of this method over ‘other

existin g methods is that at any stage of the algorithm we

are concer ned with optimizing a criterion which is dependent

on a t  most (~ x m)  va r i ables. This grea t ly reduces the

optimizationa .l co mplexity of the problem ..

The al gorithm has been programme d in FORTRAN at the

institute for Computer Services and Applications at Rice

U~nversi ty. Some niumeri ca l results obtained by appl ying this

method to several different data sets are presented in the

next section.

~~~~~~~ r ~~~~— -  
. . . .~~ - - . - ‘-

.. - ‘- . .“.- -~ u ~~~~~~~ 
.
~~~~ ~~

. -- -~~ - -
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6. Numer ical ~esu lt s

The f e a t u r e  e x tr a c i o n  al gorith m was applied to three

d i f f e r e n t  d a t a  seLs to test i t s  u t i l i t y . .  In  each case , t h e

di m ensio n of the fe at u re sp ace w as ch osen to be 2 so tha t

graphica~ dis plays of the tranformed data could be obtained.

The test data sets were as follows:

1. Ar tificially generated data: Fifteen points in a

- Ii—di mensior~al space were generated from three Gaussian

pat tern classes. Each pattern class shared the same

covaria ni ce matrix (the identity matrix ). The means of the

pattern classes were located at the vertices of an isoscoles

triangle.. The resulting transformed configuration is shown

in Fig. t i..

2. No nlinear data: This data set consisted of 30 points

distributed ’alon q a nonlinear curve in a 5—dimensional space

The parametric equations governing this curve were

U, =cos 
~~ 

(6.1)

1t . (6.2)
U3 =0. E cos 2U 3 (6.3)
tJ q~ o.. S si.n 2U5 (6 .k)
c5=.707 ~ (6.5)

wbere t= 0,1,.. .29. This data set was found in S . The

resultin g 2-space configuration is shown in Fig. S.

3. Ultraviolet fluorescence spectraqra phic data: Sixteen

ultra violet fluorescence spectra representing 3 classes of

oils (crudes, diesels, and no.6 fuel oils) were sampled at

--— 

~~~~~~~~~~~~~~~~~~~~~~~~~ 
- 

_______ . .. 4
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iS w a v e l e nq t h s .  The r e s u l t i n g  v e c t o r s  w e r e  m a p p e d  i n t o  a

2—space as indicated in Piq. 6.

Al l  c o mp u t e r  e x p e r i m en t s  w e r e  c o n d u c t e d  on an  IB M

370/ 155 q e n e r a l  purpose  c o m p u t e r . .  The  f e a t u r e  e x t r a c t i o n

algorithm requires 60 Kbytes of m e m o r y .  in  each case,

Euclidea n distance was used as the  d i s t a n c e  m e t r i c.

Examination of Fig. i4 reveals that the three Ga ussian

classes are fairly well separated.. Similarly, Fig. 6

indicates a good se parat ion of the three ciasse~ of oils. In

Fi g. 5, we clearly see the string—like structure present in

the nonlinear d ata set. Aitbough in all examples the f~ .iture

space was 2-dimensional , there is no restriction th at t~iis

need always be the case.

7. ConcluSions - - —-- -- - - .

An algorithm for nonlinear feature extraction has been

presented . This algorithm emphasizes structures from graph

theor y such as the m inimal spanning tree , inconsistent

edges, and diame ter edges as important attributes to be

preserved under transformation. The process is sequential

and hierarchical in nature thus easing the computational

com plexity encountered with other nonlinear feature

extraction al qortibms . Si nce the algorith m was formulated in

such a manner that stressed structura l properties present in

data sets, the incorporation of this method in an

interactive pattern rec ognition system would be interesting..

_ — .  
- -

— ‘ -—5-
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E~ couraqin q results from the app lication of this

algorith m to various data sets were presented. Currently,

applica t ion of this method to other data bases is being

perfor med. The reults from this effort should appear

short ly.
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Stimulus ., Sensing , 
Feature C lass i f i e r  Decision

‘ Device Extractor

F g .  l a  Typical Pattern Recognition System
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Fig . 2 .  Min imal Spanning Tree for Points in R2

I ~~~~~~~~
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Construct  r.~ST

Detern ine Incon-
sistency Measures

1~

Do .( f or K 1  to
( N - i )

TFind the K J~ost

[ 

Inconsistent Edge

__ 1

~ 

_ _ _ _ _

f Does the Ed ge Havil r~oIncons istency > 2?

~,
Yes 

___________________

Deterrn~ ne Active 1 Determine Active
Set A Set AK

B Vector Update B Vector

r~~~t iznize Q~~(g( A’~) ) J  Optimize QK (g(AK~)

L ¶
~ ‘~ 

] ( 5 . 5)

U~date C Vector

Fig. 3. Flowchart for Feature Extraction Algorithm
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