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1. INTRCDUCTION

1.1 BACKGROUND

There is a continuing need to develop and apply new
methods for analyzing the stability and designing the control
systems of aircraft. This need is brought about by require-
ments for operating aircraft within expanded flight envelopes,
by aircraft configurations with reduced inherent stability,
and by the need to meet safety, reliability, and cost

objectives.

Recent research has extended stability and control
analysis techniques, and it has demonstrated the results of
analysis using mathematical models of two contemporary high-
performance aircraft. Fully coupled linear, time-invariant
equations of motion are derived in Ref. 1. The character-
istics of a small, supersonic fighter are investigated using
eigenvalues, eigenvectors, transfer functions, and time
histories of control response, and logic is developed for a
departure-prevention stability augmentation system (DPSAS).
In Ref. 2, a mathematical model of the F-14A is analyzed in
similar manner, and several additional analysis methods are
investigated. These include evaluation of piloting effects
on aircraft stability, evaluation of the effects of decelera-
tion on aircraft stability, and presentation of a new numer-
ical technique for analyzing limit cycles in nonlinear dynamic
models.

The present work is a continuation of the types of
analysis established in Ref. 2. Using the same mathematical
model of the aircraft, new methods of predicting pilot-aircraft




stability boundaries are presented, and contours of equal

tracking performance and control effort are defined. Linear-
optimal control theory is emploved to design logic for a

departure~prevention command augmentation system (DPCAS), and

the limit cycle analysis technique is investigated further.

A new mathematical model of the aircraft, which contains Mach-
dependent effects and simplified lateral-directional aero-
dynamics, is used to examine the effects of compressibility

on high angle-of-attack dynamics., Thus, the results presented

in this report expand on the earlier analyses, demonstrating
the relationship between modern control theory and the prac-
tical evaluation of aircraft stability and control.

1.2 SUMMARY OF RESULTS i

The results obtained in this investigation fall into !
four categories:

) Effects of Compressibility on Stability
and Control

° Prediction of Pilot-Aircraft Stability
Boundarjes and Performance Contours

) Design of Command Augmoentation Systems
for Improved Flying Qualities

° Analysis of Limit Cycles in Aircraft
Models with Multiple Nonlinearities

Numerical results are bssed upon comprehensive aero- ‘
dynamic and inertial models of the F-14A aircraft. Extensive
use 1s made of linear, time-invariant dynamic models which
incorporate the major coupling effects that occur in asym-
metric flight. For example, stability derivatives are eval-
uated at non-zero sideslip and high angle-of-attack trim con-
ditions when appropriate. For analyses in the first three H

e - it £ R T O N e T e e L e e ] e i i 00"




categories cited above, the stability derivatives are based

on the aerodynamic slopes at the generalized trim condition.
For the fourth category, the "stability derivatives' are quasi-
linear, i.e., they represent amplitude-dependent nonlinear
effects in the vicinity of the generalized trim condition using

an extension of sinusoidal-input describing function theory.

The examination of compressibility effects highlighted
the importance of basing stability and“control analyses on
the best, most consistent set of aerodynamic data available
for a particular aircraft configuration. As no comparison of
the two data sets with flight test data was intended or under-
taken, no comment can be made on the validity of either data
set; however, it is clear that the analytical results obtained
with the two sets are qualitatively different in their over-
lapping region (subsonic flight, with wings swept forward).
This does not impact the current research effort, which is
directed at new methodology development and the demonstration
of trends which depend on flight condition, but data validity
is a major concern in most applicgtions.

The Mach-dependent data set indicates overall sta-

bility at subsonic and supersonic speeds, with sideslip and

speed divergences in the transonic regions for angles of attack
beycnd 5 deg. Rapid roll raté couples these transonic insta-
bilities into a divergent speed-sideslip-angle of attack
oscillation. As known previously, constant roll rate can
have the effect of transferring damping from one axis to
another, and that effect is particularly noticeable in super-
sonic flight. Our earlier work with subsonic data (Refs. 1
and 2) suggested that sideslipping "into" a constant rolling
motion tends to destabilize an aircraft; that effect also
occurs in supersonic flight. In addition, sideslipping "out
of" the roll introduces a different mode.of instability in



the supersonic case studied here. The net effect ic that
tight control of sideslip angle is indicated for supersonic
flight.

The highlight of the pilot-aircraft stability and
performance analysis is the definition of a minimum-control-
effort (MCE) adaptation model for the human pilot. As in our
earlier work, the pilot is characterized (mathematically) as
a stochastic optimal regulator which attempts to minimize a
welghted sum of state and control perturbations in flying the
alrcraft. The potentially destabilizing effect which the
pillot could have if he adopts a fixed control strategy was
noted previously, and the current work endeavors to expand
upon this result by examining the effects of a set of mis-
matched pilot models on pilot-aircraft characteristics. 1In
addition, predictions of rms tracking accuracy and control
effort within the stable regions were investigated. It was
noted that optimal piloting did not necessarily correspond
with minimum control effort, and that if the pilot adapted
his control strategy to minimize his effort, he could be
directed to regions in which even small piloting errors could
lead to system instability. The MCE model further predicts
when a pilot who has more than one control at his disposal
(e.g., lateral stick and foot pedal deflections) 1is likely to
switch from one control mode to annther. Limited validation

of the model is afforded by comparison of MCE model predictions

with the result of a munned simulation.

A departure-prevention command augmentation system

(DPCAS) design methodology is established in our third category

of work, and the method is applied to the design of an advanced

control system for the subsonic model of the F-14A aircraft.
The DPCAS design, illustrated by Fig. 1, provides precision
response to pilot commands (normal acceleration, stability-

axis roll rate, and sideslip angle), with '""Level 1" flying

4
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Figure 1 Departure-Prevention Command Augmentation

Svsitem (DPCAS) for F-14A

qualities (as defined by military specification) at the 25
flight conditions used for design. The design points repre-
sent the following range of nominal flight conditions:

~ ——————— v e m

e True Airspeed: 122 to 244 m/s
(400 to 800 fps)

® Angle of Attack: 10 to 34 deg
Stability-Axis Roll Rate: O to 100 deg/sec
° Altitude: 6096 m (20,000 ft)

This DPCAS design technique is directly applicable to the
design of advanced active control laws, e.g., those associated 4

with control-configured vehicles (CCV), and an analysis of

the unmodified F-14A's ability to be flown in various CCV
modes was conducted. It was found that separate-surface con-
trol deflections could provide independent fuselage pointing,
direct 1ift, and direct side force to a small degree; however,
the major improvements which can be made to the unmodified

aircraft's maneuverability arise from the basic 3~commenrd

DPCAS described above.
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A unique feature of the DPCAS design approach, which
is based upon linear-optimal control theory, is that equivalent

“Tvpe 0" and "Type 1" controllers can be designed concurrently.

(A Tvpe 1 controller has one pure integrator in each command
path; a Tvpe v controller has no pure integration in the for-
ward loop.) The two implementations have virtually identical
step response characteristics when the design model and the
actual aircraft are matched; however, their responses to turbu-
lence and state measurement errors are different, and steady-
state response is not the same when the design model and actual
aircraft are mismatched. The Type O implementation has superior
disturbance rejection, and the Type 1 controller guarantees zero

steady-state command error in the presence of model mismatch.

The multivariable limit cycle analysis technigue

(MULCAT) investigated in the final category of our work is an
iterative process for identifying flight regimes in which
self-induced nonlinear oscillations in the aircraft's motions
are likely to occur. Beginning near a point of neutral
stability, as defined by the aircraft's:-linear dynamic model,
a succession of neighboring quasi-linear models is analyzed.
The quasi-linear models are similar to the linear models,
except that potentially significant nonlinear terms (which are
approximated by slopes or ''small signal" gains in the linear
case) are represented by dual-input describing functions.
These describing functions refliect the scaling changes and
trim shifts which occur when sinusoidal oscillations of varying
amplitude are present in the nonlinear system model (which
includes both aerodynamic and inertial effects). 1In general,
the eigenvalues and eigenvectors of the quasi-linear model
are decidedly different from those of the linear model if the
assumed amplitudes of oscillation are large. Using MULCAT,
potential 1limit cycles are jdentified by the combination of
state variable ampl.tudes and oscillation frequency which
forces the quasi-linear dynamic model to a point of neutral
stability (as defined by the quasi-linear eigenvalues).
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The results of the MULCAT investigation are promising,

in that the procedure converged to limit cycle predictions in
several cases involving the subject aircraft. As expected,
the combination of large-amplitude oscillations and nonline-
arities caused a significant shift in the aircraft’'s trim
condition, as well as in the effective eigenvalues and
eigenvectors. Direct simulations of the corresponding non-
linear dynamic equationrs ccnfirmed the existence of persistent
oscillations with the predicted amplitudes and frequency.

The simulations could not confirm the long-term 'locked-in"
nature of oscillation amplitude which is characteristic of
limit cycles, because there are also slow unstable modes
present in the aircraft dynamics. The simulated initial con-
ditions alwavs forced these additional modes of motion, and
this led to eventual changes in the flight condition.
Nevertheless, MULCAT provided significant new insights re-
garding nonlinear oscillations, and it should receive further
testing with alternate dynamic models.

The methods and results presented here can have sub-

stantial impact on the development and testing of future high-
performance aircraft, on the analysis and modification of

existing aircraft, and on the training of aviators. As a

consequence of a better uhderstanding of the dynamic ccupling
which occurs duiring maneuvering flight and of the use of

modern control theory, stall/spin-related accidents can be
minimized, and operational effe:ztiveness of aircraft can be
improved. The mathematical models of pilot-aircraft dynamics
can identify flight regimes which may be departure-prone, as
well as control preccedures which must be used to avoid
difficulty. The net effect can be to enhance the safety,
reliability, and performance of flight operations, particularly
those involving high-performance aircraft.




1.3 ORGANIZATION OF THE REPORT

This report presents analyses of coupled aircraft
dynamics (with emphasis on transonic and supersonic flight),
pilot-aircraft interactions, control system design, and non-
linear aerodynamic and inertial phenomena. Chapter 2 employs
a Mach-dependent aerodynamic model of the F-14A aircraft to
investigate the possibilities for departure and control diffi-
cuity throughout the aircraft's flight regime. Chapter 3
develops the minimum-control-effort (MCE) adaptation model
for pilot behavior, illustrating the stability boundaries and
performance contours of the pilot-aircraft system. A depar-
ture-prevention command augmentation system (DPCAS) design
for the subsonic F-14A model is developed in Chapter 4.
Results of the multivariable 1limit cycle analysis technique
(MULCAT) are presented in Chapter 5, and conclusions and
recommendations are presented in Chapter 6. Symbols and
abbreviations are given in Appendix A. The Mach-dependent
aerodynamic model is summarized in Appendix B. Pilot command
modes for the DPCAS, including so-called "CCV Modes," are
presented in Appendix C, while the theory of proportional-

integral, linear-optimal regulators used in DPCAS design
appears in Appendix D.
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2. COMPRESSIBILITY EFFECTS ON FIGHTER AIRCRAFT
STABILITY AND CONTROL

2.1 OVERVIEW

Previous high angle-of-attack stability and control
develqpments have detailed many of the significant dynamic
characteristics of a mathematicas model of the F-144 (Ref. 2).
The model used in the previous study was restricted to subsonic
flight with wings fixed in the forward position. This chapter
presents stability boundary and control variestion results for
an aircraft model which includes the effects of Mach number.
The aerodynamic model is described in Appendix B. All of these
results are for the "unaugmented airframe” model only; handling
gualities of the aircraft as flown are greatly influenced by the
SAS, CAS, ARI, and other elements of the flight control system.

As in the previous work reported in Ref. 2, the
analysis approach is based on the formation of linear aircraft
models which include longitudinal-lateral-directional coupling.
Linear, time-invariant models describe small perturbation sta-
bility in the vicinity of a single flight condition :nd can
be useful for practical approximation of system dynamics, for
sensitivity analyses, and for control system design.

The linearized aircraft model, derived as it is from
a Tavlor series expansion of the complete nonlinear model
about a reference flight condition, is valid for small pertur-
bations about that reference condition. Reference 1 compared
time histories generated by nonlinear and properly linearized
models in a highly dynamic trajectory (a rudder roll) and
found good agreement between the two types of models,

S ey e o+



In this chapter the linear system eigenvalues, eval-
uated alcng a series of flight conditions, are used to con-
struct stability boundaries as functions of the flight con-

dition variables. Other stability comparisons are made on

the basis of damping ratio or specific damping. Damping ratio,

defined only for oscillatory modes, is the ratio between the
actual damping and the critical damping (i.e., the damping
for which the mode no longer oscillates). Specific damping
is the real part of the eigenvalue, and it describes the rate

of convergence (or, if positive, divergence) of that mode.

Three different Mach-altitude regimes are examined
in this chapter; they have been chosen so that the dynamic
pressures at the subsonic, transonic, and supersonic flight
conditions are identical. Figure 2 illustrates the three
regimes and also indicates the wing sweep regions modeled.
To give an indication of the maneuverability involved, approxi-
mate l-g and 8-g curves for 25-deg angle of attack (a) are
plotted. The subsonic and transonic regimes represent regions
in which air combat maneuvering (ACM) is likely to occur.
The supersonic regime could occur in a long-range, high-altitude
intercept. The variable-geometry aircraft adapts to each of
these regimes through wing sweep and glove vane extension.

This chapter examines the stability and control
characteristics of this airframe in these regimes. Even in
the subsonic regime, compressibility effects are shown to be
important. The stability decrease inherent in transonic flight
is examined, and stable (but lightly damped) modes appear in
the supersonic regime.
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2.2 SUBSONIC BASELINE CHARACTERISTICS

2.2.1 Description of the Subsonic Regime

The altitude (6,096 m (20,000 ft)), angle of attack,
and Mach number (M) ranges chosen for use in the subsonic
analvsis are ones where many air combat engagements occur,
so the stability and control characteristics of the aircraft

in maneuvering flight are important. The subsonic regime
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spans Mach numbers from 0.4 (where compressibility has a

minor effect) to 0.8, where Mach effects are quite large.

The variables describing straight-and-level trimmed
flight are plotted in Fig. 3. The wing sweep adapts to the
flight regime, remaining fully forward for flight efficiency
over most of this regime and only beginning its rearward
sweep when compressibility becomes important. Trim throttle
and stabilator are small relative to the total control deflec-
tions available, and trim « in 1-g flight is small. Trim o
decreases with increasing Mach number as dynamic presure
increases and the required lift coefficient for 1-g flight is
reduced.

The low subsonic Mach number (M=0.4) results pre-
sented here are somewhat different from the results derived
from the imcompressible-flow model used in Ref. 2. The high-a
unstable roll-spiral mode (shown in Fig. 4) is the same in
both models, but the Duatch roll instabllity near 20-deg a
in the incompressible~flow model is not exhibited by the com-
pressible-flow model at M=0.4.

2.2.2 Subsonic Stability Bourndaries of the Aircraft

The lateral mode damping variation with o for M=0.4
is illustrated in Fig. 4. Two major effects are apparent:
the roll mode slows dramatically in the o band associated
with outer wing panel stall (10-20 degrees), and the Dutch
roll damping consistently increases with angle of attack.
There is a mild roll-spiral oscillation at high a.

The same o sweep at higher Mach number (M=0.8)
exhibits significantly different mid-a characteristics, as
shown in Fig. 5. The roll mode slows at an even lower angle
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of attack, and the Dutch roll mode decomposes into two reai
modes exhibiting large sideslip motions at about 16-deg a.
One of these modes is very unstable. 1In the same a range,
the roll-spiral decomposes to roll and spiral convergences.
At moderately high a, the roll mode and one of the sideslip
modes combine to form a rolling oscillation.

Mode shapes for the o range from 10 to 30 deg are
detailed by the eigenvectors illustrated in Fig. 6. The large
amount of sideslip in the roll mode at 10- and 20-deg a is
apparent, and it illustrates the difficulty of discerning be-
tween the roll and Dutch roll modes at 10-deg a«. The sideslip
modes are apparent at 20 deg, and the rolling oscillation
appears above 24 deg. As o increases beycnd 24 deg, the
rolling oscillation begins to approach the Dutch roll shape (as
indicated by the magnitudes and phase angles of the eigenvectors).

The sideslip divergence appears in different angle-
of-attack regions for differen. Mach numbers. Figure 7 illus-
trates this effect; increased Mach number tends to delay this
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effec: to higher angles of attack., This trend follows, to
some extent, the increase in wing sweep angle which occurs in
the same Mach number range. '

Time histories of the aircraft's lateral-directional
motion are shown in Figs. 8 and 9. The low-a roll response
is dominated by the fast roll convergence mode (Fig. 8), and
relatively small yaw-sideslip motions ensue. The directional
motion illustrates the low Dutch roll damping. At higher «
(Fig. 9), the roll mode dominates both the roll and yaw re-
sponses, but 1t is much slower tbh..n at low angle of sttack.
The well-damped Dutch roll oscillation appears in the first
few seconds of the response.

Even at those flight conditions where the Dutch roll
mode is stable, its damping varies greatly, Figure 10 plots
contours of equal Dutch roll damping ratio in constant altitude
flight. There are a number of areas in this plot where rela-
tively small Mach number or angle of attack changes result
in significant changes in Dutch roll damping. Overlayed
on the plot are contours of constant maneuver load factor,
and it is instructive to trace the Dutch roll damping exhibited
by the aircraft as its load factor increases. At a constant
Mach number of 0.78, the Dutch roll damping increases up to a
load factor of 4, decreases up to a load factor of 6.5, and
then increases rapidly for load factors up to 8. The model
exhibits significantly different lateral-directional char-~
acteristics as load factor varies in the high subsonic
regime.

In this analysis, the pitch rate effects of maneu-
vering flight have been deleted to concentrate on the angle
of attack effects, Gteady pitch rate causes a redistribution
of the available damping among the lateral-directional modes
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without significantly changing the total specific damping.
Figure 11 illustrates that the roll mode is stabilized while
the Dutch roll mode becomes less well damped with increasing
pitch rate. This effect is mild and relatively independent
of fiight condition, and the same result was observed in the
incompressible model (Ref. 2). 1In the longitudinal modes,
there 1s a general increase 1in short period damping accom-
panied by a decrease in phugoid damping. Increasing pitch
rate can cause the phugoid mode to split into two real modes,
one of which may become unstable.
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2.2.3 Control Power Variations in the Subsonic Regime

The longitudinal control set of this aircraft con-
sists of throttle position, stabilator position, and maneuver-
ing flap position. The latter two controls provide both pitch
moments and normal forces, and they can be mixed (at least
conceptually) to illustrate the extent to which pitch and
angle of attack can be independently controlled. Figure 12
shows the normalized control ratio between stabilator and
maneuvering flap necessary to initiate a vertical transiation
at constant pitch angle.

"Normalized control ratio" indicates that the control
effectiveness derivatives used in this calculation have been
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divided by the maximum control deflections. (Maneuver flap
can be deflected 10 degrees, and 212 degrees is used as the
limit on stabilator available for maneuvering.) Hence, a
normalized ratio of 1.0 implies that the controls deflect in
equal proportions of full deflection. These ratios are only
valid for the initial deflections; the actual control history
necessary to achieve constant pitch angle depends on the
vehicle response characteristics. Chapter 4 details a control
approach which can produce the complete desired response time
history.
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Figure 12 indicates that the stabilator is much more
powerful than the maneuvering flap, and there should be no
difficulty producing (at least initially) a pure normal force.
The magnitude of the normal force produced in this way is
limited by the fairly small normal force due to maneuvering
flap deflection and by the fact that the maneuvering flaps and
the stabilator both have effective centers of pressure behind
the center of gravity. As Mach number increases, the maneu-
vering flaps become less powerful relative to the stabilator.

4n alternative longitudinal control interconnect is
one which produces a pitch moment (and hence a normal accel-
eration) at constant angle of attack. This combination is
referred to as direct 1ift control (Ref, 3), and Fig. 13
illustrates the normalized maneuver flap-to-stabilator ratio

that initiates this motion. The maneuver flap is not powerful
enough in normal force to enable full stabilator deflections
to be used in this mode.

These longitudinal control results indicate that
this aircraft's ability to operate as a control configured
vehicle (CCV) with existing control surfaces is limited, as
would be expected. The maneuver flap is powerful enough,
however, to have a significant beneficial effect on handling
qualities. This capability is examined in detail in Chapter 4,
where the design of an advanced command augmentation system
is illuvstrated,

The lateral control effectors of this aircraft are
conventional rudders and differential stabilator, with spoilers
used for additional roll control in the subsonic regime.

Figure 14 details the differential stabilator roll and yaw
specific moments over the angle of attack range from O to
30 deg. Adverse yaw from the differential stabilator above
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17-deg a can be expected to cause control difficulties in the
high-a regime (as is the case for most aircraft configurations).
Although the yaw moment is much smaller than the roll moment,

it still has an important effect due to the smaller magnitude
of most yawing motions.

The rudder creates a large, fairly constant yawing
moment and a highly variable roll moment, as shown in Fig. 15.
Combining differential stabilator and rudder to provide a
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rolling mor nt about the velocity vector (ﬁw) results in the
normalized rudder-to-differential stabilator ratio shown in
Fig. 16. Above 19-deg a, it is no longer possible to produce
a pure velocity-vector rolling moment at full differential
stabilator deflection. This is due to the increased amount
of adverse wind-axis yaw moment from the differential stabi-
lator at high o.

Figure 16 also indicates the differential stabilator-

to-rudder ratio which is needed for pure yaw moment. The
ratio varies by a factor of four fror 5- to 15-deg a. This
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is significant, because any deflection error would produce
unwanted rolling, which, along an accelerated trajectory,

could result in large tracking errors.

Spoilers are used to augment the roll control moment
in the subsonic regime. Figure 17 compares the roll moment
due to spoiler with that of the differential stabilator. At
low a and low M, the spoilers create more roll moment than
the differential stabilator does, but spoiler effectiveness
drops to zero at about 16-deg a. Compressibility reduces
spoiler effectiveness significantly, and they are not used

at all in the transonic and supersonic regimes.
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2.3 TRANSONIC AIRCRAFT CHARACTERISTICS

2.3.1 Transonic Flight Regime Characteristics

Transonic characteristics are examined at an altitude
of 12,192 m (40,000 ft). providing the same range of dyvnamic
pressures that is treated in Section 2.2. The dyvnamic pres-
sure at the central transonic flight condition (M=0.85,
h=12,192 m) is the same as at the central subsonic flight
conditicn (h=G6,096 m, M=0.6).

The aircraft configuration goes through a substantial
transition in the transonic flight regime. The aircraft's
variable geometry feature matches the wing sweep to the flight
Mach number, as shown by the trim plot in Fig. 18. Signifi-
cant changes in aircraft stability and lift-curve characteris-
tics are evident in the shapes of the trim stabilator deflec-
tion and trim angle of attack, respectively. The large drag
1ncreases associated with this regime lead to increased trim

throttle position.

2.3.2 Critical Transonic Stability Boundaries

Two aspects of transonic flight are of concern in
all modern fighter aircraft. A longitudinal instability
could result from the significant shift in aerodynamic center
which accompanies Mach number variations. The second concern
involves directional stability in the transonic regime, where
the destabilizing influence of the fuselage is larger than in
other regimes, and where the vertical fin effectiveness is
decreasing (especially at large a).
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The dynamic model used in this chapter exhibits both
lateral and longitudinal transonic divergences at moderate to
high angles of attack, as shown in Fig. 7. The longitudinal
instability spans a larger Mach range at higher angles of
attack, and it takes the form of a pitch-speed instability.
Any change in Mach number in the regime leads to a change in
lengitudinal force which increases the Mach variation. At
the same time, the aircraft pitches in such a way that the
Mach variation is enlarged. DBoth specific longitudinal force
due to speed variation (3u/3u) and specific pitch moment due
to speed variation (3q/3u) change sign above 10-deg a in the
transonic regime. The general shape of this motion involves
l-deg pitch change for every 3 m/s speed change, and the
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doubling time can be as small as one-half second at high a.

As shown in Fig. 7, the speed divergence disappears at low
angle of attack.

he transonic lateral divergence is associated with
a loss of static directional stability. Inspection of the
dvnamic model in high-a transonic flight reveals negative
(unstable) values of specific yaw moment due to sideslip
(a}/av) at high a. Additionally, as observed in other modern,
supersonic, fuselage-heavy, fighter designs, the roll-sideslip
coupling is important. The <ize of the specific roll moment
due to sideslip (5p/3v) is a major cause of this, with the
coriolis coupling of roll rate to lateral acceleration a con-
tributing factor. The decrease in roll mode speed at high-a
is not caused by a drop in roll damping (ab/ap is fairly
steady) but is due to the transfer of this damping to the
Dutch roll mode by the roll-sideslip coupling terms. As
shown in Fig. 7, the directional divergence disappears at
moderate angles of attack.

The lateral oscillation (the Dutch roll mode) is
stable in the transonic regime, although it exhibits large
variations in damping. Figure 19 illustrates these changes,
assuming constant dynamic pressure. (Altitude and Mach number
increase together to meintain this condition.) The Dutch
roll damping increases with maneuver load factor in a fairly
predictahle manner over much of the a range, although large
damping changes can occur with small flight condition varia-
tions in the high-a region., It should be noted that the
Dutch roll damping at low o is very low.

The rcliing pull-up is a common maneuver in air com-~
bat. This involves a combination of rapid rolling (to orient
the maneuver in the correct plane) and a hard pull-up (pro-
ducing large normal acceleration). This combination is of

28

——




"
s ——

e ey

-

30

25, : , &G

ANGLE OF ATTACK {deg)
o

— — "G

54 “ FLIGHT
0
0 0.6 T Y
MACH NUMBER, M
THOUSANDS _____ ' _
ALTITUDE OF FEET o 1o 20 30 ab 80 80
KOss 02550 75 100 125 16.0 176

Figure 19 Etfects of Compressibility on Dutch Roll Damping
Ratio at Constant Dynamic Pressure

(q_=~11.9 x 10° Nm~2(248 psf))

interest brcause it combines the effects of lateral-longi-
tudinal coupling and high anglec-of-attack aerodynamics.
Figure 20 shows the rolling pull-up stability boundaries for
the subsonic, transonic, and supersonic regimes. The sub~
sonic regime exhibits a mild roll-pitch angular instability,
while the supersonic regime shows unstable oscillations at

extreme rolling-pull up combinations.
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The transonic rolling pull-up stability boundary is
much more complex. At low roll rates, the sicdeslip and speed
divergences appear as before, but increasing roll rate causes
these two modes to couple into an unstable a-f£ oscillation.

At about 20-deg o, the steady rolling stabilizes the longi-
tudinal oscillation. As observed before, steady angular rates
do not add damping to the aircraft but only redistribute it,
and this stabilized longitudinal oscillation is accompanied

by reduced damping in the short period mode.

The short period damping ratio variations 1in the
rolling pull-up are shown in Fig. 21. Below 26-deg o, short
period damping ratio drops as roll rate increases. At high
roll rates, the damping ratio is very low.
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Figure 21 Short Period Damping Ratio in the Angle of Attack-

Roll Rute Plane (M=0.95, h=12,182 m)

The damping interchange due to roll rate is illustra-
ted in Fig. 22, which shows how the total specific damping is
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allocated ariong the various modes. There is a drop in short
period damping and an increase in Dutch roll damping. The

unstable a-f oscillation (formed from the directional and
longitudinal divergences at 40 deg/sec roll rate) becomes
less unstable as roll rate increases. The total damping

(noted by the dotted line) is constant.

2.3.3 Transonic Control Power Variations

Symmetric stabilator and differential stabilator are
the major pitch and roll moment control surfaces in the tran-
sonic regime, and the rudders supply yaw control. The spoilers
and maneuver flaps are disengaged as the wing sweeps att. The
trim plot (Fig. 18) shows that the stabilator retains signifi-
cant conhtrol power at transonic speeds.

The differential stabilator exerts large roll moments
throughout the angle of attack range, as shown by Fig. 23.
There is a significant amount of adverse yaw, which appears at
a = 14 deg. The small & range within which the differen-
tial stabilator switches from favorable to adverse yaw indi-
cates that a change in vaw-moment-neutralizing rudder deflec-
tion strategy 1is necessary in the low to mid-a range.

Rudder control power varies with angle of attack as
illustrated in Fig. 24. The yaw moment avallable decreases
steadily as o inc¢reases, ana the roll moment drops as 1lift
increases up tc about 14-deg ao. The effect reverses through
mid-o so that the roll moment due to rudder becomes large in
the 25-deg a region.

The interactions between control power and aircraft

stability lead to aircraft rudder responses which vary sig-

nificantly with flight condition. Figure 25 shows the linear
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aircraft model response to rudder deflection at three differ-
ent angles of attack in the transonic regime. At low a, the
Dutch roll damping is low, and the response is highly oscilla-
tory. The large amount of rolling motion in the Dutch roll

mode, which is typical of fuselage~heavy aircraft, is apparent.

At 15-deg a, the Dutch roll damping is much better,
and there is significantly less roll involved in the Dutch
roll mode. The damping interchange continues at higher angles
of attack, and a sideslip divergence appears. At 25 deg o,
the unstable mode dominates the aircraft response.

The control power variations in the transonic regime
are smooth, suggesting that stability augmentation logic can
readily account for the "open-loop" divergences exhibited by
this transonic model.

2.4 SUPERSONIC STABILITY AND CONTROL CHARACTERISTICS

2.4.1 The Supersonic Flight Regime

The central supersonic flight condition (M = 1,55,
h = 18,288 m (60,000 ft)) is chosen to have the same dynamic
pressure as the subsonic and transonic central flight condi-
tions. The aircraft trim conditions are shown in Fig. 26
for the supersonic regime. The relatively large trim angle
of attack reflects the reduced 1ift slope of the aircraft in
this flight regime, and the large trim stabilator angle re-~
sults from the well-known aft shift of the center of pressure
at supersonic velocities. All of these trim effects have a
relatively minor effect on the aircraft flying qualities,
which are examined next.
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2.4.2 Supersonic Stability Boundaries

The supersonic regime is characterized by stable

(but lightly damped) natural modes. Variations with flight
condition (with the usual exception of roll rate effects) are
well-behaved and gradual. Figure 27 plots the specific damp-
ing (real part) of the lateral modes as a function of flight
condition, and the trends are similar to those found at low
Mach number. A drop in roll damping occurs in the 10-to-20-
deg a region; this is accompanied by an increase in Dutch roll
damping. A roll-spiral oscillation is formed at about 18-deg
u, and the Dutch roll mode shape at high a exhibits in-phase
roll and yaw motion. Thus, the Dutch roll mode appears as a
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rolling oscillation rather than the roll-yaw interchange
typical of the low angle-of-attack Dutch roll mode.

Pitch rate has a destabilizing effect on the Dutch
roll mode, and this effect is especially large in the super-
sonic regime. Figure 28 describes this effect. As noted
before, large nominal angular rates do not change total air-
craft damping, but only reapportion it, and the low level of
damping in the supersonic regime accentuates this effect.
Relatively low pitch rates lead to a Dutch roll instability
in the supersonic regime. An actual pull-up combines both
high a and pitech rate, which have opposite effects on the
Dutch roll damping in this flight regime.

During a steady roll, it may be difficult to control
sideslip accurately. The effects of non-zero sideslip and
steady rolling on aircraft stability are of interest, and
Fig. 29 illustrates the aircraft stability regions as func-
tions of sideslip and roll razte. Any significant roll rate
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lJeads to a slow, unstable angular oscillation at zero sideslip
angle; sideslip out of the roll (roll rate and sideslip of

the same sign) causes a fast unstable a-f oscillation.

Sideslip into the roll leads to an instability only
at high roll rates or large sideslip angles, and tge insta-
bility takes the form ¢f a fast angular divergence. This
root is part of the short period mode, which is decomposed
and destabilized by roll rate. In all of these cases, the
coupled nominal motion and the complex shape of the insta-
bilities makes accurate control of these modes difficult.

2.4.3 Supersonic Control Capabilities

Reduced stabilater power in pitch is a characteristic
of supersonic flight. Figure 30 shows the trim stabilator
deflections for various angles of attack in the three Mach
regimes. The increased stabilator deflections necessary in
supersonic flight are due to the increased pitch stability in
this region, which underlines the basic conflict in the longi-
tudinal plane beitween stability and control effectiveness.

Available control moments tend to decrease with M.
The rudder reoll and yaw specific moments (Fig. 31) decrease
as M increases (as 1s true in the transonic region), although
there is less rudder roll-moment variaticn with angle of
attack for supersonic M. The differential stabilator produces
lower rolling moments in the supersonic regime than at lower M
(Fig. 32). There is considerable variation in rolling moment
in the low-a area. The differential stabilator yaw moment is
as large in the supersonic regime as at low M, with the
transition to adverse yaw occurring at a higher o, about 19
degrees.
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The airframe response to differential stabilator
inputs changes with angle of attack, as shown in Fig. 33. The
differential stabilator roll moment relative to the roll damp-
ing determines the initial slope of "he roll rate response,
4nd the effect of reduced roll damping at 15-deg o« relative
to 5-deg a) is apparent in the larger roll acceleration.
Adverse yaw (appareqt in the direction of the yaw rate re-
sponse at a = 25 deg) excites the Dutch roll mode to such an
extent that the net roll effect is reversed; a differential
stabilator deflection that caused right-wing-up roll at low
a results in net right-wing-down roll at high a.
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The best indicator of the spiral response is the
slow movement of the yaw rate remaining at the end of these
20-sec trajectories. At the two lower angles of attack, the
spiral mode is real and stable, as confirmed by the approxi-
mately exponential decrease in yaw rate. At 25-deg a, the
roll and spiral modes have combined into a roll-spiral (lateral
phugoid) mode. This very-long-period motion appears in yaw
rate as a response which will cross zero yaw-rate at about 23
seconds into this trajectory.

The Dutch roll mode dominates the sideslip (lateral-
velocity) response. The sideslip response is adverse at 15-
deg a, which is indicative of the adverse wind-axis yaw due
to differential stabilator that appears at very low a. The
large sideslip response due to differential stabilator at
high a is typical of high-performance aireraft. It {s this
adverse sideslip which is directly tied to the roll reversal.
One desirable characteristic of Dutch roll at higher angles
of attack 1is the inc¢reased damping ratio, which improves
transient response at high a.

Supersonic control power is shown in this section to
be significantly reduced from that of the lower Mach numbers.
In the longitudinal plane, this combines with increased static
stability to result in reduced maximum trim angle of attack,
The reduction in lateral control power is generally accompanied
by reduced lateral mode damping, so achievable response rates
remain high.

2.5 CHAPTER SUMMARY
In this study, the effects of flight condition varia-

tion (Mach number, angle of attack and sideslip, and high
angular rates) on aircraft stability and control characteristics
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arc examined. This is achieved by forming complete linear
dynamic models at a series of flight conditions and using well-
develuped and efficient linear analysis techniques on these
models. These results depend on the validity of the nonlinear
aerodynamic model used in this study (Appendix B).

The Mach effects become important in the high-subsonic

regime, and they appear in the transonic area as speed and
directional instabilities. In the supersonic regime, longi-
tudinal stability is high and lateral mode damping is low. As
Mach number increases, control effectiveness 1s reduced.

Flight at higher angles of attack (above 15 degrees)
results in larger sreas of transonic instability and a sig-
nificant reduction in roll damping, while the Dutch roll mode
damping generally improves.

High angular rates do not, in themselves, change the
total amount of aircraft specific damping, but simply reappor-
tion it., Steady pitch rate destabilizes the Dutch roll mode,
especially in the supersonic regime. Steady rolling causes a
transfer of damping from the short period mode to the Dutch
roll mode, to the extent that an unstable o-¢ divergence re-
sults at high roll rates. In the transonic regime, low roll
rates cause the longitudinal and lateral divergences to com~
bine into an unstable mode in some cases, and rolling can
actually stabilize these modes in somewhat different flight
conditions. Sideslip In either direction during a rolling
maneuver destahilizes thig aircraft model.

Differential stabilator produces adverse yaw at mod-
erate to high angles of attack, which can lead to a net roll
in the direction opposite to that commanded. At high angles
of attack, full rudder deflection may be necessary to neu-
tralize stability-axis vaw duc to differential stabilator,
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The extra controls available in subsonic flizht (maneuvering
flaps and spoilers) produce a significant beneficial effect
on airframe control response.
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3. MATHEMATICAL MODELING OF PILOTING EFFECTS
IN MANEUVERING FLIGHT

The research presented in this chapter is directed
at providing a better understanding of pilot-vehicle inter-
actions in rapid maneuvers of a high-performance aircraft.
Two areas addressed are the identification of adaptation
strategies which experienced pilots may pursue in stabilizing
the lateral-directional dynamics of an aircraft and the effect
which pilot ¢>ntrol adaptation has on aircraft tracking per-
formance. Lateral-directional piloting tasks are particularly
well-suited for studyirg stability and performance character-
istics of the pilot-air:raft system because lateral-directional
motions of:-en are the most difficult to control (Refs. 4 and
5).

An important objective of this study is to provide
insights regarding the design of future flight control sys-
tems. The control system can alleviate pilot workload by
increasing aircraft stability and commanding control surfaces
in response to pilot stick and pedal motions. The pilof
analysis procedure presented here identifies regions of high
pilot workload in a typical aircraft maneuver, thus indicating
where and what type of control compensation could best aid
the pilot. Furthermore, control system designs can bhe in-
corporated directly into the analysis procedure for a direct
verification of their beneficial effects on pilot-aircraft
stability,

The analysis of pilot-aircraft motions during maneu-
vers is accomplished by employing a control-theoretic pilot

model, which is introduced in the first part.of this chapter.
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The pilot model can predict pilot behavior in realistic multi-
input, multi-cutput aircraft tasks. The pilot model assump-
tions and the significance of pilot model parameters are dis-
cussed. The chapter continues by describing the construction
of pilot-aircraft stability and performance diagrams, which
are based upon the mathematical models of the pilot and the
aircraft. These diagrams are primary tools for expressing
results in this chapter.

The second part of the chapter presents these dia-
grams for a wind-up turn maneuver. The analysis proves to be
fruitful in predicting pilot-aircraft stability regions under
different control mechanization assumptions. The results
tend to substantiate high-a pilot-aircraft behavior known to
occur in high-performance aircraft. Such behavior includes
the detrimental effects of adverse yaw caused by differential
stabilators or allerons, the stable nature of rudder control,
the improved tracking performance available when both stick

—— e —— - o ——— g —

and pedals are used in a coordinated fashion, and the enhanced
capabilities afforded by an aileron-rudder interconnect (ARI)
system. The work is an extension of Ref. 2, which assumed
that the pilot fixed his strategy at a single tlight condition.

3.1 OPTIMAL CONTROL PILOT MODEL

This section hriefly reviews the impcrtant elements
of the optimal control model of the pilot. The model is
| linear and time-invariant, and it easily represents multi-
; input/multj-output control tasks, an important requirement
for the aircraft application. The optimal control pilot model
has been verified empirically (Refs. 6 to 11,, and it has
been refined for application to demanding control tasks {Refs.

12 to 14). Reference 15 presents an applicaticn to air combat
maneuvering.
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The basic pilot model assumptions are shown in
Table 1. At a particular point along a maneuver, the aircraft
dvnamics are represented as a linear, time-invariant system.
The n-vector, Ax(t), represents the perturbation aircraft
states in body axes. The aircraft's stick and pedal inputs
are represented by the m-vector, Au(t); raw(t) models the
aircraft's disturbance inputs (e.g., turbulence) as white
gaussian noise,.

TABLE 1 PILOT MODEL ASSUMPTIONS

T-1083
AIRCRAFT PERTURBATION ]Aé(t) = F ax(t) + G du(t) + Faw(t)
STATE DYNAMICS <
Lx(t-1)
PILOT OBSERVATIONS  |ay(t) = (H D) + Ay (1-1)
: Lu t-1) y
T/ [ x
. \ . LT, T7 4 |82 tTo oo
PILOT COST FUNCTION |J = L{lim Lai su | Qg + 80 R.bu dt
T~o. J Ah
(s BN
PILOT NEUROMUSCULAR | f@(t) » =R Au(t) + Bu (t) * 8y, (t)
DYNAMICS
- -
= 0...0
M
P11OT NEUROMUSCULAR 1
LAG R - 0 -
L 1
: 2
0 "1
T n
- md

The pilot is assumed to manipulate the aircraft con-
trols to counteract the disturbances. The pilot's observations
consist of rotational and translational perturbation positions,
velocities, and accelerations, represented as & linear combi-
nation of states and controls. Perceptual observation noise,
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Agy(t), is added to the observations, which are delayed by
the perceptual time delay, 7. The pilot is assumed to formu-
late a control strategy (based on the observations) which
minimizes a quadratic cost function of general form. This
cost function weights combinations of perturbation state and
control positions as well as control rates. Weighting the
control rate causes the control solution to take the form
required to model neuromuscular dynamics. The (mxm) neuro-
muscular dynamics matrix, RL, is diagonal, with individual
elements representing the inverse of human limb neuromotor
time constants. The neuromuscular dynamics are driven by the
pilot's internal control commands, Agc(t), and by neuromotor
noise represented as the white gaussian m-vector, Ay (t).

The solution of the optimal control pilot model is
shown in Table 2. The pilot's delayed observations are pro-
cessed by a Kalman filter which generates the pilot's best
estimate of the delayed states and controls., The pilot model
counteracts the perception delay by predicting the current
states and controls from the observations and estimates. The
predicted state estimate and the feedback gain matrix, C, are
used to formulate the internal control commands. The two
algebraic Riccati equations shown in Table 2 must be solved
to generate the pilot model gains. Each Riccati equation con-
tains design parameters (in the form of weighting matrices)
and must satisfy certain constraints. For the control Riccati
equation, the state weighting matrix, QC’ and the neuromuscu-
lJar lag matrix, RL, are known, while the control rate weight-
ing matrix, RC' must be adjusted to satisfy the neuromuscular
constraints. For the estimator Riccati equation, the dis-
turbance noise covariance, QE' is known, while the neuromotor
noise covariance, Vu' and the observation noise covariance,

Vy, must satisfy the requirements shown in Table 3.
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TABLE 2 PILOT MODEL SOLUTION

T-1084
PILOT CONTROL Sty () w € oex (1)
P
CONTROL GAIN MATRIX € -R = -R [o 1] P
L J c ¢
|
! ~ - - -
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EQUATION FOR OPTIMAL ‘P, i+ o [P . +Q =P 1P =0
CONTROL LAW i IooJ icTo,© " “clor e
L L y ¢
Tl A 17 s T
L obx(t-t) I—F G !y ex(t-1) ol .,
PILOT KALMAN FILTER il |- b0 P 0 LR _(t-1)
ei(r-vy {0 -Ry | |Au(t-’)J 1y 7P
L= oL -3 L= Ld
; r -
‘ 2x(t-1) 1
; + Kl ay(t) - (HD)| 7 |
| au(r-2) |}
) L - o
f Focl
i . s - 27
=iA£ vy {F G |la5 (1)1 ho Ry ex(t-1) |
PILCT PREDICTOR P - Piee K 2y(t) - (B D)7 !
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i (w7
KALMAN FILTER ‘K = P Pe -1
GAIN MATRIX . Tl y
; J
| e roes
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ERROR COVARIANCE MATRIX | 167 Ry 0 -k o v | by

The pilot's observation noise scales with the co-
variance of the states and controls, while the neuromotor
noise scales with the covariance of the pilot's internal cone
trol commands. The scalar, PYi' is the pilot's noise-to-
signal ratio for the ith observation. Pui is the pilot's
noise-to-signal ratio for the ith control. The scaling

property has been validated for low-order systems and scalar
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TABLE 3

PILOT MODEL COVARIANCE EXPRESSIONS

T-1085
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controls. Unfortunately, the use of the noise-to-signal ratio
destroys the separability property of the estimation and con-
trol processes. If the control law is unstable, the estimator
does not exist. The dependence of the estimator sclution on
the control solution is advantageously exploited in examining
the pilot's adaptive behavior (Section 3.2.2). The closed-
form expressions for covariances used in formulating and
analyzing the pilot model are shown in Table 3.

A summary of key parameters of the pilot model is
shown in Table 4. To construct a model for a given aircraft
system, Py, Pu' T, RL, H, D, and QC must be specified. Al1l
of these variables except Q- have been measured experimentally,
and ranges of their values can be found in the literature.

The pilot model solutions obtained in the present study are
not very sensitive to the choice of QC’ and the values used

here are presented in Section 3.2.2.

If the pure time delay is replaced by a first-order
Padé sapproximation, the prediction equations in the pilot
model can be eliminated (Fig. 34). The pilot's observations
are degraded by noise, then passed through a lead-lag network
representing the Padé approximation. The resulting signal is
processed by a Kalman filter which generates a best estimate
of the states, controls, and lagged observation states. The
State estimates are multiplied by the feedback matrix, C, to
form the pilot's internal control command. The gain matrix,
C, in the pure time delay and Padé approximation pilot models
are the same,

The Riccati equations shown in Table 2 for the opti-
mal control pilot model can be solved using the closed-form
covariance expressions in Table 3 and the pilot model control
gain expression in Table 2, The controller Riccati equation
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TABLE 4

DESCRIPTION OF THE ZPTIMAL CONTROL MODEL PARAMETERS

T-1086

EQUATION PARAMETERS

i RELATIOX TO PILOT PERFORXANCE

F 61

eto -RLJ

X

Axy(t)

Alrcraft motion variables

Aircraft control variables

Alrcraft dynamics (stability deriv~
atives and inertial coupling)

Aircraft control effects (sensi-
tivity teo control deflections)

Motion variable display selection
and transformation

Control variable display selection
and transformation

[Lgf(t-T) AgT(t-f)] Delay motion and con-

trol variables estimated by pilot

[Agg(t).tgg(t)] Predicted motion and con-

trol variables estimated by pilot

Dynamic model assumed (i.e..
“learned”) by the pilot, including
neuromuscular lags

Estimation gains which weight the
difference between the pilot'»
observations and his prediction »f
pilct-aircraft response.

Pilot induced noise in observation
Control gains which transform

pilot's estimates of aircraft
motions to control acticons

Neuromuscular Lage

Pilot internal control commands

¥eighting matrix for control
output rates

Weighting matrix f{or motion and
control perturbations

Covariance matrix n?! disturbance
1nputs (e.g., turbulence) and
uncertainties in svstem dvnamics

Covariance matrix of observation
noise

Ohservation notse to signal ratie
Covariance matrix of neuyromotor
noise

Neuromntor noise to signal ratio

4{9;101 rust observe this well enough to command air-

1cr:rt and 20 provide stabilits.

iPtlot cust use this o cormand aircraft and to pro-

; vide s:ability. 1In some instances. he must te able
to observe Zu as well.

,Atrcra!t cust be stable enough for pilot to control.
: subject to normal human capabilittes.

Aircraft must respond to exteraal cormands 10 2 way
which the pilot cap understand.

{ ¥otion cues must be sufficient for comeand and
istabillzattpn.

' Acceleration cues infer control observation.
)

ftstinatez o! motior variables must be accurate
. enough to pvovide effective closed-loop control.

'
l
P
!
]
)

The tetter the piiot s kpowledge o7 the alrcraft and
'his own capabilities, 2he better he can cope with
' noiay measureventn.

| Lens knowledge of the alrcraft as well as less nolse
i dn the pilot's observation of cues leads to Bigher Kk
»and more reliance or odserved potions.

. Noise in obdservations has direct effect ofn estima-
{ t1on performance of the pilol,

?Ptlot attempts to tradec??! atrcrafs motions with
;available contrel “"power.” leproper coftrol

I mirategy could degrade corand response and de-

| ntabilize the syatexm.

1Seuromuscular syster zoooths pilot outputs and could
| Prevent pilot froe stabdilizing a fast instability.

]
i Result 0f conscious ~ffort to provide "dest” countrol.

]
§ac Bust be varied to satchk neuromctor dymamics (R;).

'Value of RC 1s stirongly affected by aircraft control
| ettacts (G).

|
! 1n practice, Ry and G have a large effect on deter-
leining C.

]

[Allows relative izportance (to the pilot) o! precise
itracking of individual motions to be xpecified.
[Allows effects 0! limited control “throm™ to bhe
!specified In practice, Bhas limited effec? on C,

i due te restrictiors on Rc.

:Lar:e values 1pcrease i=poriance of observations
increasing K.

jLargs values decrease accuracy of observations,
%decroastng K

H

tObservalion nolse 3s proportional to the covartiance
et Ny

Large values i1ndicate pilot is having difficultten
,controling aircrafzg

i Neuromolor noise 1s proportional to the covartance
lof Lu

' -

Best Available Copy
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Figure 34 Block Diagram of the Pilot Model Containing
the Pade Approximation to Pure Time Delay

and estimator Riccati equation algorithms were developed in
the previous year's work (Ref. 2).

3.2 FUNDAMENTAL ASPECTS OF PILOT-AIRCRAFT INTERACTIONS

This section describes the procedure for analyzing
pilot-aircraft interactions using the optimal control pilot
model. In the first part, pilot-aircraft instabilities caused
by inherent physical limitations of the pilot are compared
with existence properties of the pilot model. These limita-
tions can arise either through an inability to estimate the
_state properly or an inability to control the aircraft. For
the cases coasidered, the aircraft must be unstable for
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algorithm divergence to occur. The pilot also could actively
destablize a stable aircraft by failing to adapt his control
strategy to a changing flight condition.

3.2.1 Relationships Between the Critical Tracking Task
and Existence of the Pilot Model

Divergence of tne pilot model algorithms may be an
important indicator of a real pilot's ability to control his
aircraft during maneuvering flight. The results which follow
show that human pilots and optimal control pilot models have
difficulties controlling a system in similar situations, and
the pilot model parameters which cause the instability in
the model are plausible reasons for human instatility during
actual flight. The optimal control pilot model fails to
exist when the Riccati equations do not have finite, positive-
definite solutions. An explicit example of Riccati equation
divergence for a scalar system is discussed in Ref., 2.

As mentioned above, the pilot-model may fail to exist
either because an estimation law cannot be defined or because
a control law cannot be formulated. 1In the first case, the
pilot could have inadequate information on which to base his
estimate because his observation noise~to-signal ratio is too
high.r In the second case, the pilot cannot maintain effective
control because the aircraft 1s unstable and his neurcmuscular
lag is too great.

Pilot model estimator and controller divergence is
examined by using the results contained in Refs. 16 and 17
for compariscen. One of the cbjectives in the two references
is to determine at what system time constant a human subject
could not cortrol an unstable first-order system, The dynamic

characteristics which cause the human subject to lose control




define the experimental critical system. In Ref. 16, changes

in the experimental critical system of the human are investi-
In Ref. 17, the display
format is not changed, but the system dynamics are made in-
creasingly complex by placing integrators between the output
of the first-order system and the display.

gated by changing the display format.

s anmp X L -

Some of the critical systems that have been deter-
mined experimentally (Refs. 16 and 17) are shown in Table 5.
As the display format changed from aural to visual then to
aural and v 1 combined, the unstable critical system time

constant ases. Better displays make it easier for the

subjecl to exercise control; hence, they make it possible for

increasingly unstable systems to be stabilized by manual control.

TABLE 5 COMPARISON BETWEEN HUMAN AND PILOT MODEL
INSTABILITIES
T-1220
CONSTANT P AT
NEUROMOTOR NEUGROMOTOR v
TIME TIME NOI1SE ESTIMATOR
CRITICAL CONSTANT. DELAY, COVARIANCE, ALGORITIM
OBSERVATION SYSTEM 1y (sec) (sec) Vo (sec-2) INSTABILITY
Aurel 1 0.08 . 0.15 0.01 0.00605 r
(Ref. 16) 1-0.222s ’ (-22.2 dB)
Aural 1 0.08 0.15 0.001 0.00605 *
(Ref. 1€) 1- s (-22.2 dB)
Aural 1 0.08 0.15 0.0025 0.00605 -
(Ref. 18) 1- s (~-22.2 dB)
Aural 1 0.08 0.15 0 0025 0.00382 -~
] (KRef. 16) 1-0 .7 [ (-24.2 dB)
Visual 1 0.08 0.15 0.0025 0.00223 =
(Ref. 16 1-0.164s (-26.5 dB)
and Ref. 17)
Visual 1 (.08 0.15 0.0025 0.00255
(Ret . 17 s(1-0 25%) (-26 dB)
Visual _ 1 U8 0.15 0.0025 (Svestem Is
and Aural 1-0.152s% Uncontrol=-
(Re1 . 1 lable)
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Pilot model critical systems occur when model algo-
rithm divergence is induced. The pilot model parameters at
the algorithm stability boundary can be called critical
parameters. The analogy of a changing display format for the
pilot is a changing observation noise-to-signal ratio, Py. for
the pilot model. The critical value of Py at the algorithm
stability boundary must decrease as the experimental critical

system becomes more unstable. Furthermore, values of the
critical value of Py should be less than typical human values
(-20 dB). To see how the critical value of Py varies with
the experimental critical systems, the pilot model is con-
structed.

For a first-order system
Ax(t) = %— Ax(t) + g Au(t)

s

with the pilot model cost function

J = j; [qcbxz(t) . rcAﬁz(t)] dt

the optimal control pilot model takes the following form:

1
ax(t)] [To B rax(e) (o
= + - r AR _(t) + Avu(t)
. 1 ZgTz P
Au(t) 0 = |Lau(t) 1 n
n
38
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The equations are based on Table 2, with the subject observing

4x(t) and Ax(t). The pilot model gain of -1/2g1§

Ref. 2) does not depend on the value of qc in the cost func-

(taken from

tion. In the corresponding experiments, no external dis-
turbance noise purposely disturbed the system, so it is assumed
that residual neuromotor noise, Axu(t), is the signal source

in the equivalent pilot model. A constant value for neuromotor

noise covariance, Vu, is used in the analysis.

The impact of the constant Vu assumption 1s shown in
the first three rows of Table 5 using the aural display case.
Beginning with the critical system, the observation noise-to-
signal ratio, Py, is gradually increased until estimator
algorithm divergence occurs. The different values of Vu did




not change the critical value of Py at algorithmic instability,
indicating that the residual constant Vu assumption is valid.
The effect of increasing the time delay in the pilot model is
shown 1in the fourth row in Table 5. As expected, the noise-
to-signal ratioc must decrease, i.e., the human must perceive
the signal more clearly, to produce the same critical system
with an increased time delay. The effect of decreasing the
critical system time constant with a visual display is shown
in the fifth row of Table 5. The decrease in the value of

Py for algorithm instability is exactly the result needed to
confirm the relationship between human critical systems and
pilot model critical parameters. Further confirmation is
shown in the sixth row, where adjoining an integrator changes
the pilot's critical system time constant considerably but
has little effect on the critical Py for the pilot model, as
expected. This also confirms a common optimal control pilot

model assumption that Py is relatively insensitive to plant
variations.

In the first six rows of Table 5, the assumed neuro-~
motor time constant of 0.08 sec is sufficient to control the
system, and the pilot model controller Riccati equation has a
solution. In the last row of Table 5, the value chosen for
T, causes the controller algorithm to diverge. The divergence

is easily understood when the eigenvalues of closed-loop pilot
model matrix

-
1

T g
[F G 1 . Tg

~1 1
i C -RJ - = (15
A e

are examined. One eigenvalue 1is unstable Zfor Tq equal to
-0.152 sec and Th equal to 0,08 sec. The last row in Table 5

represents a situation in which the human subject observation
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of the signal (visual and aural combined) is so clear that
the neuromuscular system instability boundary is reached be-
fore the visual instability limit.

Summary - The optimal control pilot model and pilot
model algorithm largely agree with experimental and mathe-
matical results under the extreme conditions of the critical
tracking task. When the pilot model algorithm predicts an
instability, the human may well have similar difficulties.
What 1s even more important is the converse of the above state-
ment: when the pilot model exists., then a well-trained human
should be able to control the system. If the pilot model
exists but the experienced pilot encounters stability problems
in contro?’ing the aircraft, then alternate reasons for pilot
control difficulty must be explored. This is done in the
next section.

3.2.2 Adaptive Behavior of the Pilot During
Aircraft Maneuvering

This section presents an approach to analyzing pilot
adaptation to varying flight conditions using the optimal
control pilot model. High-performance aircraft are susceptible
to degraded flying qualities during maneuvering flight, and
the effect of piloting action plays a significant role in
determining overall system stability. The piloting task is
made difficult by the need to change control strategies if
stable regulation of the aircraft is to be maintained.

Stability of the pilot-aircraft system is evaluated

by eigenvalue analysis of the closed-loop system which is

formed when the pilot uses aircraft outputs to regulate air-
craft inputs. The pilot-aircraft system model is
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where Agp(t) is the pilot's predicted state estimate as shown
in Tables 1 and 2. The adaptation point of the pilot speci-
fies the pilot gain matrix, C, while the flight condition of
the aircraft specifies F and G. The eigenvalues of the closed-
loop regulator system are the roots of the determinant

=G (2»

Equation 2 is easily restructured to incorporate alternate
modes of the aircraft's control system. If the stability
augmentation system (SAS) is on, F is changed by feedback.

If lateral stick centering logic is employed, the column in G
corresponding to lateral stick deflections and the pilot
lateral stick feedback gains are eliminated. 1If the ARI is
on, G is modified by the interconnects. If a command augmen-

tation system (CAS) is on, both F and G are changed appro-
priately,

In the work of the previous year, the pilot gain
matrix, C, was fixed for adaptation at g = 10 deg, BO = 0 deg,
and the aircraft's angle of attack and sideslip were varied
with airspeed held constant (Ref. 2). It was shown that the in-
stability regions in the ao-BO plane are formed primarily in
the lateral-directional axis, and these regions were not par-
ticularly affected by the sideslip angle., Building on this
work, the current analysis assumes zero sideslip conditions
(uncoupled dynamics), and the effects of the pilot fixing his

control strategy at various angles of attack are determired.
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The constant-altitude wind-up turn presented in Table 6
is an example of a maneuver which causes angle of attack to in-
crease.‘ The flight condition sweep starts at straight-and-
level flight; the aircraft rolls into a turn and maneuvers to
a constant pitch rate with increasing angle of attack as the
velocity drops. The effects of changes in roll angle, pitch
angle, and height are neglected in constructing F and G. The
assumed constant neight is 6,096 m (20,000 ft) at zero flight
path angle. The closed-loop pllot-aircraft eigenvalues are
determined at the points shown in Fig. 35 and Table 6. The
eigenvalue data is cross plotted to obtain ctability regions.
Once a diagram is formed, any adaptation strategy can be chosen,
from perfect adaptation to no adaptation, and the effects on
pilot-aircraft stability can be observed. If a wind-up turn
time history 1is available, key points can be transferred to the
diagram for validation and compariscn.

The optimal control pilot model gain matrix is deter-
mined at each point in the wind-up turn., The QC weighting
matrix used in these calculations performs a tradeoff between
the following state perturbations:

° Roll Angle S deg

° Yaw Angle 1.4 deg

° Body Roll Rate 6 Jdeg/sec

[ Body Yaw Rate 2 deg/sec

] Lateral Velocity 0.914 m/s (3 fps)

. l.ateral Acceleration 1 83 m/s2 (0.167 )

*The constant-altituds wind-up turn should be distinguished
from the constant-velocity wind-up turn for a thrust-limited
flight conditicn. In the latter, the aircraft must descend,
trading potential energy for kinetic energy to maintain spee-d.
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The weighting coefficient for each variable is the inverse of
the square of these values. Allowable control deflections
are large enough to effectively eliminate them from this
weighting matrix tradeoff.

Eigenvalues for the pilot-aircraft system (ARI off,
SAS off) using lateral stick alone for control are shown in
Table 7. As illustrated by the table, the pilot model pre-
dicts that the pilot can maintain tight control throughout the
maneuver, although the Dutch roll natural frequency becomes

low at the higher angles »f attack.
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TABLE 6 WIND-UGP TURN WORKING POINTS

T-1089
ANGLE OF NORMAL
POWER VELOCITY ATTACK, ACCELERATION, PITCH RATE,
SETTING, V_, m/s a_, a_, m/s? q_,
& % Q e} n O
T (fps) deg (g's) deg/sec
q0(Mil)" 244 1.02 0.0 0.0
(800) (0.00)
30(4/B) 244 5.97 21.3 5.0
(800) (2.17)
100(A/B) 244 8.72 31.9 7.5
(800) (3.25)
100(A/B) 213 11.1 27 .6 7.5
(700) (2.81)
100(4/B) 183 15 .4 22.9 7.5
(600) (2.33)
100(A/B) 168 17.4 20.5 7.5
(550) (2.09)
100(A/B) 152 19.8 18.2 7.5
(500) (1.85)
100 (A/B) 137 24.6 15.1 7.5
(450) (1.54)
100(A/B) 130 27.8 13.1 7.5
(425) (1.34)
100 (A/B) 122 34.1 10.1 7.5
(400) (1.03)

is

as

*Military Thrust

**Afterourner

The nonadapting pilot model (introduced in Ref. 2)
an example of mismatched internal model representation,
also addressed in Ref. 18. The system dynamics which the

pilot model algorithms use to calculate the control gains,
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TABLE 7 PILOT-AIRCRAFT EIGENVALUES IN THE WIND-UP TURN
(LATERAL STICK ALONE, ARI OFF, SAS OFF)

T-1090
PILOT LATERAL |
MANEUVER CONDITION STICK/SPIRAL DUTCH ROLL ROLL ! YAW
Vor | %o 9 “n’ M “ns S, T, { 1,
Lgi; deg deg/sec | rad/sec - rad/sec - sec ; sec
244 1.02 ¢.C 7.38 0.740 2.40 0.468 | 0.892 !6.9
244 5.e7 5.0 7.42 0.726 2.12 0.426 | 0.849 !2.23
244 8.72 7.5 7.00 0.679 1.62 0.614 | 0.781 !1.72
213 |11.1 7.5 6.69 0.655 1.11 0.683 | 0.642 !1.84
183 (15.4 7.5 6.48 0.635 0.296 0.775 [ 0.335 51.19
152 |19.8 7.5 6.11 0.642 0.486 0.861 | 0.521 |2.39
137 [24.6 7.5 6.09 0.614 0.266 0.722 1 0,532 |0.855

i.e., the pilot's internal model, are different from the actual
aircraft's dynamics. There are good reasons for examining

the effects of fixed piloting strategy in maneuvering flight,
even though the pilot 1is capable of adaptation. If the pilot
can get similar tracking performance without changing his
strategy, his conscious workload is reduced. If the pilot

does not know the aircraft's dynamics will change in the future,
his best approach may be to continue using a fixed strategy;

in any case, true pilot adaptation is likely to lag the
aircraft's actual state.

There is some evidence that pilot model adaptation
is more directly related to changing contral effects than
changing stability characteristics of the aircraft., A simple
example is based on the first-order system discussed in
Section 3.2 for the critical tracking task. The pilot model
gain, —1/2gr§, in Eq. 1 is independent of the system time

constant, Teo and adapts only to changes in g. This result
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implies that modifications which affect G (such as an ARI) have
the most potential for altering pilot workload and affecting
piloting style, while modifications which affect F (such as a
SAS) may have less direct effect on piloting strategy.

3.2.3 Tracking Error Analysis of the Pilot-Aircraft System

This section describes a procedure for examining the
effects of fixed piloting strategy on the net tracking effec-
tiveness of the pilot-aircraft system, as well as on the con-
trol effort required of the pilot. The approach is based on
the computation of steady-state covariances which accompany
the generation of the pilot model estimation law. The steady-
state covariance matrix, X, is shown in Table 3. 1Its diago-.
nal elements are the mean-square values of the tracking errors
and the control commands issued by the pilot model.

For analysis purposes, the pilot model control law
is fixed at an assumed adaptation point, but the pilot model
estimation law is adapted to the aircraft's flight condition.
Thie approach is justified on the grounds that we are investi-
gating the independent effects of pilot control strategies
on tracking performance and that fixing the estimation law as
well would not allow an easy comparison with future evalua-
tions of independent estimation effects. Furthermore, the
assumption simplifies the computation of system covariances,
allowing direct use to be made of the Kalman filter computa-
tions, as mentioned above. The covariance matrix, X, of sys-
tem state and control variables is

rAx(t

i )

E | - sxT(t) auT(t)
su(t)

T
= T
X = PE +.,. ¢E(t) PV¢E(t) dt + Y
0
(3)
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where T is the pilot's perceptual time delay, and

. ® T,y «T
Y = J; Co(t) ¢p(T) Pyep(1) £.(t) dt

¢E(t) = e
F G . (4)
C(unadapted) -RLJ
¢C(t) = e
7] 9
P, = Py DTJ vl D) Py

Equation 3 can be derived from the expression for X in Table 3
when the control law is adapted. The only change that occurs
when the control law is not adapted is in Eq. 4. If the
nonadapted C causes an instability, the adapted steady state
tracking error does not exist (i.e., the tracking error goes
to infinity).

The assumed parameters for the human pilot are the
same as those used in the previous year's work (Ref. 2). The
pilot observes the perturbation angles and angular rates, the
numan time delay is assumed to be 0.2 sec, and the longitudinal
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and lateral states are assumcd TCc DE scanhed with eqaal
attention. The cerresponding visual noise-to-signal ratio,
Py, is 0.0257, assuming attention allocation to the task

of flving the lateral-directiornal dvnamics of the aircraft
is 40 percent. The neuromotor noise-to-signal ratio, Pu,
is set at the nominal value of 0.003r for all controls.

The aircraft is assumed to be disturbed by atmo-
spheric turbulence. This is modeled as an exponentially-

correlated, gauss-markov process

: L1
B () = - 2=

w T Awy(t)

along the body y-axis for the lateral-directional dynamics.
The value of the time constant, Ty, is taken to be 0.314
rad/sec, and the variance of the gust is 1.52 m/s (5 fps).

The pilot model estimator is determined at the wind-
up turn working points. For each pilot model sclution, the
state and control variances are determined by the diagonal
elements of the covariance matrix, X, By cross plotting the
variances, contours of system performance can be obtained.

The contours never cross the stability boundaries, which repre-
sent contours of infinite variance.

3.3 PREDICTION OF PILOT-AIRCRAFT STABILITY AND PERFORMANCE

This section presents st:bility regions and state
and control variance contours for the F-14A aircraft in a
wind-up turn maneuver. The results concentrate on the lateral-
direct ional uncounled dynamics of the aircraft, and they
illustrate the effect of an ARI feature on 1ilot-aircraft

irteractions.




3.3.1 Stability Contours for the Pilot-Aircraft System
at High Angles of Attack

Stability contours for the pilot-aircraft system
demonstrate the effect of pilot adaptation point (represented
by angle of attack, ap) during the wind-up turn. In all cases,
if the pilot is properly adapted to the actual flight condi-
tion (represented by “A)' the closed-loop system is stable;
however, if the pilot chooses a control strategy which is
optimal for a different point on the wind-up turn, he may
destabilize the overall system. (As mentioned earlier, his
adaptation could lag the actual flight condition, or he couid
purposely choose a sub-optimal policy.) If the stability of
the pilot-aircraft system is evaluated at a number of points
representing matched and mismatched pilot adaptation, the

fstability boundaries can be defined by interpolating between
stable and unstable points, producing results such as those
shown in Figs. 36 and 37.

Each of the figures has a band of stability in the
region of the line of perfect adaptation. 1In Fig. 38a, the
most striking feature is the stability "neck™ which occurs
~ when a, equals 15° to 20°. The pilot must be very careful
about choosing his control strategy in this region, as an
unstable spiral mode region is easily entered if the strategy
is not nearly optimal. The instability would be characterized
by a '"departure" with increasing heading and roll angles.

If the pilot uses both lateral stick and pedals, the
stable regions are expanded, and the onset of the nonadapted
unstable spiral mode region occurs at higher Gy, as shown in
Fig. 36b. The instability region for ap greater than Ay is
eliminated, and active use of the rudder is seen to have a
stabilizing effect. If the pilot model controls with foot
pedals alone (not shown in the figure), there are no regions

of instability in the a plane, a result which is con-

A~ %
sistent with flight experience.
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The regions of instability in the pilot-aircraft
diagrams can be linked with gain sign changes ian the pilot
model feedback gain matrix, C. Tables 8 to 10 show optimal
pilot model gains with the ARI off. The sign changes on roll,
yaw, and yaw rate in Table 8 are considered to be the cause of
the spiral instability with lateral stick. The lack of sign
changes in Table 9 indicates the desirable characteristic of
rudder control, which produces no instabilities in the pilot-
aircraft diagrams. Rudder control uniformity carries over to
the dual-control pilot model gains in Table 106 where the roll,
yvaw, and yaw rate gains for lateral stick do not change sign
up to 24.6-deg oy

The effect of the ARI design discussed in Ref. 2 is
shown in Fig. 37. For control with the lateral stick alone,
the unstable spiral regions are eliminated, but regions of
Dutch roll instability occur instead. Failure of the pilot
model to edapt leads to "wing rock'" tendencies, which could
result in divergent oscillations. As the aircraft angle of
attack further penetrates the region of Dutch roll instability
(with up<aA), the rocking decreases in frequency and the amplitude
of the oscillation increases rapidly. If the pilot overadapts
(°p>°A) where ap is below 10 deg, the other Dutch roll insta-
bility region is entered. Above 10-deg Cps the pilot can
overadept significantly without encountering instabilities.

If thie pilot uses both lateral stick and pedals with
the ARI on, the stability contours are presented by Fig. 3%b.
If the pilor does not adapt, a high frequency, lightly damped,
instabilaty region is entered. The instability stays lightly
dumped uun the atrcraft angle of attack Increases, causing the
aircreft te rock arth a moderately increasing amplitude., If
the pslotl overadar®s significantly before 185-deg @y, the other

ey hipgh frenquency, lightly damped unstable region is entered.




TABLE 8 PILOT MODEL LATERAL-STICK GAINS (SAS OFF, ARI OFF)

ATRCRAFT

ANGLE OF SIDE YAW ROLL ROLL YAW

ATTACK, VELOCITY, RATE, RATE, ANGLE, ANGLE,
deg a8/av 38/9r 38/9p 38/9¢ 38 /3y
1.02 +0.522 -4.93 -0.123 -0.345 -1.68
8.72 -0.509 +1.74 ~-0.619 -0.582 -1.23
11.1 -0.544 +1.43 -1.02 -0.827 -1.62
15.4 -0.433 +-2.98 -3.52 -3.40 -3.72
19.8 -0.417 +18.8 -3.26 +2.89 +3.74
24.6 -1.50 +18.07 -3.66 +1.80 +4.12

TABLE 9 PILOT MODEL PEDAL GAINS (SAS OFF, ARI OFF)

AIRCRAFT
ANGLE OF SIDE YAW ROLL ROLL YAW
ATTACK, VELOCITY, RATE, RATE, ANGLE, ANGLE,
deg 36 /av 38/ar a6/9p 36/3¢ as /3y
1.02 +0.0276 -1.049 -0.0281 ~0.1618 -0.338
8.72 +0.0574 -1.087 +0.0327 -0.1¢81 -N.324
11.1 +0.127 -1.449 +0.0526 -0.218 -0.440
15.4 +0.276 -2.01 +0.126 ~-0.26% -0.625
19.8 +0.503 -2.96 +0.294 -0.403 -0.987
24.6 +0.772 ~4.33 +0.373 ~0.729 -1.74
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TABLE 10 PILOT MODEL DUAL CONTROL GAINS (SAS OFF, ARI OFF)

T-1219
AIRCRAFT
ANGLE OF SIDE YAW ROLL ROLL YAW
ATTACK, VELOCITY RATE RATE ANGLE ANGLE
CONTROL deg 98/av ad/ar 28/3p 0i /3¢ 38/ dy
Lateral- 1.02 -0.645 -0.367 -0.386 -0.764 -2.08
Stick
8.72 -0.0299 -0.0260 -0.559 -0.853 -2.19
11.1 +0.0302 -0.420 ~-0.947 -1.22 -3.29
15.4 +0.548 -2.84 ~-2.34 -2.98 -8.78
19.8 +0.884 -4.34 -3.31 -3.00 -9.16
24 .6 +0.160 -3.88 ~-4.44 -3.48 -10.56
Pedals 1.02 +0.0342 -0.99% +0.0572 +0.109 +0.101
8.72 +0.0137 -1.074 +0,0387 -0.0901 -0.397
11.1 +0.0474 -1.48 +0.0451 -0.169 -0.721
15.4 +0.154 -2.39 +0.073 -0.369 -1.57
19.8 +0.339 -3.90 +0,259 -0.625 -2.82
24.6 +0.454 -5.42 +0.119 -1.04 ~4.66

The instabilities with the ARI on can also be related
to piiot model gain sign changes, as shown in Table 11. Unlike
results with the ARI off, the sign changes in Table 11 for
lateral stick with the ARI on occur for feedback of lateral
velocity and roll rate, which primarily affect stability of
the Dutch roll mode, as shown in Fig. 37. The ARI does sig-
nificantly reduce the magnitude of the _.:lot model gains at
high angle of attack, implying reduced pilct control effort.
Gain sign changes also occur in the dual-control pilot model
with the ARI on, as shown in Table 12. Lateral velocity, yaw
rate, and yaw angle gains for the pedal commands show the
most change with increasing angle of attack. The ARI does
not reduce gain magnitude with dual control, and it signifi-
cantly increases the gains for the pedals when compared with
Table 10,
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TABLE 11 PILOT MODEL LATERAL-STICK GAINS
(SAS OFF, ARI ON)
' T-1221
AIRCRAFT
ANGLE OF SIDE YAW ROLL ROLL YAW
ATTACK, VELOCITY, RATE, RATE, ANGLE, ANGLE,
deg 3d8/3v 38/a3r ad/dr 98/3¢ a8/
1.02 +0.522 -4.93 <-0.123 -0.345 -1.68
8.72 -0.509 +1.73 -0.620 ~-0.582 -1.23
11.1 -0.610 -6.16 =0.0702 -0.741 -3.08
15.4 +0.327 -2.42 +0.281 -0.178 -0.685
19.8 +0.352 -1.94 +0.284 -0.149 -0.589
24.6 +0.5156 -2.74 +(0.408 -0.28¢ -0.991
TABLE 12 PILOT MODEL DUAL CONTROL GAINS
(SAS OFF, ARI ON)
T-1218
AIRCRAFT
ANGLE OF SIDE YAW ROLL ROLL YAW
ATTACK, VELOCITY RATE RATE ANCLE ANGLE
CONTROL - deg 33/3v 38 /5r 38/5p 38/39 38/3w
Lateral- 1.02 -0.645 -0,367 -0.386 -0.764 -2.08
Stick
8.72 ~0.0300 -0.0260 -0.559 ~0.853 -2.19
11.1 +0.0302 -0.421 -0.947 -1.22 -3.29
13.4 +0.581 -2.816 -2.63 -2.79 -8.16
19.8 +0.890 -4.33 -3.27 -2.97 -9.05
24.6 +0.816 -4 .44 ~4.49 -3.583 -9.44
Pedals 1.02 +0.0342 -0.995 +0.0572 +0.110 +0..01
8.72 +0.0137 -1.074 +0.0387 ~0.0901 -0.397
11.1 +0.,0418 ~-1.404 +0.223 +0.0589 -0.196
15.4 -0.362 +0.153 +2.47 +2.17 +5.88
19 .8 -1.11 +3.17 +5.0623 +4 .24 +12.01
24 .6 -0.765 +2.48 +8.09 +6.27 +12.8
7R
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3.3.2 Effects cof Nonadaptive Piloting Behavior on
Tracking Performance Contcurs

This section uses the covariance values obtained
from the pilot model to produce performance contours in the
ap = ap plane. The technique for obtaining the contours is
described in Section 3.2.3. The performance contours show
the effects of adapted and nonadapted control behavior on the
closed~loop motions of the aircraft which result from turbu-
lence inputs. The important feature in the contour plots is
not the actual rms values of the motions and control usage'
(which are disturbance-model-dependent) but the contour varia-
tions as the pilot model adaptation point is varied.

In each series of figures, the three variables shown
are the varian.es of the lateral stick and/or pedal commands,
the variance of the roll rate, and the variance of the lateral
velocity. The stick and pedal variances give indications of
the effort which the pilot must exert to achieve control.

Roll rate is a key variable for maneuvering flight, and its
variance is an important indicator of maneuvering precision.
The lateral velocity variance can be associated with pointing
precision, which is of obvious concern in air combat maneuver-
ing.

The rms performance contours, using a single control,
are shown in Fig. 38. The performance contours can portray
improved rms values in off-diagonal regions because the optimal
control pilot model is not separable, i.e.,, the optimal filter
design depends upon the control gains., Fer lateral stick
alone, the state rms values exhibit remaisable uniformity
in performance, even very close to the stability boundary
where the state rms values have infinjite variance. This
suggests that the pilot-aircraft stability boundary is en-
countered abruptly if the pilot fails to adapt,.
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For control with the pedals alone, the opposite tends
to be true up to an aircraft angle of attack of 20 deg. 1If
the pilot model does not adapt, fracking performance (particu-
larly lateral velocity) deteriorates. This is a further indi-
cation that the rudder is a favorable control surface for
high angle of attack regions, because motion cues aid the pilot
in adapting correctly with rudder control.

¥Yhen the pilot model uses both the lateral stick and
pedals (with the ARI off), the tracking performance contours
are shown by Fig. 39. There is an improvement in performance,
as signified by the decrease in the rms values for the stateé
and contrcl for low ap- Figure 39 shows that the adapting
pilot model must continually increase control effort as the
aircraft angle of attack increases. At the top of each dia-
gram in Fig. 39 is a region where the pilot model estimator
algorithm diverges with the chosen human parameters. The
neuromuscular noise-to-signal ratio, Pu, is found to be the
primary cause of the divergence, because the estimator algo-
rithm converges to a solution if Pu is decreased sufficiently.
Decreasing Py does not stop the algorithm divergence. The
divergence region does not ocgur when the pedals or lateral
stick are used separately, as shown in Fig. 38,

As pointed out in Section 2.2.1, algorithm divergence
suggests that the pilot could have control difficulties; how-
ever, it is not clear that the constant neuromotor noise-to-
signal scaling is an accurate representation of human response
when the signal level becomes very large, as in the region of
divergence. It is at least as likely that the neuromotor
noise would reach a maximum level, implicitly decreasing Pu
at large signal levels, This assumption is employed to gener-
ate results shown in Fig. 40b. In the two-control (stick plus

pedal) case, neuromotor noise forces estimator divergence for
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all values of = beyond about 16 deg. Consequently the two-
control results are obtained witb Vu frozen at its single
control level. Even with fixed Vu’ dual-control rms values
rapidly increase with Oy
In contrast, performance contours in Fig. 40a, with
lateral stick only and the ARI on, show good results. There
is a marked improvement in lateral-~stick control effort with
the ARI on when compared to Fig. 39a, in which the ARI is off.

The cor.clusion is that dual control at high %, is
difficult because the ARI! logic causes both the stick and
pedals to command rudder only. Improving performance with

iuteral stick alone, is the primary purpose of the ARI.

3.3.3 Predicted Tracking Performance in a Typical
Air Combat Maneuver

An interesting observation concerning the pilot's
control effort can be made using the results of the previous
section, Contours of minimum control effort do not necessarily
fall along the diagonal line of perfect adaptation because
the pilot model is nonseparable and because the weighted sum
of state and control varionces does not guarantee minimum
values of control variance alone. Figures 38 and 39 illustrate
that minimum values of lateral stick and rudder variances
frequently occur at sub-optimal adaptation points. Further-
more, as will be hown below, contours of minimum control
effort ofter imply less control strategy adaptation than is
required to maintain overall optimality. The combination of
reduced control effort and reduced variation in control
strategy strongly suggests the lypothesis of minimun-control-
effort (MCE) pilot model adaptation, which is discussed in

the remainder ot this section.
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MCE pilot model adaptation presents a rationale for
how the pilot changes his control strategy, including the
selection of his cnontrol outputs when more than one is avail-
able, as flight condition varies. Figure 41 illustrates the
MCE adaptation pattern which would be followed in the wind-up
turn, with the heavy line tracing out the corresponding MCE
ap - op relationship. For o below 12 deg, there is no sig-
nificant lateral control effort reduction associated with
using the pedals as well as the stick (as seen with comparison
of Fig. 41 with Fig. 40), and the MCE pilot model is '"content"
to use stick alone. The MCE strategy is slightly overadapted
at low Y and slightly underadapted at oy = 12 deg; hence,
the net amount of adaptation is lower than that implied by
fully optimal control.

As oa continues to increase, Fig. 41 shows that the
stick-alone MCE strategy is headed for a stability boundary.
The pilot can avoid the boundary by adapting to a more nearly
optimal stick-alone control strategy, but this requires sub-
stantially increased control effort in the vicinity of the
stability neck. As alternatives, he can either blend in the
use of foot pedals (coordinated adaptation) or resort to the
use of pedals alone (stick-centered adaptation) for lateral-
directional cocntrcl. The advantage of the first approach is
that relatively good maneuvering precision can be maintained
with both controls without requiring counter-intuitive control
style (i.e., pilot model control gains in Table 11 do not
change sign at high aA). However, the coordinated use of
stick and pedals at high angle of attack is a difficult task,
and the stick-centered adaptation is likely to be the prefer-
ablc soulution tor this aircraft model with the ARI off. The
resulting increases in roll rate and lateral velocity variances
are modest using pedals alone for control.
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Experimental results indicate that the MCE pilot
model hypothesis does, in fact, describe a realistic pattern
of pilot adaptation, Figure 42 is a partial time history of
a wind-up turn maneuver in which a trained pilot is flying a
ground-based simulation of the subject aircraft. The aero-~
dynamic model of the aircraft is the same as that used in our
linear analysis, althcugh the nonlinear, time~varying equations
of motion drive the simulator. Below 18-deg angle of attack,
the pilot ccntrols with stick alone. As Y increases bevond
10 deg, stick motions and sideslip excursions buildup. At
ap = 18 deg, the pilot begins to use the rudder pedals
actively, while his use of the stick is substantially dimin-~
ished. This result tends to confirm the MCE pilot model,
although further validation is warranted.

The potential instability that can occur for lateral
stick alone can be understood by considering the pilot model
A of 17 deg, the
adapted roll and yaw gains change sign almost instantaneously.

gain variations shown in Fig. 43. Near an o

Figure 43 also shows that the minimum control effort pilot
gains have little variation and approach the nonadapted pilot
gains for a, = 11 deg. The roll and yaw adapted pilot model
gains do not change sign for lateral stick at 17-deg oy

when stick and pedals are used.

The sign change of the pilot model roll and yaw gains
is a characteristic of the unusual way control rate weighting
is incorporated in the pilot model and is not a characteristic
of optimal regulators in gcneral. The roll and yaw gains for
a DPSAS design using the same reference gircraft are shown in
Ref. 2 and do not “jump" near 17 deg . The jump can be
understood by using the pilot model gain for a tfirst-order
system, shown in Eq. 1. If an important element, g, in
the control effect matrix, G, for the aircruft changes sign
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by going through zero, the '"1/g" behavior of the pilot model
gain could occur. The specific control yaw moment due to
differential s*abilator shown in Fig. 43 has such a sign

change near 17-deg ay for the reference aircraft.

The control yaw moment is just one explanation for
the stabijlity characteristics of the pilot-aircraft system.
The importance of the optimal control pilot model approach to
finding potential departure boundaries is that all character-
istics of the aircraft model which could cause instability
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are included in the analysis. The analysis is not constrained
to a few parameters (Can o’ LCLP, etc.) which have shown
correlation with stability boundaries in the past.

The MCE path for lateral stick control with the ARI
on is shown in Fig. 44, Minimum control effort predicts sta-
bility particularly at high angles of attack. On the other
hand, nonadaptive pilot model behavior fixed at up = 11 deg
predicts an unstable Dutch roll region for *a between 15 and
18 deg with a stable region between 20 and 29 deg.

Figure 44 constitutes a case where nonadaptation and
MCE predict markedly different pilot behavior at high angles
of attack. This is an indication that test results with the
ARI on may have variability from pilot to pilot and even from
run to run. For example, a pilot simply flying the wind-up
turn trajectory will have sufficient time to monitor the MCE
performance and remains reasonably adapted and stable. On
the other hand, a pilot vigorously tracking an opponent who
is performing a wind-up turn may not fully monitor his air-
craft's flight condition. 1If he remains unadapted, the un-
stable Dutch roll region will be encountered. ARI and CAS
designs other than that assumed here could eliminate the un-
stable Dutch roll region in Fig. 44, greatly improving the
reference aircraft's capabilities.

3.4 CHAPTER SUMMARY

The optimal control pilot model is used in a tech-
nique for predicting pilot-aircraft behavior at high angles
of attack. Using the pilot model algorithms developed in
Ref, 2, pilot-aircraft stability diagrams are constructed by
examining linear models of a fighter aircraft and pilot along
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a wind-up turn maneuver.

tegies,

from complete adaptation to no adaptation,

The effects of pilot control stra-

can be

represented and analyzed as functions of the actual flight

condition and that which is assumed by the pilot in selecting

his control strategy.

result in pilot-aircraft instability.

Differing piloting strategies can

The unstable regions

indicate conditions under which the aircraft could depart

from controlled flightf
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In the stable regions of the stability diagrams,
performance contours of pilot model tracking are constructed.
The performance contours show the effect of nonadapted pilot
control strategy on the rms values of aircraft states and
controls. The importance of the results in this chapter are:

) A new method has been determined
for predicting departure boundaries
of high-performance aircraft.

® The method uses all information
available in a linear model of the
aircraft and is not restricted to
uncoupled flight conditions,

] The method incorporates pilot behavior
in predicting departure boundaries
through the use of the optimal control
pilot model. Instabilities caused
by pilot physical limitations and
control strategies are included in
the method.

® The effects of control implementation
on departure boundaries can be included
in the method. For the aircraft con-~
sidered in this study, the beneficial
use of an ARl is extensively studied.

° When the method indicates an instability,
both the characteristic¢s of the instability
(i.e., wing rock, nose slice), as
well as the relative severity, are
predicted.

] “hen the method indicates stability,
the performance of the pilot’'s tracking
ability inside the stability region
can be analyzed.
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THE ANALYTIC SCTIENCES CORFORATION

( ° To predict the adaptation path a
pilot could take in flight, the mini-
mum control effort (MCE) strategy
can be used. An MCE strategy is
shown to be the path taken by a pilot
in the wind-up turn maneuver with
the aircraft under study.

In summary, the optimal control pilot model shows
considerable promise as a general effective approach for the
predsction of pilet-aircraft behavior in maneuvering flight.
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3. CONMAND AUGMENTATION SYSTEM DESIGN FOR
TMPROVED MANEUVERABILITY

This chapter presents the design of a departure-
prevention command augmentation system (DPCAS) for the subject
aircraft. The system is designed to augment aircraft stability
throughout the maneuvering envelope and tc provide precise
response to pilot commands. The DPCAS design emplovs new
techniques in coordinated control mechanization and propour-
tional-integral command system formulation.

This DPCAS design methodology is particularly useful
for defining the control systems of modern aircraft, which
mav be expected to maneuver at high angles and with high
rates, which may be equipped with redundant control sur-
faces, and which may be designed as control-configured
vehicles (CCV). By and large, current control design practice
treats each aircraft axis separately in preliminary design,
using "prior art’ to define control structures and ''tuning"
the system (including the addition of selected nonlinearities
and crossfeeds) during a program of exhaustive testing. The
DPCAS design approach takes the opposite approach, first
defining the gain-scheduled, coupled-control structure which
is required to provide ""Level 1" flving qualities (Ref. 20)
throughout the aircraft's mancuvering envelope and using the
testing phase to simplify the controller, as appropriate. The
advantage of this approach is that control system regnuirements
are visible at an early stage of system development. Testing
is required in either approach; however, DPCAS design relies
less on the designer's intuition and more on quantitative
measures of system performan . c.
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Tliis chapter’'s objective 1s to develop and demonstrat:

flight control design technology which can improve the per-

formance and mission effectiveness of a fighter aircraft.

Antecedents can be found in the development of departure-
prevention stability augmentation systems (DPSAS) for fighter
aircraft (Refs. 1 and 2) and 1n the design of digital-adaptive
command augmentation controllers for a helicopter (Refs. 21,
22. and 23). Two versions of the DPCAS are designed using
linear-optimal control theory: they are "Tvpe 0" and "Type 1"
controllers, in the parlance of control system design. The
two versions vield almost 1identical step response character-
istics for a given set of aircraft dynamics, since the Type 1
law is a linear transformation of the Type O law {and vice
versa); howewver, their responses are not identical when

there is measurement noise or turb lence and when the air-
craft's actual characteristics do not match the character-

istics used for design.

An outline of Type 0 and Type 1 DPCAS fundamentals
is presented in this chapter. The aircraft motions about a
reference flight path are assumed to be adequately defined by
a linear model which, when combined with a quadratic cost
function (to be minimized by control), leads to the DPCAS
design., Using a pilot cemmand mode discussed in Appendix C,
the final part of the chapter presents control designs for a
wide range of dynamic pressure, angle of attack, and roll rate.
Variations in control gains caused by differing flight condi-
tions are demonstrated graphicallv. A summary of results is
presented at the end of the chapter, and details of Type 0/
Type 1 linear-optimal control system design are described in

Appendix D.
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4.1 FUNDAMENTALS FOR DPCAS DESIGN

4.1.1 Tvpe 0 and Tvpe 1 Proportional-Integral Controllers

A Tvpe 0 DPCAS tracks constant commands without using

a pure integration in the forward loop. This means that if
aircraft characteristics differ from the design model or if
constant disturbances affect the aircraft (e.g., wind). the
pilct must compensate to obtain the desired command response.
A Tyvpe 1 DPCAS tracks constant commands with zero steadyv-state

error using a pure integration in the forward loop. The Type 1
DPCAS performs the necessarv measures needed to counteract
modeling errors and disturbances. A Type O DPCAS has approxi-
mate trim capability, while the Type 1 DPCAS has automatic trim

capability.
The design of Type O and Type 1 DPCAS begins with
the definition of a coupled linear, time-invariant model of

the aircraft,

6x(t) = F ax(t) + G su(t) (

[3)]
—-

where 2u(t) is the m-vector of control command perturbations,
and £x(t) represents the n-vector of the aircraft's dynamic
states. The purpose of the control vector in a DPCAS design
is to stabilize the aircraft and, at the same time, force a

desired output combination of states and controls, given by
sy(t) = H,, Lx(t) + H, Adu(t)

to attain an arbitrary, constant reference value, Axd, of
dimens.ion %, that 1is,

lim Ly(t) = Ly,
t o
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where Hx and Hu are constant (i>»n) and (1xm) matrices, respec-

tively. The reference, Azd. represents the pilot's perturbation

command through the center stick, pedals, or other availabie
control input devices.

Both the Type 0 and Type 1 DPCAS minimize the same

scalar-valued cost functional of states and controls:

Q M Ax .
J = f [;ET AET] I + uTR &
M Q2 du

The designer's freedom rests in the choice of the

dt

[F=13

matrices O and R, which weight perturbations in state, control
displacement, and control rate. The design procedure consists
of the choice of Q@ and R, the computation of clused-loup per-
formance, and the adjustment of Q and R, as discussed in
Section 4.2.1.

The Type 0 DPCAS is shown in Fig. 45: its control
command takes the following form:

t
Au(t) = 4u(0) + fn {-KIA_)g(T)-KzAg_(r)'rLAXd}dr (8)

The matrix, Kl. is the state feedback gain; the matrix, K
is the control “low-pass filter" gain, which results from

2 '

welghting Aé in the cost functional; and the matrix, L, is

the steady-state decoupling gain.

The Type 1 DPCAS is shown in Fig. 46, and its control

command can be expressed as

t
su(t) = -C; 8x(t) - C f; {Ay_(t) - A};d}dt - C,85(2) (7)
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C1 is the state feedback gain, and C2 is the guin of the

integral of the command error. The relationship between the
gains in Ey. 6 and Eq. 7 is

F G |4
g (8
X u
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The Type 1 control gains (Cl' C2) and the gain L can be obtained
from the Type O control gains (K1 and Kz) if the composite ma-
trix in Eq. 8 can be inverted. This requires that the matrix
be square, which is not the case if the dimension of the con-
trol vector (m) and the dimension of the command vector (L) are
different. In such case, we can take the Penrose pseudo-
inverse (Ref. 24) of the ((n+2) (n+m)) composite matrix,

&
F 61 [511 512

(9)
By Hy Sp1 So9

Then, the Type 1 control gains and the gain L are readily ex-
pressed as

C1 = Ky 837 * Ky Spy
Co = Ky Sy5 + Ky S5

L=
Co
The derivation of these gain reiationships and the '""total
value'" version of the control laws (for implementation on-
board the actual aircraft) are discussed in Appendix D.

The pseudoinverse in Eq. 9 determines a best possible
alignment among the gains in Eq. 8. Different pseudolnverses
obtained using a weighted-least-squares approach produce dif-
ferent steady-state control position values as discussed in
Appendix D. When the composite matrix in Eq. 9 is square and

invertible, Cl' C?, L, and control steady-state values are

ol

unique. The reason for the nonsguare composite matrix for
the DPCAS design presented here is that there are more con-
trols than commands, as shown in the next section.
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4.1.2 Command Mode Selected for Study

The study aircraft is assumed to have six controls
effectors which can be commanded by the control system:
throttle, LGT, stabilator, LSS. and main flap, Lémf (for

the longitudinal axis); spoiler, differential stabilator,

Aésp’
Asds’ and rudder, Aér (for the lateral-directional axes).
Appendix C discusses the candidate command modes which could

be executed with this control set. Each command mode can

have (at most) six independent commands. As shown in Appendix
C, a perturbation command vector set which is suited to air-
craft maneuvering (as distinguished from precision pointing and
tracking) is: true airspeed, AV, normal acceleration, 2a_,
angle of attack, 4La, sideslip angle, 4R, stability-axis roll
rate, pr, and lateral acceleration, sa . The command vector

set is similar to the direct 1ift/direct sideforce mode used
in Ref. 3.

The total-value command vector set 1s related to the
body~axis aircraft states as follows:

vV = VLZ + v2 + w2

g = arctan v/vu  + w
a = arctan (w/u)

p.. = p cos a ¢cos B + q sin £ + r sin o cos B

v [v + @é[v (10)
_an \2{ WJ
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Only the last two rows in Eq. 10 are needed, as V is not a

w
command variable. Hg(a,8) is the body-to-wind-axis transfor-
mation matrix, and wl is the matrix equivalent of the vector

B
cross-product, where

0 -T q
Qé = r 0 -p
-q p 0

By linearizing the relationships between the commands and
aircraft states about the nominal flight condition, the per-
turbation commands can be written as

13 T _—
LY 4 [AV fa Bda A8 Aay AB] = H ox + Hu Au (11)

where Hx and Hu are constant matrices depending on the nominal
conditions. A controllability rank test of the composite
matrix, Eq. 9, is presented in Appendix C; this demonstrates
that the six commands can be accommodated. Unfortunately,
many of the control effectors readily saturate duce to control
surface displacement limits for the 6-dimensional command
vector. To form a more desirable control-command situation
within the constraints, some commands must be eliminated. In
rapid maneuvering, throttle is usually at full power,; hence,
AV can be treated as a separate control problem. A lateral
acceleration command would enable the aircraft to perform a
flat turn (or '"side step'), but lateral acceleration is diffi-
cult to accommodate without auxiliary control surfaces (e.g.,
“chin fins") and is eliminated. The more common turning pro-
cedure is to bank the aircraft with pr and to command normal
acceleration, Aan, at zero sideslip angle. Keepinr these three
commands, ﬁan, pr, and 2a, angle of attack must e ¢liminated

because main flap and stabilator have difficulty providing
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direct lift with 2a held constant. [emoving iV, 4o, and Aay
from the comnand vector, and afT from the active control vector,
the perturbation commands and controls reduce to the following

sets for this study:

T
"’Ed = [Aanr ABr pr]
T
/ = A ’ L » a
Lu LL.S, B es bEGL L84g uéT]

The pilot is assumed to command normal acceleration
and stabilitv~axis roll rate with conventional center-stick
motions, and sideslip angle is commanded by the foot pedals.
The five control surfaces (throttle has been eliminated)
receive coordinated commands from the pilot and the feedback
loops. Rows and columns in Hx and Hu in Eq. 11 are eliminated

as appropriate to match the reduced control-command set.

4.1.3 Flight Conditions for Point Design

The optimal control gains derived for a single flight
condition would stabilize the aircraft for some range of
nominal variations because linear-optimal regulators are
"robust'" (Ref. 25); however, changes in the aircraft dynamics
would lead to less-than-optimal regulation. To understand
how the control gains should change to maintain best performance
during maneuvering flight. the DPCAS is redesigned at each
of 25 flight conditions. As will be shown in the remainder
of the chapter, it is found that many gains are relatively
invariant with flight condition, some could be neglected
entirely, and others must be scheduled to maintain near-

optimal stability and command response.

Two separate maneuvering condition sweeps have been

conducted, with the reference aircraft flying at an altitude
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of 6,096 m (20,000 ft). Angle of attack and dynamic pressure
are varied in the Jongitudinal sweep, and angle of attack
and stability-axis roll rate are varied in the lateral sweep.
The aircraft is trimmed at each flight condition in each
sweep, because the perturbation command transformation matrix
[Hx Hu] requires knowledge of the nominal states.

A range of angles of attack and dynamic pressures is
considered in the longitudinal sweep, as shown in Fig. 47a. The
aircraft dynamics remain uncoupled in the longitudinal sweep.
Changes in dynamic vressure, q_, are accomplished by changes
in true airspeed, Vo’

q = ovg

x©

(S

where p is the air density. Changes in trim angle of attack
are performed by increasing the nominal pitch rate. The
solid points in Fig. 47 represent the two primary design
points used to obtain the nominal DPCAS cost function weight-
ings.

The lateral sweep, shown in Fig. 47b, varies angle of
attack and stability-axis roll rate at a velocity of 144 m/s
(600 fps). For non-zero roll rates, the aircraft is fully
coupled about all three axes. Pitzh rate is varied in the
lateral sweep to maintain trim conditions.

4.2 DPCAS PERFORMANCE IN MANEUVERING FLIGHT

4.2.1 Control Design Procedure

The design procedure for the linear-optimal DPCAS
design involves specifying elements in Q and R until the shapes
of the step responses of the command variables and associated
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control motions meet design objectives. In addition, the

closed-loop eigenvalues of the system should be located in
preferred regions of the left-half complex plane.

The elements in Q and R are specified as the inverses
of the maximum mean-squ.re values of the weighted variables,
i.e.,

2
q.. = 1/Ax
11 imax
= * 2
Ty 1/Aui
max
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TABLE 13 DPCAS WEIGHTS AT DESIGN POINT 1
T-1091
MATRIX MAX IMUM
MATRIX TYPE MATRIX ELEMENT MEAN VALUE
Q State Axial Velocity, 4u 12.2 m/s
Position (40 fps)
Lateral Velocityr, Av 3.05 m/s
(10 fps)
Normal Velocity, 4w 3.66 m/s
(12 £ps)
Body Angular Rates 20 deg/sec
Q State Lateral Acceleration, Av 3.66 m/g>
Rate (12 fps?)
Normal Acceleration, Aw 1.53 més2
(5 fps<)
Q Pilot Stability-Axis Normal 0.533 m/s?
Command Acceleration Command, Aan (1.75 fpsz)
Sideslip Command, A8 0.2 deg
Stability-Axis
Roll Rate Command, pr 2.5 deg/sec
Q Control Stabilator Deflection, Aés 10 deg
Position
Main Flap Deflection, Aémf 5 deg
Spoiler Deflection, Adsp 27 deg
Differential Stabilator
Deflection, Aads 6 deg
Rudder Deflection, Aér 15 deg
R Control Stabilator Rate, Aés 3 deg/sec
Rate Main Flap Rate, Aémf 4 deg/sec
Spoiler Rate, Aésp 4 deg/sec
Differegtial Stabilator
Rate, & ds 3 deg/sec
Rudder Rate, Aér 4 deg/sec
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QR 1s composed of weighting factors for state positions., state
rates, commands, and control positions. The elements of @

combine as

1 |
—— L 0 al T
Axmax : F 1 Hx 1
2 | e e a= - - I
Q T + Tl [F G) + Tl 1 [Hx Hu]
|——l— 1 G Ax H Ay
0 |Au2 max u max

1 max

Q generally is full, positive definite, and has cross-weighting
between state and control positions. R is diagonal and

positive definite.

The Q and R elements used as the baseline design at
Design Point 1 in Fig. 47 have the values shown in Table 13
for both the Type O and Type 1 DPCAS. The weighting on control
position is chosen as one-half the maximum travel of the control
surface. The weighting on control rate is chosen as one-tenth
the maximum rate of the control surface actuator. The state,
state rate, and command weightings are found by observing
command step response time histories at the two design points
in Fig. 47.

Experience has determined that five weighting elements
in Q are instrumental in shaping the step response of the
system:

o Increasing the lateral velocity weight
(i.e., decreasing the allowable lateral
velocity) decreases the sidesclip rise
time

) Increasing the roll rate command weight
decreases the roll rate rise time

° Increasing the normal acceleration command

weight decreases the normal accelcration
rise time
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° Increasing the lateral and normal acclera-
tion weights reduces command overshoot and
moves complex pairs to higher frequencies
at higher damping ratios.

These primary weights have to be adjusted carefully. because
large weights induce large gains, making the system more and
more sensitive to feedback noise and increasing the possi-
bility of l1imit cycles.

The DPCAS is designed to the flying qualities speci-
fication for Class IV ajircraft, defined by MIL-F-8785B(ASG)
(Ref. 20). Level 1 flying qualities in the Categorv A flight

phase provide the design goal. The use of linear-optimal

control theory causes the closed-l1oop system to meet the
majority of the flying qualities specifications readily. Two
criteria that require monitoring during the determination of
Q and R are the short-period frequency specifications and the
requirement to roll through 90 degrees in one second. The

latter could not always be met at low dynamic pressure.

Table 14 shows the effect of the Type 0 and Type 1
DPCAS designs at Design Point 2 of Fig. 47. The Type 0 and
Type 1 DPCAS introduce new modes, as identified in Table 14.
The dynamic modes of the open-loop aircraft are classical,
and they include the effects of the roll and pitch angles.
As discussed in Appendix C, the roll and pitch Euler angles
are not considered in the DPCAS design model. When Aan and
‘p,, are commanded, pitch and roll angle reach unreasonable
steady state values (>360 deg); hence, they become meaningless
as feedback variables for regulation. Table 14 demonstrates
that loop closure increases short period and Dutch roll damp-
ing and couples the roll mode with the roll command integrator

State.
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Although the number of closed-loop eigenvalues is
different for the Type O and Type 1 systems, the DPCAS
design approach provideS‘interesting similarities between
the two systems. The Type 0O closed-loop eigenvalues are
given by the roots of :

F G ,
det { A - = Q' (12)
Ky K
while the Type 1 eigenvalues are the roots of
F-GC -GC
1 2 _
det| AI - = 0 (13)

Hx-HuCl --HuC2

The number of eigenvalues in Eq. 12 is n+m (states plus
controls), while the number of eigenvalues in Eq. 13 is n+%
(states plus commands). If 2 and m are equal the eigenvalues
are the same in both cases. If £ is less than m, some eigen-
values are eliminated and others are perturbed, as shown in
Table 14. In transforming from the Type O DPCAS to the Type 1
DPCAS, the longitudinal control and spoiler eigenvalues are
eliminated.

The effect of the DPCAS design on the eigenvectors at
Design Point 2 is shown in Tables 15 and 16 (only the normalized
magnitudes are shown). The eigenvectors for the states change
little when transforming from the Type 0 to Type 1 DPCAS. The
eigenvectors for the longitudinal secondary control (main flap)
actively couple into the longitudinal modes, while the
lateral-directional secondary control (spoiler) is virtually
separated from the other lateral-directional modes at the
flight condition. This secondary control coupling behavior .
prevails for most of the design flight conditions considered
here.
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TABLE 15 EIGENVECTOR MAGNITUDES FOR THE LONGITUDINAL DYNAMICS
AT DESIGN POINT 2 (V -122 m/s (400 fps), a _=15.3 deg,
q =2.5 deg/sec) o
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TABLE 16 EIGENVECTOR MAGNITUDES FOR THE LATERAL DYNAMICS AT
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g =2.5 deg/sec)
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The Type O and Type 1 DPCAS gain matrices at Design
Point 2 are shown in Tables 17 and 18, The gain matrices
illustrate why damping is increased in the closed-loop system:
rate feedback gains are large. The gains can be lowered by
decreasing the elements of Q at the cost of possibly deter-
iorated (though stable) performance. Large gains for the
Type O DPCAS may not be particularly adverse because control
surface commands are passed through low-pass filters. For
example, the break frequency of the low-pass filter element
in Table 17 is approximately 0.58 Hz (obtained from the
diagonal elements of the gain Kz). High-frequency noise
effects and the potential for limit cycles are greatly reduced
in the Type O DPCAS design.

The gains in Table 17 and 18 indicate that the
stabilators and main flap equally share control requirements
while rudder, particularly in the Type 1 DPCAS, is the primary
contrcller for the lateral-directional controls. As pre-
viously noted, the spoiler has small gains and little inter-
action with the system states.

Command response time histories of the DPCAS design
are demonstrated by separately stepping each command to unity
(in English units) and simulating the contro' law with the
linear, time-invariant aircraft model. The model is not
changed as the command drives the system away from the nominal
conditions. Figure 48 illustrates the smooth control movement
for a normal acceleration command of 0.305 m/s2 (1 fpsz) at
Design Point 1. The steady-state main flap value indicates
that the main flap will saturate for a command of 3.4 m/s2
(0.35 g). After main flap saturates, the stabilator will
accommodate the command until it saturates as well. In an
operational system, provisions must be made for control

saturatiqon effects. For the Type O system, this could require
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TABLE 17 TYPE O DPCAS GAINS AT DESIGN POINT 2
T-10983
| FEEDBACK GAIN, K,
L
[ AXIAL PITCH | NORMAL LATERAL YA¥ | ROLL
CONTROLLER | VELOCITY, | RATE, | VELOCITY, | VELOCITY, | RATE, RATE,
i sy, Aq, ; bw, Av, Ar, Lp,
|  m/sec deg/sec | m/sec m/set deg/sec | deg/sec
Stabilator, L&, = -0.177 -2.65 . -0.466 0.0 0.0 | c.0
deg : )
Main Flaps. 8¢ ., | 1.0 -1.61 ! 1.62 0.0 0.0 - 0.0
deg ; | :
Spoilers, Lés , | 0.0 i 0.0 : 0.0 -0,135 0.140 .0502
de P H
4 ! ; :
i . .
Differential 0.0 | 0.0 | 0.0 1.64 -0.469  -0.939
Stabilator, &€, . | ! ! i
deg | : !
Rudder. t¢_, 0.0 i c.0 ! 0.0 0.994 |(-4.51 | 0.534
deg l I '
LOW-PASS GAIN, K,
I waIn | DIFFERENTIAL
CONTROLLER STABILATOR, | FLAPS. | SPOILERS, | STABILATORS, | RUDDER,
Y igamf, bbb 884 as,,
deg L drg | deg deg deg
Stabilator, &¢, 3.64 [ 1.23 | 0.0 0.0 0.0
deg I !
Main Flaps, 26 .. 2.18 | 2.99 ! 0.0 0.0 ! 0.0
deg m | i
. ! | !
Spoilers, &6_ ., 0.0 0.0 ' 0.158 -0.188 ~0.058
Bp ]
deg '
Differential 0.0 0.0 ' -0.112 3.34 |-0.168
Stabilator, “‘ds' :
deg | { !
1 i
Rudder, &€, 0.0 0.0 | -0.058 -0.30 18
deg |
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TABLE 18

TYPE 1 DPCAS GAINS AT DESIGN POINT 2

114

T-1094
. FEEDBACK GAIN, o
| AXIAL PITCH | NORMAL LATERAL YAV ROLL
CONTROLLER VELOCITY, RATE, iVELOCITY, VELOCITY, RATE, RATE,
du, aq, | aw, , by, ar, 4p,
1 .?/sec deg/sec L m/sec H m/sec H deg/sec | deg/sec
Stabilator, 2f, .97 -1.47  -0.686 . 0.0 . 0.0 0.0
deg ) i i
Main Flaps, 86 ., '  9.64 -0.585 ¢ 1.85 0.0 0.0 0.0
deg ! !
i 1
Spoilers, 663 , 0.0 0.0 ! 0.0 -0.0531 0.0624 0.0342
deg P | i
Differential i 0.0 0.0 ; 0.0 -0.0853 0.0273 | -0.580
Stabilator, Adds, ! !
deg !
Rudder, Aér, 0.0 0.0 0.0 2.43 -2.82 0.109
deg
INTEGRATOR GAIN, C2
NORMAL
ACCELERATION SIDESLIP ROLL RATE
CONTROLLER COMMAND COMMAND COMMAND
INTEGRATOR, | INTEGRATOR, | INTEGRATOR,
88ag. 8Eg, SEpy
m/sec deg/sec deg
b= = = =
Stabilator, Ads, -3.74 0.0 0.0
deg
Main Flaps, &6, 4.92 | 0.0 ! 0.0
deg E
Spoilars, 86yn 0.0 -0.00734 0.109
deg P
Differential 0.0 -1.88 -1.33
Stabilator, Aéds,
deg
Rudder, Adr, 0.0 4.72 -0.831
deg
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Figure 48‘ Normal Acceleration Command Step Response at Design
Point 1 (Vo=183 m/s (600 fps), o ,=9.8 deg,
qo=5 deg/sec)

a gain shift at flap saturation and acceptance of the "g" limit
associated with stabilator saturation. For the Tyvpe 1 system,

“integrator runaway" (Ref. 26) also is a concern; this must be

handled by "anti-windup' measures, as in Ref. 27.

The sideslip step response and stability-axis roll
rate step response at Design Point 1 using the Type 1 DPCAS

are shown in Figs. 49 and 50, respectively. The sideslip

*Al] simulations for DPCAS in this report start at 0.1 sec
into the simulation.
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response has nc overshoot, spoiler and differential stabilator
smoothly reach negative values to cause zero stability-axis
roll rate, and rudder oscillates to dampen the Dutch roll
mode while accommodating the nonzerc sideslip command. The
stability-axis roll rate response is obtained from rapid dif-
ferential stabilator and spoiler motions to their required
steady-state values, while sideslip excursions are damped by
rudder. The step responses in Figs. 48 to 50 and all remain-
ing simulations in this chapter are computed using the Type 1
DPCAZ. As indicated by the eigenvalues and eigenvectors
shown in Tables 14 to 16, the state (and, therefore, the
cortrol) time histories are nearly identical for the Type O
and Type 1 DPCAS.

4.2.2 Combined Effects of Dynamic Pressure and
Angle of Attack

This section presents the effects of angle of attack
and dynamic pressure on closed-loop eigenvalues, DPCAS control
gains, and aircraft response. The fifteen flight points used
in the sweep are shown in Fig. 47. The sweep covers much of
the normal angle of attack, pitch rate, and dynamic pressure
(represented as changes in velocity) range for the aircraft.

As pointed out in the previous section, there are a
few Key weighting elements in the cost function which appar-
ently can be used to modify the step response of the command
variables as desired. This feature 1s advantageously used as
the angle of attack is varied to maintain approximate system
uniformity. Exact system uniformity, such as might be avail-
able through pole pla;ement algorithms, is not necessarily
desirable from the pilot's point of view, because system
variability can provide the pilot with useful information

regarding flight condition.




The four weight: ng elements that are changed with
flight condition are shown in Table 19. The general trend
is to increase the weight by decreasing the maximum mean value
as the angle of attack increases. Increasing the weights
generally offsets the loss in rise time encountered as the
angle of attack increases.

The effects of the weighting matrices on the response
characteristics are shown in Table 20. Table 20 lists the
rise time. overshoot, and settling time for each command at
each flight condition. The rise time is the time it takes
the response to reach 90 percent of the commanded value. The
cvershoot is the maximum peak of the response expressed as a
percentage of the command. The settling time is the time
required for the response to settie within 5 percent of the
commanded value. The step response characteristics in Table
20 show little overshoot and acceptable rise times. The roll
rate and sideslip results show gradual increases in rise time
as the angle of attack increases. The rise time increases
occur because the rudder and differential stabilator are
less effective at the higher angles of attack.

Closed-100p stability at the 15 flight conditions
for the longitudinal sweep are shown in Tables 21 and 22 for
the Type 0 DPCAS and Type 1 DPCAS, respectively. There is
little eigenvalue variation among those modes that remain in
transforming from the Type O to Type 1 DPCAS., The most varia-
tion occurs for the normal velocity mode, which becomes
faster (i1.e., more stable). The three complex roots have
increased natural frequency with dynamic pressure, and the

damping ratios remain fairly constant under all variations.

The increase in short period natural frequency is a require-
ment of MIL-F-8785B (Ref. 20) since the incremental change in




TABLE 19 WEIGHTING MATRTX ELEMENT VARIATIONS FOR THE
LONGITUDINAL SWEEP
T-1095
MANEUVER CONDITIONS | MAXIMUM MEAN VALUE WEIGHTING MATRIX ELEMESTS
! " BODY-AXIS  |STABILITY-AXIS T
v, o | ! NORMAL NORMAL | BODY-AXIS | STABILITY-
s W 3, i a4, iACCELERAT;ON Acchsnargou | VELOCITY | ROLL RATE
(fps) | deg/sec deg  deg’sec 'm/s” (fps”) m/s® (fps®) .m/s (fpa)J deg/sec
22 | .0 113 0 1.25 2.45 0.61 3.05 z.¢
(400) ! , (8.0) (z.0) (10.0) .
I | ! .
: 115.3 | 2.50 1.98 0.81 3.05 2.0
| ; | (6.5%) (2.0) (10.0) !
! : ! . I
\ 22,0 1 5.0 1.98 1 0.53 2.20 . 1.6
! ; i i (6.5) . (1.7%) . (7.5)
! | ; : ' i
‘ '26.7 i 6.25 | 1.98 : 0.457 ! 2.13 i 1.2
| : i ' (6.8) ©(1.5) (7.0
i , i : : :
; 3.1 | 75 1.98 ; 0.396 2.3 | 1.0
. : : : {6.%5) (1.3 L (7.0)
! ; | - ? : i
! i : ; : I I
183 | 0.0 | e8 : 50 ! 152 © 0.s3 © 208 1 2.5
(600) i ; ! Y(8.0) (1.75) | (10.0) |
f 18,4 . 7.5 1.52 0.53 © 2.7 1 24
1 ; ; I (5.0) (1.75) . (9.0)
| 19.4 | 10.0 1.52 ' 0.61 ©o2.44 1 1s
| : | L (5.0) L (2.0) T (8.9)
[ i [ : i
| !25.0 ! 12.5 | 1.52 ! 0.61 o198 1 1.4
; | ! . (5.0) i 2.0 - (B.3)
f 33.4 | 15.0 . 1.52 : 0.61 | 152 . 1.0
; ' ; . (5.0) | (2.0) o (5.0)
! | | ! |
246 ! 0.0 8.73 | 7.5 | 2.44 ! 0.61 3.0 3.0
(860) | L8 (2.0 (1¢.0)
! : : ' '
; “16.4 | 12.%5 . 1.€3 : 0.914 3.0% 2.5
; | | | (6.0) : (3.0) , (10.0)
19,3 | 15,0 1.83 'ooe1s - 274 1 2.3
! ! (6.0) (3.0) {9.0) :
| ' * .
; 23,4 ¢ 175 . 1.83 ; 1.22 2.0 . 2.5
. : i . (6.0) . (4.0) . (10.0)
, ! . :
: '28.1 | 20,0 ! 1.83 1.22 P 244 - 2.0
' : (€.0) (4.0) (8.0}
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normal acceleration divided by the incremental change 1in angle

of attack increases with dynamic pressure.

The effeci; of varying dynamic pressure on the step
response of the commanded variables are shown in Figs. 51 to
53. The main flap and stabilator controls have decreased
steady-state values as the rise in dynamic pressure increases
control effectiveness, as shown in Fig. 51. The rudder, dif-
ferential stabilator, and spoiler controls have approximately
the same steady-state requirements for sideslip and roll rate
responses in Figs. 52 and 53, with more rudder movement needed

at the lower velocities to dampen the Dutch roll mode.

As indicated in Table 20, the step response time
histories for the commanded variables do not change signifi-
cantly from Figs. 51 to 53 as the angle of attack increases.
On the other hand, the necessary control motions, particularly
for the lateral-directional dynamics, can have significant
changes at higher angles of attack, as shown in Fig. 54. To
satisfy a one~deg/sec roll rate command at X, = 32.4 deg,
spoiler motion changes sign, differential stabilator initially
moves in a positive direction to counteract the adverse yaw
effect at high Ay and a considerable amount of rudder is
needed to return a slow sideslip mode back to zero.

There are 36 non-trivial Type O DPCAS gains and 23
non-trivial Type 1 DPCAS generated for the angle of attack-
dynamic pressure sweep. Plotting some of these gairs as
functions of the flight condition brings out the basic re-

lationships that could be used to form a gain schedule.

Longitudinal Gains - The gains in Figs. 55 to.58 show

a fairly orderly progressiocn with velocity, and the varia-

tion with 2, shows a distinct change at 20-deg a - As the
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velocity increases, the Lfs—to-AGS gains in Fig. 53 and
a&mf-to—aémf gains in Fig. 57 increase to enlarge the band-
width of the low-pass filter for the Type 0 DPCAS. The
velocity feedback gains for the Type 1 DPCAS (Figs. 56 and
58) tend to be large at low angles of attack. Some reduc-
tion in normal acceleration command performance at low a

would be required to reduce the velocity gains,

Lateral Gains - Spoiler gains show a general trend

of approaching zero as the angle of attack increases (Figs.
59 and 60). Changes with velocity in spoiler and differential
stabilator gains are evident in Figs. 59 to 62, primarily at
low angles of attack. Meay of the spociler and differential
stabilator gains show sign changes just before ay < 15 deg.
In the transformation from Type O DPCAS to Type 1 DPCAS, the
state feedback gains undergo a reduction in magnitude. The
reduction compensates for the fact that the Type 1 DPCAS
feeds back all frequency components in the state equally
without the low-pass filter effect. Increased yaw moment
effectiveness of the differential stabilator relative to the
rudder is apparent in the increase in yaw rate and sideslip
integrator gains as the angle of attack increases (Figs. 61
and 62).

Directional Gains - The rudder gains shown in Figs.

63 and 64 reflect variations with increasing a, as the fuse-
lage blocks the flow over the aircraft tail. The rudder de-
creases its sideslip control and increases its roll rate
control as the angle of attack increases. This is demon-
strated by the integrator gains in Fig. 64, The gain varia-
tions for rudder reflect the aerodvnamic changes that occur
after a, = 20 deg. The rudder gains show a fairly orderly

progression as the dynamic pressure increases. The most
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significant change is in the sideslip integrator gain, which
drops considerably for high dynamic pressure and increasing
angle of attack.

4.2.3 Combined Effects of Roll Rate and Angle of Attack

This section presents the effect of varying stability-
axis roll rate and angle of attack on Type O and Type 1 DPCAS
closed-loop eigenvalues, control gains, and aircraft response,
The velocity is held at 183 m/s (600 fps), and the aircraft
is trimmed using increasing pitch rate at roll rates of 0
deg/sec, 50 deg/sec, and 100 deg/se-, as shown in Fig. 47 for
a conztant altitude of 6,096 m (20,000 ft).

Table 23 shows the variations for the four primary
weighting matrix elements in Q. The weighting element
variations are kept to a minimum and are similar to values
in Table 19. The step response characteristics are shown
in Table 24. Even though the aircraft has significantly
coupled modes, the s:.ep response characteristics are only
slightly changed from Table 20 (where the aircrafit is un-
coupled) because of the nonzero crossfeed gains. The same
can be said for the closed-loop eigenvalues, shown in Tables
25 and 26. The one ncticeable change is that the longitudi-
nal normal velocity mode forms a complex pair with the lateral
spoiler mode at the extreme conditions (pwo=-1oo deg/sec,

1o = 26.6 deg) for the Type O DPCAS in Table 25. The snoiler
modé is eliminated in the Type 1 DPCAS. There is a propen-
sity for complex pair formation at the high angles of attack,
as evidenced by the conditions pwo==50 deg/sec, = 30.9 deg
in Tables 23 and 26.
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TABLE 23 WEIGHTING MATRIX ELEMENT VARIATIONS FOR
THE LATERAL SWEEP (V0=183 m/s (600 fps))

T-1098
MANEUVER CONDITIONS | MAXIMUM MEAN VALUZ WEIGHTING MATRIX ELEMENTS
. BODY-AXIS STABILITY-AXIS|BODY-AXIS | STABILITY-
Py . | NORMAL '  NORMAL LATERAL AX1S
o !% | 9% | ACCELERATION  ACCELERATION | VELOCITY | ROLL RATE
deg/sec |deg |deg/sec| m/s (fps) | m/s (fps) Im/s (2ps) cleg/aec;T
: > T ; T *
50.0 j10.4 1 5.0 | 1.52 | 0.53 I 3,05 : 2.0
: ; ' (5.0) L (1.79) (10.0) |
H . H . |
15.2 1 7.5 ! 1.52 f 0.53 3.05 | 2.0
: S (5.0) © s oy |
19,0 10.0 | 1.52 i 0.61 I 3.0 | 2.0
, ; L (5.0 . (2.0) (10.0) !
24,41 12.5 1.52  0.53 ;. 2.44 1.8
| | (5.0) LA 8.0
'30.9 i 15.0 | 1.22 . 0.914 1.83 | 2,0
: ! ' (4.0) | (3.0) (6.0) |
i . i [
100.0 : 0.6 ! 50 | 1.52 0.53 . 3.05 ! 2.5
. i . (5.0) : (1.75) i(l0.0) i
: : ! |
13.9 l 7.5 | 1.52 0.53 L 3.05 2.5
; | 5.0 (1.75) (10.0) |
176 1000 ! 152 ! 0.1 3.05 ' 2.0
i ! ' (5.0) L (2.0) (10,0) ¢
: | i | i
'21.3 | 12.5 | 1.22 . 0.4 | 3.08 2.0
! L (4.0) | (3.0) | (10.0) |
i
26.6 | 15.0 | 1,22 0.914 3,05 | 2,0
! | |l (4.0) _ (3.0) (10.0) |
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In contrast to the similarities between the eigen—
values of the roll rate sweep and the dynamic pressure sweep,

the control motions necessary to produce the command step
responses are strikingly different. The sideslip command
response at a, = 19.0 deg and a_ = 30.9 deg for py = 50 deg/sec
are shown in Fig. 65, along with control movement. There is

a large amcunt of coupling between the longitudinal controls
and the sideslip dynamics, as shown in Fig. 63. The high
freguency normal acceleration response is excited and returned
to zero primarily by the main flap. The steady-state require-
ment for the rudder has shifted sign from the low angle-of-
attack conditions in Fig. 52. The large amounts of rudder
needed at the high angle of attack are indicative of the loss
in rudder effectiveness that occurs between 20- and ;0-deg
angle of attack.

Examples of the Tvpe 1 DPCAS crossfeed gain varia-
tions with roll rate and angle of attack are plotted in
Figs. 66 and 67. There is a large amount of gain variation
with angle of attack and numerous changes of sign, particu-
larly for the differential stabilator. The large sideslip
integrator gains for the longitudinal controls indicate that
a significant amcunt of cross-axis control motion is needed
to maintain z2ro sideslip in rolling situations. All of the
galins shown in Figs. 66 and 67Iare zero at zero sideslip

angle and rcl] rate.

4.3 CHAPTER SUMMARY

This chapter uses a new design approach for obtaining
a Departure Prevention Command Augmentation System (DPCAS);
the DPCAS uses Typne 0 ard Type 1 proportional-integral con-
trol obtained from quadratic synthesis and linear-optimal
regulator methods. The Type 0 and Type 1 DPCAS offer
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interesting alternatives for control system implementation.
The Type O DPCAS has a low-pass filter between pilot inputs
and control outputs. The pilot must rompensate for dis-
turbances and off-nominal conditions in the Type 0 DPCAS,
and this provides the pilot with indirect indications of
changes in flight condition. The Type 1 DPCAS is easily
implemented, and it has fewer gains than the Type O DPCAS.
Integrator compensation in the Type 1 DPCAS relieves pilot
workload allowing the pilot to concentrate on other tasks,
but the system must be protected against control saturation
effects.

The commands for the DPCAS design consist of normal
acceleration, sideslip angle, and stability-axis roll rate.
The three commands affect five of the available control
effectors, taking advantage of most of the aircraft's capa-
bilities through optimal blending of control surface motions.

The gain calculation method is based on tradeoifs
between perturbation states, accelerations, commands, and the
control motions and rates used to achieve desirable step
response characteristics. The majority of the cost function
tradecffs (represented as weighting elements in the cost
function) are held constant during the flight condition
sweeps. The sweeps indicate that the DPCAS stabilizes the
aircraft and exhibits uniform step response characteristics
over the entire investigated flight envelope.

In summary, a scheduled-~gain DPCAS can be designed to
Level 1 flying qualities specifications for maneuvering flight.
The DPCAS design methodology uses modern control theory to
satisfy practical stability and response objectives for high-
performance aircraft.




9, LIMIT-CYCLE ANALYSIS FOR NONLINEAR AIRCRAFT MODLLS

5.1 INTRODUCTION

In a realistic system model that represents the
dynamics of a high-performance aircraft at moderate and high
angle of attack, the analyst is confronted with a large num-
ber of nonlinearities. These nonlinearities arise in the
characterization of both the empirical aerodynamic data for
the specific aircraft (aerodynamic coefficients and stability
derivatives), and dynamic and kinematic effects. The com-
bined nonlinear equations for the aircraft motion (Appendix
B) can be written as shown in Eq. 14 if the very small off-
diagonal moment-of-inertia terms and non-axial thrust com-
ponents are neglected.

87 [aqcos¢ - r sin¢ R

u (X+T)/m + rv - gqw - g sin €

a ((Iz'lx)pr * M)/Iy
. w Z/m + qu = pv + g cOS ¢ cos 9
X A . =

v Y/m + pw - ru + g sin ¢ cos ©

T ((ix-Iy)pq + N)/Iz

. I

P ((_I}.-Iz)qr + L)/1,

L6 ] P+ g sin ¢ tan € + r cos ¢ tan @ | (14)

Most of the dynamic and kinematic nonlinearities are expressed
explicitly in Eq. 14, with terms that include products of
states, states times trigonometric functions of states, and
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products of trigonometric functions of states. The aircraft
data and response characteristics are associated with the
force and moment components, X, Y, 2, L, M, N; these contri-
butions are expressed in terms of non-dimensional a=2rodynamic
force and moment coefficients as

2
X = 4pVESC
Xr

Y = &ovzscy
T

z = #ovsc,
T (15)

L = 2pV2SbCy
T

M = #ov2sac
M

2
'}

3pV2SbC
D

A realistic formulation of these highly nonlinear terms in
the state-vector differential equation, Eq. 14, 1is provided
in Appendix B of Ref. 2 (Egs. B-1 through B-6).

The classical Taylor series or ""small-signal'" linear-
ization technique can be used to good advantage in studying
the perturbed response characteristics of a complicatea non-
linear system model. such as that given in Eq. 14. However,
such analyses capturs only a part of the overall aircraft
flying qualities. This 1s especially true in flight con-
ditions near the small-signal linear system stability
boundaries, e.g., for ay near 20 and 30 deg, as shown 1in
Section 4.3.1 of Ref. 2. When the small-signal eigenvalues
are neutrally stable, the response properties (stability or
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instability) are completely determined by the higher-order

terms in the Tavlor series expansion, which are truncated.

For this reason, 1t:is of consiaerable importance that non-
linear effects be investigated for flight conditions corre-
sponding to angle of attack in the range 20 to 30 deg for
the aircraft under consideration.

A nonlinear phenomenon that can heve significant
impact on aircraft handling gualities is the existence of
limit cycle conditions. A number of different limit cycle
effects are possivle. The simplest case is jllustrated in
Fig. 68 where & hypothet:cal single limit cycle exists. Two
possibilities are showr -he limit cyclé is stable, in an
orbital sense, if trajectories that start near the limit
cvcle converge toward the limit cycle, or unstable if near-by
trajectories diverge from it. The region inside an unstable
limit cycle is a region of stabilitv, since trajectories in
this area converge to the reference flight condition. Observe

that if ¢q and BO correspond to the '"trim" or reference flight
condition without oscillation determined by a reference con-
trol setting, Yy, then for fixed controls the center of the
limit cycle, denoted (a, B) in Fig. 68, may be displaced

from (uo, EO) due to rectification effects inherent in a
nonlinear system.

The amplitude and stability properties of a limit
cycle are both important factors in assessing its impact on
aircraft performance. A small, stable limit cycle may be
permissible, while a larger stable 1imit cycle would be un-
acceptable. An unstable 1imit cycle, on the other hand,
should be large if it is not to be adverse, since such a
limit cycle is the boundary of a region of stability. Per-
turbations that force the aircraft trajectory outside the
unstable limit cycle result in trajectory divergence.
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Figure 68 Single Limit Cycles

The above comments establish the importance of non-
livear effects, especially 1limit cycle phenomena, in the
study of aircraft performance. The remainder of this chapter
deals with 'yuasi-linear or describing function techniacues
for analyzing systems of the complexity illustrated in Eq. 1%
which may exhibit limit cycles in their response. Of
particular importance is a new metihodology, called the
MUltivariavle Limit Cycle Analysis Technique (MULCAT) which
was originated at TASC during the first year of the current
contract

5.2 A NEW APPROACH TO LIMIT CYCLE ANALYSIS

A new describing function (DF) technique has been
devised for problems of the complexity exnibited in Eq. 14.
The need for a fresh approach was discussed in Ref. 2; iu
summary, the ealsting or 'classical" DF methodology based on
frequency domain considerations cannot handle system models
which realistically represent aerodynamic 2ffects, having a
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number of multiple-~input nonlinearities. The remainder of

this secticon outlines the MULCAT methodology of limit cycle
analysis.

$.2.1 Background

The context for the discussion that follows is the
problem of analyzing high angle-of-attack flight character-
istics, although a more =eneral mathematical formulation is
used. It is assumed . the problem is open loop, in the
sense that the cont: ~ector (rudder, spoiler, differential
stabilator deflection, etc.) is fixed (u(t) = EO)'

In a preliminary investigation of aircraft stability
for a given flight regime, the small-signal linearization
technigque described in Section 3.1 of Ref. 2 is useful. As
a first step, consistent input data is specified such that
an iterative technique may be used to obtain the complete
equilibrium or trim condition. (Assume, for example, that
tnis input data includes a steady-state value of a, denoted
ao.) The values of X5 and Ng that satisfy g(éo, go) =0
then are determined, according to the fully nonlinear state-
vector differential equation given by Eq. 14. Based on the
trim condition, the (nxn) matrix, FO, defined by

T ai}

4 1
Fo = 14y = 5] (16)

L J

determines the dynamic properties of the perturbation equa-
tion correspending to Eq. 14, The small-signal elgenvalues,

or solutione XO K k=12,..,,n, to the small-signal charac-
terisgtiz equation

ppppp - B s bt




govern the transient response of the aircraft to small per-
turbations. A typical concern in studying the high angle-
of-attack flight characteristics of an aircraft using the
above analysis is to determine the value of a,, denoted o,
such that all small-signal eigenvalues are in the open left-
half plane (LHF) for 0 < aj < a; for a, = o, some pair of
eigenvalues 1c on the imaginary axis. Stability boundaries
can be established in the state-space, with results like
those illustrated in Section 4.3.1 of Ref. 2.

For small a, the eigenvalues given by small-signal
linearization (defined in Eq. 16) are generally moderately
well damped, and nonlinear effects may not be important. As
a approaches or exceeds o, however, the nonlinear effects
become critical in determining the behavior of the aircraft.
The MULCAT methodology presented in this chapter provides a
general approach for analyzing the effect of nonlinearity --
as typified by the possible existence of stable or unstable
limit cycles -- on aircraft handling qualities. The next
section treats this new methodology in some depth.

5.2.2 Qutline of the Multivariable Limit Cycle
Analysis Technique

As in all describing function analyses for limit
cycle conditions, the first srep is to assume that an oscil-
lation exists in the system. For the present problem, it
may be natural to assume that the steady-state angle-of-attack
satisfies

a = ao(l + k sin 6t) (18)
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where o is large (near &, as determined by -mall:signal
linearization) and x is generally less than unity . The
assumed frequency, w, is initially the imaginary part of the
most lightly damped eigenvalue given by small-signal lineari-
zation; w will be adjusted in the subsequent iterations.

The goal of the limit cycle investigation is to determine
either that some « (or several values of «) exists such that
Eq. 18 is a valid assumption (limit cycles probably are
present), or tkat no value of x can be found for which Eq.

18 is consistent with the quasi-linear system dynamic equa-

tions (limit cycles probably are not present). The describing

function analysils technique developed for such a determina-
tion is iterative, and includes the following steps, which
are poyrtraved in Fig. 69:

Step 1: Choose an initial trial value of x, e.g., k = 0.1.
Step 2: Based on the assumed oscillation, Eq. 18, and the
current quasi-linear system dynamics matrix, Fi'

determine the amplitudes of oscillation throughout
the system model by finding a, and Ei in the steady-
state solution +

X = Xy + 2y sin(uyt) + by cos(uyt) (19;

—

Determining 24 and gi in Eq. 19 1is an important

step, since gquasi-linear models cf nonlinearities
require knowing the nonlinearity input amplitudes,
as is demonstrated in the next section, and it is
desired to be able ‘o0 treat any nonlinearity which
is a function of any state variable(s).

Step 3: Usine the quasi-linear system model, determine the
adjusted trim (denoted 51+1(x) to stress its depen-

dence »n x and to indicate that it is the result of
i+1 iterations), which reflects the change in trim
caused by the postulated sinusoidal component of

*Choosing the sinusoidal component amplitude to be xag often
leads to a convenient normalizaticn. For limit cycle analy-
sis about a zero center value, it woula not be appropriate.
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Step 4:

Step S:

Step 6:

the state vector., In the same procedure, one ob-
tains the adjusted quasi-linear system dynamics
matrix Fi+1(x), which contains the sinusoidal-
component describing function gains for all non-
linearities. Reset i = i+1,

Calculate the adjusted frequency, Wy which is the

imaginary part of the most lightly damped of the
adjusted quasi-linear eigenvalues, xi k(K),
k =1,2,...,n, that satisfy !

det(AI - Fi(K)) = 0 (20)

Check to see if the iterative trim-determinaticn
procedure has converged;* if not, return to Step 2;
if so, continue to Step 6.

Compare Ai’k(x) with the eigenvalues cobtained for
the previous value of k, denoted KLAST (in the first
trial KLAST = 0, i.e., the eigenvalues are as ob-
tained by small-signal linearization -- see Eq. 17):

® If the pair of eigenvalues near the
imaginary axis has crossed the axis,
then some value of x exists in the
range (KLAST, <) such that one pair of

the adjusted quasi-linear eigenvalues
Ai k(vc) are on the imaginary axis --

a limit cycle probably exists. The
value of x, denoted Koo can be found
by iteration on «.

. If the pair of eigenvalues near the
imaginary axis remains on the same
gide cof the axis, increment x (for
example, by adding Ax=0.1) and repeat
Steps 1 to 6.

*Steps 2 to 5 represent an iterative solution of the steady-
state conditions for the bias ccmponent or 'center'" (Fig.
68) in the presence of an assumed oscillation,
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If for a representative set of values of x (such as,
k =0, 0,1, 0.2, ..., 1.0) the lightly damped eigenvalue pair
obtained by solving Eq. 20 does not cross the imaginary axis,
then it is probable that limit cycles cannot exist for the
particular fixed control setting specified by the original
input data (including the value of aq under consideration).
Otherwise, the above procedure will iterate to find the value
or values of x which are probable limit cycle amplitudes.
The procedures involved in the MULCAT approach, especially
Step 2, are discussed in some detail in Ref. 2.

5.3 NONLINEAR MODEL FOR AIRCRAFT LIMIT CYCLE STUDIES

The nonlinearities in Eg. 14 which hzve been singled
out in the first application of MULCAT are given as follows
(identified by the state differential equation in which they
occur):

pitch: -r sin %

pitch rate: (Iz-Ix)pr/Iy

z-axis velocity: Z/m (21)
yvaw rate: N/Iz

roll rate: L/Ix

These five nonlinear terms are potentially of importance in
studying lateral-mode oscillations, including possible "wing
rock'" mechanisms, so they have been chosen for describing

function treatment; the remaining terms in Egq. 14 continue to
be handled by small-signal linearization. Combining Eqs. 14, 15
and B-1 through B-6 of Ref. 2 leads to the general formulation
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yA 1 .2
= = 3m eV S%CZ(G.B) + AC
éﬂ
* v Czq(u)

N 1 2 n _c
£ = = oV Sbgcn(u.s,ds) Soy x * G (B
z VA T 8
ds
+ Cn(5 (0)5sp + Cn6 (0,6)6r (22)
sSp ~I'
+ g% [c (a)r + C_ (a)p]é
n. . b
Lo 1 .v3splc.(a.8) + C (a,8)6, + C (a)n__(M)6
Ix 2Ix ¥ g R '~ ds 25 sp "’ sp

+C, (a,8)8_ + %% [c2 (a)r + C, (a)p];
r p

¢
T

!
|

ds sp
|

The nonlinearities given in Eq. 22 are supplied in

the form of empirically determined values of the aerodynamic

coefficients and stability derivatives at various flight con-
ditions. Based on this information, the following representa-

tions have been developed by

CZ =
ACZ,sp =
AC =
Z(Ss
CZq =

curve fitting:

-kla(l-kzaz)

. 2
K3(1-k4a )
(23)

-k5(1+k60 )65

—k7f1
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0
~kyo(1-ky 30 )
Kyp(1-kya) (24)
~ky4(1-kqg50n)

-k 6(1%ky70a)

2

2
“Ko1 (I+kpoatk,007)8
cKou (1+Ko o +kne02)
24 (1+kog0+kog

2
ho7(1+kygatkyga™)

& 1 (25)

W

m

"

kg0(1-kgya)
~k3p(1-kzqa)

2
-k34(1+k35\1+k365 )

To complete the nonlinear state-vector differential equation

given in Eq. 14,

the approximations

1 Vo= u2+v2+w2 =y
-1 -~
[ a = tan “(w/u) ® w/u (26)
Q =1
' g = sin “(v/V) = v/u
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are used in most instances. The resulting model still retains
the highly nonlinear nature of the aircraft dynamics, and for
ki suitably evaluated, is realistic for the aircraft considered
in this report at angles of attack between 15 and 30 deg.

The nonlinearities defined by Egs. 21 through 26
required the derivation of the following new describing func-
tion representations*:

 sin x. E 0 x 1
)sl sS1n )\.2 [xl’i sln ).zli + 2 1'12 cos xz,i]

cos X (a

1,1

2 + w
2 i3 sinuit b2,i cos lt)

-

+ sin x2,i(al,i Sinuit + bl.i coswit) (27)
'
X. X, = | x X + 1 r
172 1,i72.,1 2 712 i
+ xl.i(az’ Sinuit + b2.i COSwit)
+ lei(al’151nwit + bl,i coswit) (23)

a; 4 sin Wyt + bl,i cos wyt )(29)

*The state variable numbering is arbitrary. The general format
n

is: f=1, (Ei'éi'91)+J21n1(5i'51'21)'(aj,iSin“’it+bj ,4008w4t)

where fO and n,, i=1,n are the describing function gains. :
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. (a2,i sin wyt + b2,i cos wit) (30)

(S

X.X
172 - 1 2
X3 22 {xa,i[xl,i(%z,i * 5 Ty) x2,1r12]

1 1 .
3 x2,1r13> - §(’22’13‘2‘12r23>

|
Fo
[\V]
-
N
*
-
>
g ]
[\e]
w
[\o}

2 1
* [x3,1<?2,i + rzz) -5 x2,ir23]

ISP

. (al,i sin wit + bl,i cos wit>

-
1 1 1
* L2x3,i(x1,ix2,i * 2 rlz) T2 *1,123 © 3 x2,ir13]

‘ (aZ,i sin wit + b2,i cos uit)

. 2 1 1
[xl,i X2,i T3 T2 T3 x2,11"12J

<a3‘i sin wyt + b3,1 cos wit) } (21)

where

8 : -
rie Bey gyt by b1 3ke1,2,3
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Results for xi and xg/x3 can be obtained from Eqs. 28 and 31,
respectively, by setting Xy ¥ Xg.

The result given in Eq. 29 is from Ref. 28; the others
are original with this effort. To the best of our knowledge,
multi-state nonlinearities such as those in Eqs. 27, 28, 30,
and 31 have never been dealt with using sinusoid-plus-bias
describing functions.

The aerodynamic data curve fits obtained by adjusting
the coefficients kl through k36 in Eqs. 23 to 205 were tested
by plotting the Dutch roll eigenvalue real part, obtained by
small-signal linearization, versus the trim value of angle of
attack. The curve, shown in Fig. 70, quite faithfully re-
flects the observation that the Dutch roll mode stability
boundary is very close to 20 deg (2 = 19.6 deg). To achieve
this degree of agreement, the number of terms used in Eqs. 23
to 25 was increased from the previous effort (26 ccoefficients
in Ref. 2 versus 36 coefficients here).

R-37017
0.10 —

2.00

DUICH ROLL EIGENVALUE HLAL AHD (e 1)

| \ )

18 ° 10 2

ANGLE JF ATTaACK aq deg

Figure 70 Dutch Roll Eigenvalue Real Part as Deiermined
by Trim Angle of Attack

166

—— .




—

S ey

5.4 LIMIT CYCLE ANALYSIS RESULTS AND VERIFICATION

The nonlinear model described in the previous section
provided the basis for the first application of MULCAT. The
value of trim angle of attack chosen for study, ag, is 19.6

deg. The corresponding eigenvalues associated with the Dutch
roll mode are

ADR = 00,0366 * 1.52j
which for small perturbations predicts an unstable response.

It should be observed that there is a much slower unstable
lateral mode ("lateral phugoid'"), with eigenvalues

XIP = 0.0187 * 0,131

In most instances, a mode which is as slow as the lateral
phugzoid in the present case is not a concern, so attention is
generally restricted hereafter to the behavior of the Dutch
roll mode. The values of the state variables at trim are
given in Table 27.

TABLE 27. INITIAL TRIM CONDITION IN THE ABSENCE OF OSCILLATION

it o e
- e, 17.46 deg

Ug 81.7 m/sec
qp 0.296 deg/sec
L 29.1 m/sec
Yo 6.04 m/sec
ry -0.033 deg/sec
Po -0.011 deg/sec
Yo -5.303 deg
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The first search for possible limit cycles was con-
ducted by assuming that the velocity along the body y-axis is
given by

v = vo[l + K Sl“\wDRt)]

vhere YpR is the imaginary part of tne lightly damped Dutch
roll mode. The parameter x was varied from O to 3 in steps
nf 0.5; the resulting change in XDR(K) given by MULCAT is
shown in Fig. 71. Based on these results, limit cycles for x
between 1 and 1.5 and for x between 2.5 and 3.0 are predicted.

"-27038

1.8
K =0
K08
x=12
1.5 - k=10
2 Kv1$
3
-
g 1.48 - ‘
-
- | i
3
- Ke20
-4
<
&
x e
«
z
g K25
Kel0
1.38 p~
% 2
Q.00 __ . ———— o e
0.04 G2 - 0.02
AFAL PART OF > 4 w0 '
Figure 71 Variation of the Dutch Tos! 1, 1 0 with

A:zsumed Oscillation Ar- ¢ urh




The MULCAT program was then permitted to iterate to
find the exact limit cycle condition. It was found that ADR
is virtually on the imaginary axis,

S

App = 4x107° & 1.4954j

DR
for k equal to 1.20. Corresponding tc this wvalue of k, the
""center" value, Xy, and oscillation components, 24 and Ei’
for the state vector are given in Table 28. Since decreasing
K moves ADR into the right half plane, and increasing x moves
XDR into the left half plane, the predicted limit cvcle for

k = 1.2 should be stable.

" ABLE 28 TRIM CONDITION AND PREDICTED LIMIT CYCLE
AMPLITUDE FOR THE STABLE LIMIT CYCLE

SATE WSS N,y s
G 18.35 0.259 -0.234 deg
uy 80.25 ~0.177 | 0.165 m/sec
ay 0.174 0.219 0.182 deg/sec
vy 28.80 -0.810 -0.718 m/sec
vy 6.14 7.38 0.0 m/sec
Ty 0.792 -1.79 -1.8¢ deg/sec
Py -0.310 -7.35 14.90 deg/sec
¢y 8.55 9.55 5.295 deg

A verification of the limit cycle prediction requires
that nonlinear simulat ons of the dynamics specified in Egs.
14, 22, and 23 to 25 he performed. To do this, the original

state equation, kg. 14, is formulated as




-r sin ¢
0
- r
(I-I)pr/I ‘
. Z/m
o
N1, i
L/ 1,
0

| (=

x+2

£,(x,u) + Gu (32) !

i-

where F1 and Gl are constant matrices which capture effects
other than those chosen for study via quasi-linearization,
and f,(x,u) is the vector of nonlinearities selected for
treatment using MULCAT, Equation 32 can then be directly
integrated to yield the desired time histories.

Choice of the initial condition for this procedure
is critical. This is due to the presence of an unstable mode,
a slow spiral mode which for x = 1.2 is governed by

Ag = 0.0618

S
If this mode is excited appreciably, its growth will completely .
obscure the fast limit cycle that is sought. One of the ben;t- f
fits of MULCAT is that the eigenvector for the predicted limit
cycle is proportional to a, + Jgi, in the standard phasor
notation; therefore, if we clLoose the initial value of x by

x(0) = a,

only he 1limit ¢ycl~ in the Dutch roll mode should be excited,
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The stable limit cycle prediction shown in Table 28
was verified by choosing x(0) = O.8§i. The resulting time
histories of pitch angle, 8, y body-axis velocity, v, and
2z body-axis velocity, w, are portrayed in Fig. 72*. The
plot of 6 shows that the solutions do very slowly diverge,
due to a small unavoidable excitation of the spiral mode.

The time histories of v and w show that the dominant Dutch
roll mode is very slowly growing for the first 25 sec¢ of the
simulation, as would be expected for an initial condition

that is slightly interior to the predicted stable limit cycle.
The predicted center value of v is nearly exact, while that
for w is in error by about -0.5 m/sec¢, or about -1.4 percent.
Finally, the predicted limit cycle frequency is 1.495 rad/sec,
while the observed frequency is 1.497 rad/sec; the agreement
is excellent. After 25 sec of simulation, the slow divergence
begins to alter the limit cycle shown to have developed in

the first part of the simulation.

Furthber analysis of the simulation results was under-
taken to attempt io separate out the effect of the slow
divergence. The time history depicted in Fig. 72b was pro-
cessed t» determine the exponential growth comporent (cleczt);
then the predicted limit cycle envelope is given by the
relation

Cot
fLc T ©1¢ * %

vhere £q is the amplitude of the predicted 1imit cyrle in u
(sirat2 5). This envelope ig portrayed in Fig. 72b; within
the limits of the simulation accuracy, convergence ot the

tims bistory to the envelope 1is shown.

—————— e A - ——— o
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*The .oTs snow tbhe perturbation of eagh variuble about the
oredicted cerier valae, Ay i.e., &x Z X - X, is the
abicisga in Fic. 72,




The effort to verify MULCAT limit cycle conditions
by direct simulation has pointed up the difficulty of using
the latter technique as an exploratory tool to locate limit
cycles, without recourse to describing function analysis.
Realistic aerodynamic models such as those used here often
have slow modes that are unstable or that are very lightly
damped. Direct simulation initial conditions must be chosen
very carefully to avoid exciting these modes. 1In a linear
system, it is not difficult to use eigenvector information to
obtain initial conditions that selectively excite a desired

mode. However, eigenvectors are not rigorously defined for
nonlinear systems.

A concept which can be used with some success may be
called the quasi-linear eigenvector; in essence, the complex
vector g*, given by a; + jgi as in Table 28, is in a sense an
amplitude-dependent eigenvector, which specifies an initial
condition that excites the assumed oscillation. The fact
that the quasi-linear eigenvector 3* is amplitude-dependent is
illustrated in Fig. 73, which shows 3* for varicus values of
k, corresponding to the study depicted in Figs. 71 and 72*.

For « = 1,0 and 1.5, the eigenvector components for 4 and a

are too small to be shown; the differences between th2 remaining
components (which are normalized to make the length of the v
component equal in each plot) are rather small, For « = 2.5

and 3.0, the changes in a* are guit: substantial. For example,
the & and q components of a* are much larger than for small

k, and can be seen to rotate nearly 45 deg for x increased

from 2.5 to 3.0,

+The eigenvectors correspond tc the variables 6, u, q. w, v/10, |
r, p/5, ¢/5; this scaling was performed to permit all com-
ponents of 3' to be shown on the plots for »=2.5 and 3.0,
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Finally, validity cf the quasi-linear eigenvector
can be bolstered by comparing Fig. 73a with Fig. 74. The
latter is the eigenvector for Dutchk roll, obtained from the
more conventicnal eigenvalue/eigenvector analysis used in
other sections of the report. The agreement is quite good,
especially considering that Fig. 74 1s based on the empirical
aerodynamic data, rather than the analytic nonlinearity approx-

imations shown in Eqs. 23 to 25.

R-27056

R/5

/5
v
v /10
e
r
w
Figure 74. Exact Dutch Roll Eigenvector Diagram Corresponding

to Empirical Aerodynamic Data

5.5 CHAPTER SUMMARY AND OBSERVATIONS

The Multivariable Limit Cycle Analysis Technique is
fully developed in conceptual terms, as outlined in Section
5.2; it is discussed in more detail in Ref. 2. The analytic
and quasi-linear models for the subject aircraft are similar
1o those develcoped in the first phase of the study (Ref. 2);
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a number of terms were added, and coefficients were re-
calculated to achieve a better match between the analytic
model and the empirical aerodynamic data used in other inves-
tigations described in this report. The limit cycle analysis
procedures involved in MULCAT are incorporated in ALPHA-2, the
general high-a study program developed under this contract.

The benefits of this technique are

© An iterative algorithmic approach to
limit cycle analysis is much more
suitable for mechanization on a digi-
tal computer than classicsl frequency-
domain techniques, which are typically
graphical in nature;

° Any number of nonlinear effects can
be investigated, singly or in any
combination, without coptinually
manipulating the system model into
the appropriate "linear plsasnt with
nonlinear feedback"” formulation re-
quired in the frequency-domain approach
(Ref. 2);

® The amount of computer time required
to determine the existence of limit
cycles by a MULCAT analysis is signifi-
cantly less than the computer time
expenditure that would be needed using
direct simulation alone.

The last observation is based on the difficulty of choosing
the direct simulation initial condition correctly to excite
only the desired nearly oscillatory mode, as discussed in
the preceding section.

The study presented in Section 5.4 illustrates the
effectiveness of MULCAT in limit cycle prediction. The limit
cycle frequency and '"center'" value (Fig. 68) given by MULCAT
are in good agreement with the simulation results; the
accuracy of the amplitude prediction is more difficult to
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assess guantitatively due to the simulation problems men-
tioned previously (see Fig. 72b). 1In general, these results
bolster the expectation that the MULCAT iterative technique
will be found to converge to locate limit cycle conditions,
provided that

° The input trim condition specification
leads to a pair of small-signal linear
eigenvalues that are lightly damped,

° Tne nonlinearities are well-behaved
(e.g., realistically modeled by low-
order power series expansions or pro-
ducts thereof); and

° Limit cycles indeed exist (as verified
by simulating solutions to the original
nonlinear state-vector differential
equation, with suitable initial con-
ditions),

Considerable further research could be performed in
conclusively proving the power and accuracy of MULCAT. As a
first step, it would be valuable to exercise MULCAT upon a
simpler model (fewer states and nonlinearities), particularly
one that does not contain system variables that are slowly
divergent. The existence of unstable modes, or even of modes
that are slowly decaying oscillations, makes limit cycle
verification by direct simulation very difficult, since it
is impossible not to excite them in the simulation.

An area of MULCAT application that would be of great
interest is the study of limit cycle conditions when a human
pilot model is incorporated to ''close the locp" in the air-
craft dynamic model. While it may be useful to examine fixed
control settings that give rise to limit cycles, as in the
present study, the ability of the pilot to cecrrect the
problem -- or to create limit cycle conditions when they do

|
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not exist for fixed controls -- would be a subject of con-
siderable significance. Such an analysis using MULCAT pre-
sents no foreseeable difficulties.
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6. CONCLUSIONS AND RECOMMENDATIONS

New methodologlies and results in the study of aircraft
stability and control, including detailed consideration of
piloting effects, have been presented. These lead to the
conclusions and recommendations given below.

6.1 CONCLUSIONS

° Aircraft Dynamic Models - This report has
demonstrated that the first-order effects
of aerodynamic and inertial coupling can
be considered in linear, time-invariant
dynamic models for maneuvering flight and
that such analysis can be extended into the
transonic and supersonic flight regimes.
Two data sets are used during the study,
and their differences in an overlapping
region (subsonic flight, with wings swept
forward) highlight the importance of basing
stability and control analyses of actual
aircraft on the best, most consistent data
available.

) Mach-Dependent Effects - The general trends
in aircraft stability which arise at sub-
sonic speed for asymmetric flight conditions
(e.g., the transfer of damping from one axis
to another, the appearance of longitudinal
variables in characteristically lateral-
directional modes, and so on) also occur at
higher Mach numbers. DPreviously understood
potential problem areas, including low con-
trol power in transonic flight and the need
to maintain small sideslip angle in unaug-
mented supersonic flight, are evidenced in
the present analysis. The aircraft dynamic
model studied here is relatively stable
throughout the Mach range in low-a, straight-
and-level flight. Maneuvering at high ¢ with
high angular rates can lead to a requirement
for stability augmentation.

179




° Pilot-Aircraft Interactions - Whether or not
a pilot experiences aifficulties in maneuvering
flight depends upon how he adapts his control
strategy to changing flight conditions.
Stability boundaries plotted as functions
of the aircraft's actual a and the o assumed
by the pilot in forming his control strategy
illustrate that the pilot's adaptation must
be very nearly optimal to maintain stability
in certain flight conditions. Consideration
of statistical tracking error and control
usage within stable boundaries leads to the
concept of minimum-control-effort {(MCE) adarp-
tation in the pilot model. Tae MCE model
provides a rationale for non-optimal adap-
tatiou which accounts for fundamental changes
in the control modes selected by the pilot,
such as the decision to use stick and pedals
in a2 coordinated fashion rather than stick
alone.

) Departure-Prevention Command Augmentation o
Syvstem (DPCAS) - Precision response to pilot
commands (normal acceleration, stability-
axis roll rate, and sideslip angle) is
afforded by using modern control theory in
flight control system design. Proportional-~
integral compensation provides "Level 1"
flying qualities throughout an expanded
maneuvering envelone in two candidate imple-~
mentations of the DPCAS: a "Type 0" version, .
which is especially insensitive to disturbance {
inputs and feedback measurement noise, and a
"Type 1" version, which assures proper steady-
state command response for wide variations in
the aircraft's parameters. The two versions |
have virtually identical step response when
the design model and the actual aircraft are
matched. Although the DPCAS design method-
ology is illustrated with an advanced (but
conventional) 3-axis command vector, it can
be applied to "CCV" control modes with equal
facility.

° Nonlinear Wing Rock Analysis -~ The possible
existence of limit cycles in nonlipnear dynamic
models of the aircraft can be investigated
using the multivariable limit c¢ycle analysis
technique (MULCAT) originated and developed in
this study. Dual-input describing functions
which reflect the scaling changes and trim shifts

180

e S g ——




in the presence of oscillation that occur in
nonlinear terms of the equations are combined
with eigenvalue analysis to predict the ampli-

tude and frequency of limit cycle oscillations.
l The MULCAT algorithm converged to limit cycle

predictions in several cases involving the
subject aircraft, and direct simulation of the
dynamic equations confirmed the existence of
persistent oscillations. Because the initial
conditions also forced divergent modes of
motion (in addition to the 1limit cycle modes),
the numerical simulations did not conclusively
show the "locked-in'" nature that is normally
associated with limit cycles, so it is felt
that MULCAT should be investigated further
using simpler nonlinear dynamic models.

6.2 RECOMMENDATIONS

It is recommended that the following studies be under-
taken to extend and demonstrate the utility of the work de-
scribed in this report.

o Evaluate the DPCAS Using Nonlinear Aircraft
Simulation

After a digitally implemented DPCAS is
synthesized, including both controller and
gain adaptation logic, the study would then
evaluate type 0 and type 1 structures by
numerical simulation.

® Compare Pilot Mcdel Predictions with Flight
Test Records

This study would evaluate pilot modelling --

' as supported by nonlinear simulation, actual
flight test, and hypothesis testing methods --
es an aid to understanding and defiring air

' combat maneuver requirements.

o Evaluate the Sensitivity of Controller Gain
Schedules to the Aircraft Model

This study would evaluate the robustness of
the gain schedule with respect to aircraft
parameter or trajectory variations. Type O
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and Type 1 DPCAS control laws should be
further compared with respect to their
sensitivity properties.

Investigate the Effectiveness and
Generality of MULCAT

Confidence in the use of the MULCAT

approach should be developed in the

context of simpler nonlinear dynamic
models.

Investigate the Effects of Partial State
Feedback

The sensor suite and associated noise and
estimatcr required to recover the unmeasured
states all play an important role in the
overall aircraft performance. This important
function should be addressed before DPCAS is
evaluated on an actual aircraft.
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APPENDIX A
LIST OF SYMBOI.S

In yeneral, matrices are represented by capital

letters and vectors are underscored. exceptions to these
rules are only made when they are contradicted by standard
aerodvnamic notation. Capital script letters are used to
denote scalars in some cases.

Variable

a

*
a

loo ©

@]

ol

Description

In-phase component of state-vector limit cycle
amplitude

Total state-vector‘limit cycle amplitude in
phasor notation (a = a + jb)

Normal acceleration
Lateral acceleration
Wing span

Quadrature component of state-vector limit
cycle amplitude

Pilot control-strategy feedback matrix
Type 1 DPCAS gain

Partial derivative of the nondimensional
coefficient of force or moment 1 with respect
to the nondimensional variable 2 (scaiar)

Stability-axis derivative, corrected to
principal axes

Mean aerodynamic chord
Pilot control-observation matrix
~natural logarithm base (2.7183 .. .)

System dynamics matrix
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Variable

[

[l \V

LIST OF SYMIOLS (Continued)

Description

Vector-valued nounlinear function
Control input allocation matrix

Magnitude of gravitational acceleration vector
Control effect scalar

Pilot aircraft-state observation matrix
Command variable transformation matrix

Euler angle transformaticon from Frame 1
axes to Frame 2 axes

Altitude

Identity matrix

Index integer

Cost functional

/=1

Gain matrix

Tvpe O DPCAS gain matrix

Pilot Kalman-filter gain matrix

Scalar gain

Type O DPCAS perturbation command gain (matrix)
Aerodynamic moment about the x-axis (scalar)

Number of pilot observations
Number of commands

Tail center of pressure location

Aerodynamic moment about the y-axis (scalar)
Cross weighting matrix between states and controls
Mach number (scalar)

Mass of the vehicle
Number of controls
Meters

about the z-axis (scalar)
)

Aerodynamic moment

Newtons (kg m sec™ 2
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Variab]g

I n

p
Pe
p

E

- P
u
P,

v

“amm—y
- X T 0

[ ] [ ] [ ] [ — -
-

LIST OF SYMBOLS (Continued)

Description

Number of states
Riccati matrix in the optimal regulator problem
Pilot model regulator Riccati matrix

Estimation error covariance matrix of
system states and pilot controls

Pilot noise-to-signal ratio for neuromotor noise
Covariance matrix in Riccati Equation

Pilot noise-to-signal ratio for observation noise
Rotational rate about the body x-axis
Stability-axis roll rate

State weighting matrix

Disturbance noise covariance matrix

Rotational rate about the body y-axis
Weighting matrix element

. .2
Free stream dynamic pressure (=§o¥o)
Control or control-rate weighting matrix

Measurement noise covariance matrix

Matrix with diagonal elements consisting of the
inverse of human neuromuscular time constants

Rotational rate about the body z-axis
Control weighting element

Reference area (usually wing area)
Steady-state malrix inverse
Control rate weighting matrix

Time

Body x-axis velocity component
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Variable

%

cg

(5
~

-

LIST OF SYMBOLS (Continued)

Description

Controul vector

Pilot model control command

Inertial velocity magnitude

Pilot neuromotor noise covariance matrix
Aircraft state covariance matrix

Pilot observation noise covariance matrix
Body v-axis velocity component

Wind velocity y-component

Pilot neuromotor noise vector

Pilot olscervation noise vector

Body z-axis velocity component

Aircraft disturbance vector

Wind gust noise

Aerodynamic force along the x-axis (scalar)

Covariance matrix of system states and
pilot controls

Position along the x-axis

State vector

Normalized longitudinal distance between actual
c.g. location and point used for aerodynamic
moment measurements expressed in body axes)
Inertial position vector

Aerodynamic force along the y-axis (scalar)

Covariance matrix of predicted system states
and pilot controls
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Variable
¥
v
L

24
Z

z

Variable

(Greek)

a

A

LIST OF SYMBOLS (Continued)

Description

Position along the y-axis

Delaved pilot observation vector

Command vector

Aerody namic force along the z-axis (scalar)
Pilot predicted error covariance matrix of

system states and controls

Position along the z-axis

Description

Wind-btodv pitch Euler angle (angle of attack)
Angle of attack of aircraft
Angle of attack perceived by pilot

Negative of wind-body vaw Euler angle
(sideslip angle)

Noise effect matrix

Control variable

Delta function

Differential stabilator deflection
Maneuvering flap Jdeflection

Rudder pedal deflection

Rudder delection

Symmetric or collective stabilator deflection
Spoiler deflection

Thrust command

Damping ratio

Inertial-body pitch Fuler angle
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LIST OF SYMBOLS (Continued)

Correlation coefficient

Real part of an eigenvalue in sec-1
Alternate time variable

Human neuromuscular time constant

Wind gust time constant

Inertial-body axis roll Euler angle
Inertial-body axis yvaw Euler angle
Frequency in sec™l: imaginary part of an
Rotational rate vector of Reference Frame 2

with respect to Reference Frame 1 and expressed in

. 2_,11 1 _
Frame 1 cooidinates. (g1~H2:2 so w, is left

handed. Thus, Frame 1 and Frame 2 are not

Variable
(Greek) Description
Wing sweep angle
Eigenvalue
£ Integrator state
c Air density
T Human time delay
“n,
1
Ty
eigenvalue
2
=1
interchangeable.)
Variable
{Subscript or
Superscript) Description
B Body axes
1 Inertial axes
1C

Interconnect gain
Initial condition
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LIST OF SYMBOLS (Continued)

Aerodvnamic moment about the x-axis

Aerodynamic moment about the yv-axis

Aerodvnamic moment about the z-axis

'ind axes (same as stability axes for t0=ao=0)
Aerodynamic force along the x-axis
Aerodvnamic force along the y-axis

Aerodynamic force along the z-axis

Variable

(Subscript o:r

Superscript) Description

m

max faximum value
n

p Predicted value
S Stability axes
s Scalar svstem
u Control vector
w

X

Y

Z

X State vector
Operator Definition

Time derivative
Matrix equivalent to vector cross product.

Specifically, if x is the three~dimensional
vector

A} 0 -z :
X = |V , then = z 0 -
ZJ -y X
and the cross product of x and f is equal
to the product of the matrix x and the

vector I,

x - f=x{
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Operator
(G

)

det( )

max

)TOT

Acronyvm
ACM

ARI

Cc.g.
c.p.
DPCAS
DPSAS
DR

d8
1AS
LCDP

LIST OF SYMBOLS (Ccntinued)

Definition

Transpose of a vector or matrix

Inverse of a matrix

Steady state value

Reference or nominal value of a varisble

Perturbation about the nominal value of a
variable

Expected value of
Determinant of a matrix

Maximum value, usually due to displacement
limit of an actuator.

Total value, usuaily of an aerodvnamic
coefficient

Corresponding Phrase

Air Combat Maneuvering
Aileron-Rudder Interconnect
Command Augmentation System
Center of Gravity

Center of Pressure
Departure Prevention CAS
Departure Prevention SAS
Dutch Roll

Decibels

Indicated Air Speed

Lateral control departure parameter
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Acronvm

LP
MCE
PIO

SAS

LIST OF SYMBOLS (Continued)

Corresponding Phrase

Lateral Phugoid

Minimum-control-effort

Pilot-Induced Oscillation

Spiral

Stability Augmentation System
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APPENDIX B

AIRCRAFT AERODYNAMIC MODEL

The reference aircraft is a supersonic fighter

designed for air superiority missions.

Mass, dimensional,

and inertial characteristics are listed in Table B-1.

TABLE B-1. CHARACTERISTICS OF THE REFERENCE AIRCRAFT

Mass, m

Reference Area, S

Mean Aerodynamic Chord, ¢
¥ing Span, b

Length

Center of Gravity Location, xcg

1512.
565.
9

64

62.

7 slugs 22076 kg

0 £t? 55.28 m?

.8 ft 3.0m

A ft 19.5 m

0 ft 18.9 m
0.09

The control variables are symmetric stabilator (és),
maneuvering flaps (Gmf), differential stabilator (Gds), spoiler

(ésp). and rudder (6r).

listed in Table B-2.

The ranges of these variables are

/ﬁt~_~ “,‘-~1'— ey

?’_2" mc ) - B

R 'EDD;G Pasg 3LANC Nop ~
LTV « - FIlMzp

TABLE B-2. CONTROL VARIABLE RANGES
és +10 to -33 deg
Gmf +10 to O deg
6ds +12 to -12 deg
6sp +55 to -55 deg
6r +30 to -30 deg

197




e e ————

Two aerodynamic models are used in this studv. One
of them (the subsonic model) includes very few Mach number
effects and assumes a fixed wing sweep of 22 deg. The eftects
of sideslip on the static forces and moments are given by
tabular data, and the maximum stored angle of attack is fairly
high (55 deg). This model is described in Appendix B of Ref.
2, and it will not be discussed further here.

The second model used in this study includes very
complete Mach number effects and is referred to as the Mach-
dependent model. Wing sweep is programmed as a function of
Mach number up to the full flight sweep angle (G8 deg). This
model includes only linear sideslip effects, and it has a lower max-
imum angle of attack (30 deg).

The Mach-dependent model also differs from the sub-
sonic model in that it expresses the angular rates and the
forces and moments in stability axes. (The stability axis
x-2 plane lies 1in the bady x-z plane, but with the x-stability
axis along the x-z plane prcjection of the velocity vector.)
The velocity relations are given in Eg. B-1, and the angular
rates in Eq. B-2.

-
v v’u2+v2+w§
B| = |arctan v//u2+w2 (B-1)
o arctan (w/u)
-
Pg [cos a 0 sin & || pg
Lrs L-sin a O cos a || rg
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The equations for the force and moment coefficients

(in stability axes) are given in Egs.
independent variables,

number
nLﬁ:‘M'
t. =
ﬁﬁs
nLAQ(M'
nmﬁﬁ(M
A -
Cm6s
nmkq(M
Cm

h) CLﬁsl(M'

h)[(‘Lés (M,
1

. hYyC (M,

M6s1

. h)[cmng("'

ban - nm,‘s(M, h) Acméd‘(ﬂ,

a) AF 10

a)(-15) + CLéq (M, B)("q +15)] - 15 =
s 2 N

=l

n) 68 10

6)(-15) + Cmy (M. a)(6_+ 15)} - 15
82

[A
Cliy, * ~"La (M. h) 8Cmg (M. o, 63)// {Ef (M) - [xcﬂ - 0,162]]

Cpr - ‘Lsp(“'

Cmsp '3 hmsp(‘u'

Cagp ™ "igpM

h) Lcisp(M.

n) 3CLg (M, o)

h) iCpg (. 2)
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B-3 to B-17.
besides those listed above

The

, are Mach

(M), altitude (h) and angle of attack rate (&).

MESUREES

~ & > =15
- s

& > =33
8

(B-4)

(B-3)

(B-6)

(B-7)

(B-8)

(B-9)




Clme ™ "Lpg(M. 1) Cp (M. a) (B-10)
Comg * "mmg(M. ) 3Chp (M. a) (B-11)
CLror = Clpasie™. ho n) + € (e 78 e CLap|sp/Srpyay |

CYror

CproT *

¢ 17075

YAX

* g 6dq/6d$_nnr! s A(‘]‘AS+(F/2\')[CLQ(M, @) a4 CLad, a) &] (R-12)

Cyp(M, h, a) R + CgpM. n)(bap/b

spuax )

+ Lr“ﬁg(v., )+ ryadsésm, a) & ¢ (:""-as‘*ds(n'q)lé ] fae
o
| .
+ - .
Cyg (M. @) €. ¢ (b/2V)Cy (M, n) p_ + Cy (M. a) rnJ (B-13)

CDpasic(M: CLpasyc) * 8CDg M. 0)(8pe/bmtyx) + 8CDg (M, @) |6, /8apy,x|

(B-14)
- -
‘ ~ /] ’ 1 '9
= EC;E(L, h., a) LC‘:£ (¥, a) = "Cli‘u:{“" a)(émr/(mf \I
- 3 max <~
r 7
- C- ¢ : « Cy, (M, L,ud (K. h, ¢
Crepapliep, ) ° Cag (01 S Cuy s B oty
l ‘|— 4 7 W
+ c“r(n.. foon) L (L/Z\)Lclp(k, a) Py * C1, (N, w) r';J (B-15)
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g Vo 4G (¢ 4
| - L"’ﬂ'.f\

~ ' - C ¢ i d
‘rroTe T Craasic(®: me ""fMA.‘;) Tep Csp’ SPMAX!-

- Cm“dsiidslidsm:r' -~ L-.C,,,is - (c,"Q\')LCu,q(L!. ) gy * Cggih. o c—-
r R
* CLmor Lcslc‘ - 0.164-! (B-16)
- 2
a)(¢ ¢ ) | E
\,n.ro,:g - Lcné(li o} 0) -+ bCrE{S(L a) ¢ J—CDLL{Y(D )( u‘f/ meAx J
- ! * I3 r S.h.u - , (Moo
JCDSF(L‘ O)(Lsp/fs‘ ) + |Cr‘fds”" n Cr‘coe:‘ £
MAY L §°s
2
+ Cp (M. o) €
dslds ds.J ds
r 1
- (b,’2‘§')§-Cnp(Lﬁ_ 0} Fg * Cnr(l!, Q) rs; (E-17)

The resulting stability-axis force and moment
coefficients are transformed into body-axis force and moment
coefficients by Eqs. B-18 and B-19,.

- - o - r -
C -COS5 & 0 sin a
XroT ° °© CDTOT
Cy = 0 1 0 Cy (B-18)
TOT TOT
C -sin o 0 -cOS o C
Zrot| | ° ° ]| Tror]
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CITOTB cos a,
Crrorg | = | °©
CnTOTB sin o

The total force and moment coefficieats can be used directly
to calculate the forces and moments on the aircraft for trim
analysis or for nonlinear time history genecration.
a linear analysis requires the partial derivatives of the
six coefficients with respect to all of the independent

variables. For example,
coefficient (CXTOT) with

velocity (u/VO) is given

Cxpyr -r
51u7° 5 1

o (%
.[-

S S -CZTO’I' - cos a,

qu

ca
Cx, (M, G ) = ===
Zvo q o] (<] 2V°

-

Tr 9 i
0 -sin ag ClTOTS
0 cos o CnTOTS

4 L .

However,

the derivative of the x-axis force
respect to non-dimensional x-axis
in Eq. B-20.

——4 ovarangl ph—— Tn— J——— L] el 4]

3CXror 3
+ [_ﬂ—} [—E'V—?a(u/ - (B-20)
A partial derivative with respect to an angular rate is
illustrated in Eq. B-21.
lroTg ;2vo) i’clrorsl  3pg | [ 2Cirorg {3r51
Clr'_"—"——b—' cosao ; + cos u | R
aTyg | aps | arB o 32‘5 I 31'5 !
L .J < L JL J
. X .- - \
iEC“TOTsj :3’5} [Carorg” ¥Ps] (2v°) :
- stn aot'_ﬁs_|l-ﬁ:-sin:: 375 rp.| | B (B-21)
. Ju J
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Many of these derivatives contain the partial
derivatives of the nondimensional wind-axis translational
velocities (V/Vp, B, a) with respect to the nondimensional
body-axis translational velocities (u/Vg, v/Vg, w/Vg).
This matrix of derivatives, evaluated at the nominal
flight condition, is

-
. . , COS up cos g sin ig sir ap cos Eo.;

e(V/Vp, &, 2)° : ' '
L= i =CO® ap §1n 30 cos Ep -8in ag sin 3¢

f(u/vo), v/vg, w/voT | E !
_-81in ag/cos fq e} £os ap/cos o

Vo, a0, 3¢

Dimensional stability derivatives are formed by
taking the derivatives of the dimemnsional aerodynamic
forces and moments with respect to the dimensional state
variables. These dimensional derivatives contain the

. . . . X 3L -
nondimensional derivatives; == and =7 are examples of these

derivatives:

: a5¢
Po U S CXT[MO,hO,aO,GO,SSO, émfoy‘sspo, 5dSo» 2‘_10]

* onvgs Cxu V51

3L 3 2
3r " v [*9" S C1rr ]
2 b
= #0o¥0S C1r 307

The complete dimensional stability derivative
matrices are essentially as presented in Ref. 2,
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APPFNDIX C

COMMAND AUGMENTATION MODES

The primary control channels in most present-day
aircraft consist of direct connections between the pilot's
controls and the main control surface actuators. Additioral
control channels, often computer implemented, provide limited .
control surface movement by augmentation actuators. . This
appendix examines the command-to-control connections that

are desirable in advanced command augmentation systems.

The first section illustrates an aileron-rudder inter-
connéct (ARI) design method that can provide invariant steadv-
state response to control deflections over a range of flight
conditions. The tradeoffs betweean various command modes are
discussed, and the specific linearized command mode equations
are derived for use in Chapter 4. A steady-state analyvsis of
this command vector concludes the appendix.

c.1 AILERON-RUDDER INTERCONNECT DESIGN

The steady-state (algebraic trim) design of a control
interconnect svstem is discussed in the context of ARI system
design. The new technique is general, creating invariant
Steady-state response to pilot control surface commands over
a wide range of angles of attack.

The steady-state solution of the linear dynamic model

./.";-1.

BX(t) =FLx(t)+Gau(v) e T T -

. TEC.EDD‘? PASE Brope ~
.“ ane ,,'.'_.>~_ NOT FIM‘D
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Thus, desired values of .Lx* specify values of Au*. For direct
connections between pilot commands, Aé, and control surface
commands, bu (4é £ tu), the steady-state control setting which
provides a given .xX* changes as the dynamics and control
effectiveness matrices change. The adjustments reguired for
Zu* become complicated at high angles of attack and can even
he counter-intuitive. The aileron-rudder interconnect (ARI)
used in many aircraft provides one solution to this particular
problem. The ARI phases out the lateral stick-to-aileron
channel and phases in a lateral stick-to-rudder channel as ag
increases, minimizing the adverse yvaw effects of lateral con-
trol surfaces. The relationship between pilot and control
surface commands is chag 2 441, where KIC is an interconnect
"gain'" matrix.

The interconnect design problem can be generaiized

as follows: find the interconnect matrix, K which compen-

Ic’
sates for dynamic variations such that the relationship be-

tween 40¢* and AXx* is invariant in the steady-state solution,

0 = Fax* + GKICAQ* (C-1)
KIC is assumed to vary with flight condition, 1.e., KIC =
KIC(EO). The solution is discussed using the reduced state
vector

6x = [Au AQ Aw Lv Ar Ap]T (C-2)

which preserves the aircraft's essential dynamic characteristics,

and F and G are defined accordingly.
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Assuming that the steadv-state relationship between
ZX* and i¢* is acceptable at some nominal flight condition
(e.g. . low-ao‘ straight-and-level flight), no interconnect
is needed (i.e., KIC=I)’ and, from Eq. C-1,

= _1 b 3
Ax* -Fl GIA§

To preserve the same 5*-A§* relationship at a different
light condition, the interconnect must be used:
-1

Ax* = -F, G K L8

These two equations define the interconnect matrix as
K = G, F,F. G (C-3)

where the pseudoinverse of G2 is taken (since G2 is, in
general, not square) and F1 is assumed invertible (virtually
always the case when the state variable is defined by Egq. C-2).
KIC must change with flight condition, and it can be scheduled
accordingly (as in Chapter 4).

As an example, consider the pseudoinverse AR] design
for a referencé flight condition specified by trimmed flight
at a velocity of 244 m/s (800 fps) and an altitude of 6,096 m
(20,000 ft). Two pilot controls (lateral stick and pedals)
command two control surfaces (differential stabilator and

rudders). The four control interconnect gains obtained from
Eq. C-3 vary with a, as shown by the solid lines in Fig. C-1.
The existing ARI characteristics are illustrated by the
dashed lines for comparative purposes. The lateral stick-to-
differential stabilator gain is close to unity in Fig. C-1
until the design angle of attack is reached (denoted by @ ),
then rapidly drops. The reduction in the lateral stick to
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Figure C-1 Comparison of Pseudoinverse ARI

Design with Existing ARI Characteristics

differential stabilator interconnect with increasing angle

of attack is typical in ARI designs, as the existing ARI (the
dotted curves in Fig. C-1) illustrates. The pedal-to-rudder
gain remains close to unity throughout the angle of attack
range studied, with some dropoff at low angles of attack
because of increased rudder effectiveness. The lateral
stick-to-rudder gain remains near zero for low angles of
attack and rapidly increases as the lateral stick-to-

differential stabjilator gain decreases.
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The general agreement between the control inter-
connect gains calculated according to Eq. C-3 and the inter-
connect gains actually implemented lends credence to the
algebraic design procedure presented here, while suggesting
possible modifications for study in the present ARI.

One difference between the pseudoinverse ARI design
presented here and the actual ARI is in the pedals-to-
differential stabilator gain, it is not insignificant and in
fact increases in magnitude rapidly with angle of attack.
Judging from the smooth behavior of the pedals-to-differential
stabilator term, the use of such an interconnect gain would
enable the differential stabilator to be used to improve
maneuverability in high angle-of-attack flight.

c.2 ATRCRAFT COMMAND VECTOR ALTERNATIVES

The pilot command vector 1.-ed not consist of the air-
craft states alone; it can be formed from any reasonable combi-
nation of aircraft states and controls. This section dis-
cusses some command vector elements that are desirable from
a piloting point of view, and the mathematical state-to-
command transformations are derived. Linearized versions of
these transformations are used in Appendix D and Chapter 4 to
construct a command augmentation system.

The form of the command transformation is given by
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where Y4 1S the command vector, and h is a vector-valued
nonlinear transformation of the states, x, and the controls,
u. In general, the command vector can only contain as many
degrees of freedom as the number of independent controls,

which is, at most, six.

.The four basic commanded motions are longitudinal,
lateral, normal, and directional motions. Longitudinal motion
results in a velocity magnitude change and can be commanded
by V or V. Lateral (rolling) motion is used to orient the
maneuver plane and can be commanded by p, Py, Or ¢. Normal
and directional plane motions are two degree-of-freedom motions,
and, in general, require two commands. 1In the normal plane,
acceleration (an or gq) and/or attitudes (%4, a, or y) can be
commanded, with the two-element directional command vector
chosen in an analogous way. All of these commands are
desirable in one situation or another. In ground attack,
both flight path control (y) and independent fuselage pointing
(au) might be desirable. In air combatr maneuvering, normal
acceleration (an) is certainly a useful command, as is sta-
bilitv-axis roll rate (py).

Complete six-element command vectors are assembled

next. The first example command vector is the attitiude

command vector,

¥q = Vv, v, 6, v, £, ¢]

This vector obtains flight-path control from the flight path
angle, vy, and the veolocity vector heading, £. Independent
fuselage pointing is available from body pitch angle, 6; body
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vaw angle, v, is available for crosswind correction or gun
aiming. For a fighter pilot requiring rapid sustained orien-
tation changes, an acceleration-oriented maneuvering set,

T
[ ay v pw]

could be useful. The maneuvering set gives the pilot direct

T

4 © [V’ Bpr &

control over normal acceleration, a and roll rate about the
velocity vector, Py Independent fuselage pointing is pro-
vided about the velocity vector using angle of attack, a, and
sideslip, &, commands. The air-relative velocity magnitude,
V, is commanded, and the aircraft can be directed to make a
flat turn (no bank angle) with the lateral acceleration, a

vy’
command.

The nonlinear relations between the elements of the
maneuvering command vector and the aircraft body states are
given next. Some of the maneuvering commands are used in the
DPCAS design in Chapter 4 and could be determined in flight
using the nonlinear relations. The aircraft velocity in wind

axes 1is
v \/:2_‘_‘,24_“,2 7
g| = |tan”? (v/Vu2 + w2
a tan~! (w/u)

The accelerations are the second and third components of the
earth-relative acceleration expressed in wind axes:




I . . -1
a | = Hy ¥ HB(a,B)[lB+wB lB]
a
n
where
[ cos a cos B sin 8 sin o cos 6]
Hg(a.ﬁ) = I-cos g sin B cos & -sin a sin &

-sin a 0 cos o

The wind-axis roll rate is the first component of the body
angular velocity expressed in wind axes, which is

Py

Ay

Tw

¥ I
= HB(ayB) _w_B

These nonlinear equations serve to relate the maneuvering
command vector to the state and state rates involved in the
actual aircraft dynamics, and they represent the total command
values which drive the nonlinear model of the aircraft. Their
linearized equivalents must be defined for control system
design, as presented in the following section.
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C.3 LINEARIZED MANEUVERING COMMAND VECTOR

The command augmentation system design methods
of Chapter 4 require linearized versions of the maneuvering
command vector equations given in Section C.2. The command
vector is a function of both aircraft states and controls,
so the following perturbation command vector equation results:

brg 7 Hy(XoBg) A%+ H (X)) by

The individual rows of Hx and Hu depend on the chosen
elements of the command vector, and.the following equations
are used to derive the linear maneuvering command vector. The
perturbation wind-axis velocity vector is related to the per-
turbation bodv-axis velocity vector as

v

-1 w
AaJ
Jw is a diagonal matrix which has elements 1, VO. and Vo cos B

The perturbation wind-axis roll rate depends on voth
the perturbation body-axis angular rate and on the perturtation
body-axis velocity, which affects the body-to-wind-axis trans-
formation matrix. The desired result is the first row of the
vector equation,

Ap'

bay | = Hi(ay.B )0wp - Hala 8 5g Ly(sg) Iy (V.80 Ho(e .8) 8vp (g
. :
Ary
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where
[0 sin o 0
Lw(ao) =10 0 1
0 -CcOSsS & 0

Equations C-4 and C-5 are easily evaluated using general compu-

ter routines that have been developed for this type of analvsis.

The third necessary vector equation gives the rela-
tionship between the body-axis state variables and the

perturbation wind-axis accelerations:

W .. A
Hp(a .8 ) {ALB'*wBOAXB-\BOugB

Y i 4

. ~1 -1 . w
- [XBO"‘ UBOXB"]LW(GO)JW (\O’BO)HB(QO'BO)Q\—B}

(C-6)

This equation regquires both the nominal and perturbation body-
axis velocity derivatives, iBo and AiB. EBO is ?art of the
nominal flight condition specification, while AXB consists of
three rows of the linear system differential equation. Intro-
ducing these three rows causes the accelerations to be func-
tions of the perturbation Euler angles, body-axis translational
and angular rates, and the perturbation control deflections.
Evaluation of Eq. C-6 is straightforward using available com-

puter subroutines.

The perturbation maneuvering command vector is related

to the perturbation states and controls by assembling the Tx
and ’I‘u matrices as indicated by Table C-1.
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TABLE C-1
PERTURBATION MANEUVERING COMMAND VECTOR

COMMAND
VECTOR
| ELEMENT | TRANSFORMATION EQUATION
LYY 1St row of Eq. C-4
Lan 3rd row of Eq. C-6
ba Brd row of Eq. C-4
LB an row of Eq. C-4
ba an row of Eq. C-6
st

5pw 1 row of Eq. C-5

C.4 STEADY-STATE ANALYSIS OF THE MANEUVERING COMMAND VECTOR

The maneuvering command vector contains six command
variables tc be accommodated by six aircraft controls. It
must be determined whether or not this command vector has
practical significance for the subject aircraft -- is the
system controllable, and deoes the aircraft possess sufficient
control power to execute all six commands? These questions
are easily answered using the theory containeﬁ in Appendix D.

The question of controllability can be answered by
rank tests of two compound matrices:

rank| F, F2G, ... FD-IGJ «n (C=7)
-
F G
rank = n + ¢ (C-8)
By Hy
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Equation C-7 is the familiar definition of controllability
for a linear svstem, and Eq. C-8 determines whether or not
the commands can be accommodated by the available controls
(see Eq. D-32). Using a typical flight condition (ao = § deg,
V=122 m/s (400 fps), h = 6,096 m (20,000 ft), q_ = 1,25

o) o]
deg/sec) and computing the transformation matrix [Hx, Hu]
from Eq. C-6, both rank tests are satisfied, i.e., the
system is controllable if the controls are allowed tc have

unlimited movement.

As shown in Appendix D, steady-state values of the
system are obtained by taking the inverse (or pseudoinverse)

of the composite matrix,

r

-1
F G . [811 S12

Hx Hu LS21 S22
and using the inverse partitions as follows:

bx* = S,, by *

bur = Spp 8¥4"

Elements in S and 822 indicate how controls and states

change positiéﬁs as the commands are varied. Large values

in 522 indicate that the contrcls may reach their limits
before the command is accommodated. Values for 512 and S22
obtained from the rank test at the flight condition chosen
are shown in Egs. C-9 and C-10. The units of the states and
commands in Eq. C-9 remain the same for the rest of this sec-

tion. Control output is in degrees.
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*x r . AR 3

i deg/sor | 00675 108 22.4% 0.0 0.0 0.0 W [

Au Ips 0. 9490 -0 ORA(Y -0.4983 .0 0.0 n_0 !

sq degesec D000 0130 v 0.0 0.0 0.0 LAV fps

Aw fps .. 0,141 0.8R77 .91 0.0 0.0 0.0 | tag 1ps2

Av fps o n.n 0o £ QR a.174 0.0 A deg

Lty deg/sec 0.0 0.0 (134 0.0 -0 .2R1 0.142 AR deog

Ap deg/wec (4] .0 0.0 0.0 -0.04R  -0.0202 Apyg deg/sec

r¢ degiser 0.0 0.0 n.o n. 700 109 1 R2 sa fps?

(C-9)

r e - 4 T e

séq -0.00582 -1.23¢(310%) -0.185 0.0 0.0 0.0 av

08 0.167 -3.01(10%) 2.29 0.0 0.0 0.0 sa

LY ~0.301 3.19(104) -5.47 0.0 0.0 0.0 da

28, 0.0 0.0 0.0 2.08 10% 1.26 58 (C-10)

- 6 .

864, 0.0 0.0 0.0 1.48 10 0.208 Py

8% ) 0.0 0.0 1.16 10° -0.0106, | sa
[ S JL® ]

The pitch and roll Euler angles are included in F and G and,
as expected, exhibit very large values when either Aan or pr
is commanded. The large (though finite) values for A& and A¢
also cause the controls to saturate. The Euler angles are
almost pure integrations (they couple into the other states
because of the gravity vector) and have meaningless steady-
State interpretations when Aan or pr is commanded. The
Euler angles are removed from F and G, and the composite
matrix is inverted again producing the steady-state matrices
shown next.

sul® [o990 00 -0.e83 0.0 oo co J[av ]
64 0.0 0.143 0.0 0.0 0.0 0.0 ban
Aw 0.141 0.0 6.91 0.0 0.0 0.0 da
avi{ “loo 0.0 0.0 6.96 0.0 0.0 A8
or 0 9.0 0.0 o. 0.141  0.142] | apy
Lop] fo0 o0 0.0 0. 0.990 -0.0201 | nay
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T4 , -
(A\T ~6.0002  0.0080 0 018 0.0 0.0 0.0 (s
4 0 181 -1.15 2.79 0.0 ‘o0 0.0 ra l
< n
AA -1.3164 . F. 85 -6 .00 n.n 0.0 h.n rn

mf = ~
qu 0.0 0.0 0.0 -34 .8 0,03 -93. 78 Ap
M e 0.0 0.0 0.0 7.60  -0.25R 23,35 am
nE 0.0 0.0 0o 0,827  0.020 -0 .RG7{|‘’a
L 4 L JL ]

The steadv-state values are meaningful but indicate that any
significant Aav command causes the lateral controls to reach
their control limits. The lateral controls have poor lateral
acceleration command power, requiring Aay to be eliminated as
a command. Throttle is considered to be a fixed control, and

tén and &V are removed from F and G.

T
To continue the steady-state analysis, the steady-state

matrices are obtained using the pseudoinverse (Eq. D-9) of

the composite matrix, since the number of controls now exceed

the commands. The rank test given by Eq. C-8 is still satis-

fied, producing

_ i, -
se ¥ [ 42.15 854 0.0 0.0 TrAan *
sq 0.143 0.0 0.0 0.0
aw | | 5.99 19.2 0.0 0.0 || %

v 0.0 0.0 6.98 0. 28
ar 0.0 0.0 -0.052  0.142
sp | 0.0 0.0 0.0074 0.9 |l tpy |

L - -

ﬂ - [~

[p5¢ |* 6.54 18.5 0.0 0.0 | Aanjt

B8 pp -11.48 -33.5 0.0 0.0 |,
b6gp | = | 0.0 0.0 -0.313 -0.116

56 gs 0.0 0.0 -0.914 -0.258| °F
b6, 0.0 0.0 1.14 0.020 || ap,,

| J L JL W
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A sideslip command produces reasonable settings of
three lateral-directional controls, and a roll rate command
primarily affects the lateral controls. In the loreitudinal
states, problems still exist because of the large changes in
velocity and the large longitudinal control values needed to
accommodate both Aan and da commands. Using aan as the more
desirable longitudinal command and eliminating Lo, the steady
state values reduce to

r . r ar -
o || 2267 0.0 0.0 | aa,|"
| a 0.143 0.0 0.0
tw | _|-2.88 0.0 0.0 | ,a
&v 0 6.98 G.0
ar 0.0  -0.052  0.142
8p 0.0 0.0074 0.99 | 4p,,
L J L JL ¥
[ ar it
(26 | [-2.41 0.0 0.0 | oa
B8ms 4.66 0.0 0.0
86gn| = | 0.0  -0.313 -0.116 || 48
b84ds 0.0 -0.914 -0.258
68 0.0 1.14 0.020 || 8p,,
- r - L J- “J

The results are reasonable, and the controls and commands in
Eq. C-11 represent a controllable situation.

In summary, this appendix has investigated command
vector sets ranging from direct pilot-to-control surface
linkage to aircraft state-oriented maneuvering command sets.
A lateral-directional control intercrnnect design procedure
which results 1in invariant aircraft steady-state response
to the pilot's stick and pedal deflections is developed. The
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pseudoinverse interconnect design is similar to conventional
ARI design philosophy, and a comparison demonstrates they
produce remarkably similar gain variations.

Pilot-oriented command vector sets are discussed, and
the necessary mathematical transformations are derived. The
maneuvering command vector set is subjected to controllabiliiy
and steady~state tests at a tyvpical flight condition, taking
into account control power and command practicality. The
controls and state commands are subsequently reduced until

reasonable results are obtained. The resulting control vector
by = [as L6 . b6 L&, b6 ]T
- s mf sp ds r

and command vector

are employed in the DPCAS designs in Chapter 4.
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APPENDIX D

DESIGN OF PROPORTIONAL-INTEGRAL CONTROLLERS
BY LTNEAR-OPTIMAL CONTROL THEORY

Extending the results in Ref. 2, a continuocus-time
linear-optimal regulator combined with forward-loop dynamic
compensation is applied to the design of a Departure-Prevention
Command Augmentation System (DPCAS). This appendix summarizes
DPCAS thedry and design principles and expands on Type 1 con-
trol results reported in Refs. 29 and 22.

A command system attempts to stabilize a dynamical
system and drive the states and controls to desired nonzero
steady-state values. Steady-state analysis ot a dynamical
system plays a major role in DPCAS design and is discussed in
the following section. The rest of the appendix presents
Type 0 and Type 1 control laws. The Type 0 and Type 1 con-
trollers with control-rate-weighting are the DPCAS méchani-
zations used in this report.

D.1 STEADY-STATE ANALYSIS
A linear, time-invariant system, given by
bx(t) = F bx(t) + G bu(t)
where £4x(t) is an (nx1) state vector and 4u(t) is an (mx1)
contrgol vector, is in steady state when the state rates,

Ai(t), are zero. In steady state, the states and controls

reach the equilibrium points Ax* and Au*, which must satisfy




0 = F sx* + G bLu* (D-1)

If the (nxn) system matrix, F, is invertible, then the

equilibrium state values for fixed controls are:
Ax* = -F G Lu (D-2)

Consider the situation where combinations of states
and controls must reach values specified by the (2~1) vector,
Ayd, which is a linear function of the states and controls:

Ax*
dy , = H_ax* + H au* = [H H :] (D-3)
d X u X u sux

Hx and Hu are constant {(fxn) and (4xm) matrices, re<spectively.
Equation D-3 can be combined with Eq. D-1 to procdice the
simul taneous set of equations,

1f the number of desired values, %, and the number of controls,

m, are equal, and if the composite matrix is invertible,

N e 8121 Dot
By Wy So1 Szo
then 4x* and Au* are uniquely given by
Lxt = Slzaxd (D-5)
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L.l‘_l* = 82 :x' (D-6)

Equation D-4 is the most general method for obtaining
the steadv-state matrices,s12 and Szz,when the commands and con-
trols are equal. If F is invertible, then the solution for
these matrices can be expressed directly. Substituting for

Zx* in Eq. D-3 using Eq. D-2 and solving for Zu* leads to

4

c
*
"

-1 -1
. - Lr_\‘ . -7
u ( HxF G*—Hu> Ld (D-7)

With this result, Eq. D-2 can be rewritten

r-

R
*
n

(D-8)

-1
-F g <-11 F-1g + g > by
X u “~d

Comparing Egs. D-5 and D-6 with Eqs. D-7 and D-8 we obtain,

-1 -1
22 <-HXF G *Hu>

-1
a -r’lc(-ﬁ Flc+H )
x u

wn
)
"

2]
[

Difficulty arises when the compesite matrix in

‘ Egq. D-4 can not be inverted. There are two reasons why the

composite matrix may not be invertivle. The first reason is
that it is singular, i.e., that it contairs linearly dependent |
(or null) rows or columns. The secrnnd poscsible reason is that
the composite matrix is not square. This is always the case

when the dimensions of 4y, and Au are not equal. All of these

y cases cah arisce in the aircraftr control problem and are dis-

cussed below,.

' Consider first the case of the singular composite
matrix. This could occur, for example, it le contains body-
' axis yaw rate, Ard. and the aircraft's dynamic model includes
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the yvaw Euler angle, %y. In this case, F and Hx contain the
same 2zero column (since Ay has no direct dynamic effect), and
the composite matrix is singular. The physical meaning of

this result is that the vaw angle is continually changing as
the aircraft turns and does not reach a steady-state constant
value, i.e., elements in 812 are infinite. 1In Chapter 4, Ay

is eliminated from the state vector to avoid a singular com-

posite matrix (A¢ and 48 can introduce singularity for certain

non-straight-and-level flight conditions and also are elimi-
nated from 2x; see Eq. C-9).

The second case can occur when there are more con-

trols than commands, i.e., the steady-state problem is under-

constrained. There are many steady-state control positions,

lu*, (actually. an infinite number) which correspond to the
desired final value, le' In practice, the deflection limits
on control effector motions restrict the allowable Au*, and
this information can be put to good use in control system
design. The DPCAS is an underconstrained system, because
five control effectors are used to achieve desired steady-

state values of three commands.

There are at least three technigues for defining
Au* in the underconstrained case. The first approach is to
make comminds to the "extra" control effectors linear combi-
nations of the commands to the primary control effectors,
essentially making ¢ and m equal. For example, spoiler com-
mands can be proportional to aileron (o~ differential stabi-
lator) commands , and flap commands can be key:d to elevator
(or symmetric stabilator) commands:

Sp * kléa
Kmf = k26e
224
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kl and kz can be specified by requiring that the two related
controls reach their respective deflection limits at the same
time. (The scale factors can vary with flight condition,
blending controls in and out, as appropriate.)

The second method for handling the underconstrainad
case is to increase the number of desired values until & and
m are equal. For example, some control deflections may have
desired values (e.g., flap setting during landiag approach);
then Eg. D-3 can be written as

Using this technique, the (ix1) vector, Ag*l accommodates

Lidl and compensates for Au*,; Lu*, can be placed at any
position desired.

The third technique, and the one used in the DPCAS
design, makes use of the pseudoinverse (Ref. 24) to invert a
non-square matrix. In the underconstrained case, the pseudo-
inverse matrix is defined as

-1
F ¢ |f F 6 |F r c6l|lFr of

H H H H Hx Hu LHX Hu

Steady-state values of 4x and Au are computed as

Pl

Lx* r F G
du* LHX Hu I
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where the pseudoinverse composite matrix is of dimension
(n+m) x (n+72). As in Eq. D-4, there are four partitions in
the pseudoinverse composite matrix:

(D-10)

The physical interpretation is that the matirices S12 and 822
provide a least-squares solution of minimum length for Au*,
given ;xd. This property of the pseudoninverse is appealing

because it allows 4y, to be accommodated using minimum changes

in the control positions.

Steady-state analysis indicates tue trim state of
the aircraft. For nonlinear dynamic models, the trim condi-
tion is defined by functional minimization, as in Ref. 1.
For linear dynamic models, the trim condition is specified
by Eq. D-9. 1If the linear system actually is an approxima-
tion to 2 nonlinear system (always the case for aircraft
models), 812
linear trim condition to small perturbations in the desired

and 822 represent the sensitivity of the non-

states and controls. Consider a system obtained by linear-
izing the aircraft's nonlinear dynamic model about some
nominal trajectory. The desired command value is a nonlinear
function of the nominal states and controls,
* ]
Yy =0 (x,,u5) (D-11)
o

as shown ip Appendix C. For changes in Xdo' represerted as
Axd, Eq. D-11 becomes

’ & * * *
Yg = Lq * Brg ® h(xg.ug) ¢ H bx* +H, b4
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and the new trim values are approximately given by

X* S XX o+ AX® = X% 4 SIQLXd (D-12)
= Auy* = ’ -
u* 28 + Au g(‘; + SzzALd (D 13)

A graphical depiction of Eqs. D-12 and D-13 is shown in
Fig. D-1. Combining trim and linear steady-state values in
a control law is shown in Section D.5.

A-—28981
I Byy=vq - Ydg LINEAR STEADY-STATE APPROXIMATION,
5 —H— hlxg ug! * HeAx + Hyoy" = vy
[
b *——=—— NEW POSITION, h(
g \ xy)e Yd
w POINT OF LINEARIZATION, hixq, uqg) = y
; -0 -o -do
b ACTUAL NONLINEAR TRAJECTORY
o
TIME, t
Figure D-1 Linear Projection of Steady-State Values

Steady-state analysis shows how to instantaneously
change the controls to achieve the desired command. The next
task 1s to maneuver from one steady-state condition to another
using a smooth, stable, state trajectory and modest control
motions. The maneuvering can be accomplished by combining
steady~state analysis with optimal control design techniques
to develop a control law which drives the command error to

zero as time increases:
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Lim(ey(t) - =0

Ay )
t-0 ~d

where :Iy(t) is the system output,
v = -+ o
Ly(t) HXAE(t) HuAg(t)
The two control structures used in this report to 4rive the
command error to zero -- the Type O DPCAS and the Type 1
DPCAS -- are derived in the following sections.
D.2 TYPE O DPCAS WITH CONTROL-RATE WEIGHTING
A Type O controller is a feedback regulator which
asymptotically stabilizes a system and drives the command
error to zero without using pure integral compensation. A
multi-inﬁut/multi—output Type O controller which implicitly
limits commanded control rates can be designed using linear-
optimal control theory, as in Ref, 30. The Type O DPCAS
presented in Chapter 4 is designed using this approach, and
its derivation is summarized below.
A linear-optimal regulator for the system
Ax(t) = FAx(t) + Gou(t) (D-14)
takes the form

bu(t) = -Kox(t) (D-15)

where the gain matrix, K, minimizes the quadratic cost func-
tion

(D-16)
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The state~-weighting matrix, Q, is required to be non-negative
definite and symmetric, while the control-weighting matrix, R,
must be positive definite and symmetric. Thg cross-weighting
matrix, M, arises when limitations on state fates are to be

considered in the cost function. The design parameters for

the linear-optimal regulator are contained in Q, R, and M.

The gain matrix in Eq. D-15 is defined by

K = R-3cTp + M7y

where P is a symmetric, positive semi-definite matrix and

is the steadyv-state solution of a matrix Riccati equation:

P = -PF-FIP - Q + (PG+M)R™1(PG+M)T

Given the initial conditions on the state, P has the interesting
property that value of the minimum cost is given by

7 = 8x7(0)PLX(0) (D-17)
The linear-optimal regulator can be modified for

non-zero command regulation by shifting the coordinates of
the system to the desired steady-state values. Using the
steady~state variables defined in Egqs. D-5 and D-6, the
shifted variables are

AX(t) = Ax(t) - Ax*

“AU(t) = Au(t) - Au*
Modifying the system dynamics to include coordinate shifting

and the weighting of Aé(t) in the quadratic cost functional,
Eq. D-12 becomes
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The (mx1) vector, AV¥(t) is the new control variable, and it
is equivalent to the control rate, ié(t).

Weighting the shifted variables and the control rate
leads to the cost function

e~

o Q M x(t)
J = f [AgT(t) AgT(t)] ,lr - + AgT(t)Rag(t) dt
0 MY Qg | al(Y)
(D-18)

Using the results for the linear-optimal regulator, the con-
trol law which minimizes the cost function is

L3(L) = -K;0%(t) - KyAU(t) (D-19)

This control law is similar to the basic optimal regulator,

except that control rate is commanded, K,4u introduces a low-

2
pass filtering effect, and the feedback law operates on the
shifted variables. The control gains are computed from the

Riccati equation solution by

Py1 Pyo

Pa1 Pao

-1
[Kl KZ] = R (0 I)

where the algebraic Riccati equation is

'] 3 . T ] ’ »
STRRZTY RIS LANEY LR Ov IS O Pyv P00 iy, vy, .
T T - -1 -
¥ N Y ’ ¥ y *
P21 Pa2 01 5 M Ve Pag| 1M Q| [ Puy Paaf[® ® P2y Poa
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The control law given by Egq. D-19 can be expressed
in terms of the unshifted variables by using Egqs. D-5 and
D-6:

ta(t) = -Ky 8%(t) - K, su(t) + L by 4

where

The control law is implemented by integrating Aé(t)
to provide a signal which is compatible with the linear
dynamic system, as shown in Fig. 45. Thus, the control
command takes the form

t
du(t) = 2u(0) + r-K Ax(7) - K 2u(t) + Liy (7)) |dT (D-20)
oL 1 2 d

which can be rewritten as

-K.t t =K (t-1)
tut) =e 2 auo) + f e 2 [

o -K1A§(T)4-LAXd(T)]dT

The Type 0 control law follows the command for the
linear system given by Eq. D-14 as long as 812 and 822 faith-
fully represent steady-state conditions for the system matrices
(F and G) and there are nc biases in the control loop. The
initial value of control, Au(0), still must be found; Section
D-4 i{llustrates how an optimal value cah be determined.

If it is desirable to track the command, Axd, with
zero steady-state error, allowing for variations in F and G
as well as biases, then a Type 1 controller may be preferable.
There are at least two procedures for obtaining a Type 1
control law using linear optimal control theory -- integrator-
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state weighting (Refs. 31 and 32) or transformation of a con-
trol-rate weighting structure; the latter is used in the
Type 1 DPCAS design and is described below.

D.3 A TYPE 1 DPCAS WITH CONTROL-RATE WEIGHTING

This section presents the derivation of the Type 1
DPCAS. The Tyvpe 1 linear-optimal controller with control-rate
weighting has been derived in Ref. 29 for the case in which
the controls and commands are equal. In this section, we
present a derivation which does not require equal commands
and controls and illustrate how the proper choice of Lu(0)
eliminates the possibility of a feedforward element in the

Type 1 DPCAS structure.

When m and % are equal, the derivation proceeds as
in Section D.2 up to Eq. D-19, which presents the Type O
controller with control-rate commands using the shifted
variables. Our objective is to convert this result to a
Tvpe 1 control law with shifted variables, i.e., one without
the "low-pass" feedback of Ou. The desired form of the

control law is,

(L) = -C AR(T) - C,8E(L) (D-21)
. t
LE(L) = f {Hxag(w) + nuag(r)}dT (D-22)
- 0

The variable, Aé(t), is the shifted integrator state that
provides the Type 1 property. Comparing Eq. D-21 with Eq. D-19,
we have m(n+%) unknowns in C1 and C2 and m(n+m) knowns in

K, and K,. Since £ and m are equal, we have as manv knowns

1 2
as unknowns and the problem should have a unique solution.
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The derivation proceeds by performing muthematical
and algebraic operations on £q. D-21 until we obtain a form
similar to the Type O DPCAS. Taking the derivatives of
Zqs. D-21 and D-22, we have,

BA(T) = -CLAR(t) - C, AE(T) (D-23
s5(1) = H ax(t) + H ali(t) (D-24)

The shifted system dvnamics,
tk(t) = Fix(t) + Gali(t)

and integrator state dynamics (Eq. D-25) are substituted into
Eq. D-23, producing,

du(t) = -CI[FAi(t)-+GAg(t)]-C2[HxA§(t)-+HuAE(t)J
The components are regrouped as follows:

F G ||ax(t)
3

Hx Hu du(t)

Bi(t) = -[c c

1 (D-25)

Comparing Eq. D-25 with the shifted Type 0 DPCAS, Eq. D-19,
we observe that they are equivalent if the following relation-
ship lolds between the two gain sets:

F G
c, C ] = [K K ] (D-26)
[ 172) |y oy 12

The composite matrix in Eq. D-26 is the one used in steady-
state analysis (Eq. D-4); when m and £ are equal, the composite
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matrix is invertible. Post-multiplying both sides of Eq. D-26

by the composite matrix inverse produces,
( - F G D27
..Cl c2J = [Kl Kz] H H (D-27)

Given the Type O DPCAS gains from the Riccati equation solution
and the composite matrix, the Type 1 DPCAS gains can be

expressed as

Substituting C1 and C2 into Eq. D-22 produces the Type 1
DPCAS with control-rate restraint. Rewriting the Type 1
DPCAS in terms of the original coordinates yields

= - - L E( -
Bu(t) = =Cyax(t) - Cy(bE(t) = 85%) + (C 8., + 8,0 )y,
Ai(t) = Ay(t) - Agd

where the equilibrium value of the integrator state,qf
remains to be specified.

The steady-state value of the integrator state
specifies the required value of Au(0). To find 4£*, we
assume that the system is in steady state prior to t=0 for
some Axd(-). At t=0, Axd changes instantaneously and remains
constant thereafter:

]
i
|
|
i
|
|
l
l
|
|




Au(0 ) -C1L§(O )-Czsé(o )+<C1812+822>Ald(0 )+c2¢§*(0 )

LAt + + .
-Clui(o )-C2A£(O )+<C1812+822>Axd(0 )+CoL8*(07)

A2(0+)
(D-28)

+

3

The values for 4x and 4f cannot change in going from 0  to O
2%(07) = Ax(07) = S, Ly (0"
+ -— -
AE(O0 ) = 45(0 ) = 4E*(0 )
but their steady-state values do change:
£X*(07) # 8x%(0") = §,,85,(07)

- + . +
Bu*(07) # 4ux(0") = 8,,6y,(07)

The question to be answered is whether or not Bu(0) can change
instantaneously at t=0.

The answer is ‘'no," because if Au(0) changes instan-
taneously, then AQ(O) is a delta function. The cost function
(Eq. D-18) contains the integral of the square of Aé, i.e.,
(in this case) the integral of a delta function-squared.
Although the integral of a delta function is unity, the inte-
gral of a delta function-squared is infinite (Ref. 33): there-
fore, an instantaneous change in &é is not admissible as an
optimizing control. Since Ag(0+) cannot be different from
bu(07), the value of AL* must be chosen to enforce this con-

straint on Au, i.e., AL* must satisfy,
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e - -1 N -+ g -
L3*(07) = -Cy [clsl2 szz]ald(o )

62%(0")

-1 - +
-C, [Clsl2 + ng]ﬁld(o ) (D-29)

<~

for any change in Lﬁd' Substituting Eq. D-29 into Eq. D-28
demonstrates the Type 1 DPC..S with control-rate restraint
does not have a feedforward of the command and takes the
following form:

A block diagram of the control law is shown in Fig. 46. The

low-pass filtering effect of the gain K which destroys the

2 ]
integrating property in the Type O DPCAS, is eliminated when

the Type 1 structure is used.

Tt can be shown that Au(0) should be the same for
the Type 0 and Type 1 structures; hence Ag(0+) cannot be
different than AE(O-) in either case. Another way of inter-
preting this result is that when the control law is initialized,
the starting value of the control command must be equal to the
current positions of the control actuators, independent of what
the initial commanded value may be. Then, the control law will
transfer the system from the current steady-state condifion
to the next desired steady-state condition in an optimal
fashion.

For the case in which there are fewer commands than
controls, the Type 1 derivation must be altered, beginning at
Eq. D-26. Equation D-26 cannot be written because the number

of unknowns in C1 and C2 is less than the number of Xnowns in
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K] and K2. The standard apprcach for obtaining reasonable
values in this underconstrained case is to use the pseudo-

inverse:

The gains C1 and C2 have the best possible alignment in a
least squares sense. For the pseudoinverse to exist, we
reguire that,

B
rank = n+f (D-30)

LH H

X u

which is the same contronllability condition derived in Refs.
34 and 35 but is more general than results in Ref. 31, which
require Hu to be zero.

To determine the Type 1 DPCAS for £ less than m,
C1 and C2 are calculated using the Riccati equation solution,
K1 and Kz, and the composite matrix pseudoinverse. The
steady-state value for Ag*(0+) in Eq. D-29 is solved using
the pseudoinverse of C2. Eigenvalue and eigenvector analysis
(Tables 15 to 18) demonstrate that the time history differ-
ences between the Tvpe 1 and Tyne 0 DPCAS for f less than m

are small.

D.3 IMPLEMENTATION OF THE DPCAS IN THE AIRCRAFT

Care must be exercised in controlling an actual air-

craft, whose dynamics are described by a nonlinear model,
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with control laws that are based upon a linear model of the
aircraft. The subject of how big the '"small perturbations’
(which are assumed in conirol svstem development) are allowed
to become alwayvs 1s a potential problem. A related problem

is accounting for the nominal states and controls which have
been assumed in the control design process. The steady-state
analysis presented in Section D.1 introduces this topic in

the context of trimming the linear dynamic model., but trimming
the nonlinear model is the problem which must be solved in
actual implementation.

The problem is to define values of x* and u* which
correspond to the command, g There is a nonlinear relation-
ship of the form

Yq T 0(x*,u%) (D-31)
whicn can be expanded (using Tavlor series) to become

v + Ly o= b (x*
L =d 0(..

,u* ) + H ax* + H Aux
o -0 x°= u -

o)
It is assumed that the nominal (ronlinear) and perturbacvion

(linear) parts of the eqration can be satigfied indepenadently,
giving

and

Av ., = H 4Ax* + Y Lu*
=d X= u -

The former must be "inverted” (loosely speaking) to provide

an operation of the forn
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[ J = 1o (xay) (D-32)
(o]

Then the total values of the states and controls which

correspond to the total command, Xd’ can be approximated as

= + (D-33)

Conceptually, Ydo represents the pilot's '"trim button" (or
thumbwheel) output, and x* and u* are derived as nonlinear
functions of the pilot's input. These functions can be written
explicitly or they can be realized as curves fitted to flight
condition. The values of 812 and 822 essentially appear as
gain matrices, which are either scheduled along with the

other gains or are derived from the partial derivatives of
h(x,u).

The total-value Type 0 control law can be expressed
as

t
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where x*(1) and u*(t) are defined either by Eq. D-32 or D-33,

and the integrator initial condition, Uy is set to current

actuator positions (when this DPCAS control mode is switched

"on'') to eliminate the possibility of mode-switching transients.

The total-value Type O DPCAS is illustrated by Fig. D=2,
depicting the proper adjustment of trim settings provided by
u*  and 5*0' the command "shaping' provided by 312. and the
feedforward of control set point provided by 522.

Similarly, the total-value Type 1 control law is
described by

t
u(t) = 'Cli(t) - C2 j; {E(T) - Xd(T)} dt - Cy 51

as shown in Fig. D-3. The integrater initial condition, EI'
is chosen so that the initial control command, u(0), is the
same as the actuator’'s starting position to eliminate mode
switching transients. The Type 1 implementation is seen to
be significantly different from the Type O version, in that
there is no explicit shaping of pilot commands prior to the
feedback summing point. Furthermore, it is desirable to

form the command error in command coordinates, implying

that the aircraft measurements should be processed by the
nonlinear relationship between x, u, and y (Eq. D-31). (This

’

is not a particular problem for the command vector =-- a . Py
and 8 -~ used here, as a, can be measured directly and the
computation of ., and ¢ from p, r, w, and TAS is straight-

forward and shown in Appendix C.)
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