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FOREWORD

This report was prepared by RCA, Government and Commercial i
Systems, Missile and Surface Radar Division, Moorestown, New Jersey,
under USAF Contract F33615-74-C-1077, Project 69CK, Task N2, in response
to contract item 0002. This work was administered under the direction
of the Air Force Avionics Laboratory, Dr. C. T. Brodnax (AFAL/TEA),
Project Engineer.

This final technical report covers work conducted during the
period February 1974 to December 1976 and was submitted by the authors
on 1 March 1977.

Contributions to this report were made by R. F. Kolc,
H. F. Inacker and P. N. Bronecke of the Missile and Surface Radar Divisicn
and W. F. Gehweiler and J. I. Pridgen of the Advanced Technoloqy Laboratory
in addition to the listed authors. Excerpts have been taken from the
Phase I report, AFAL-TR-74-120 for continuity and completeness.

Publication of this report does not constitute Air Force approval
of the reports' findings or conclusions. It is published only for the ex-
change and stimulation of ideas.
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SECTION I
INTRODUCTION

This final report on Contract Number F33615-74-C-1077 describes results of
Phases Il and III covering the hardware fabrication and evaluation phase of the
digital’Programmable Fast Fourier Transform Linear FM Waveform Processor, (PWP)*.

The PWP prograﬁ\ ¥Features three principal developments; the step
transform processing algorithm, floating point FFT processing and CMOS/S0S LSI
technology. The step transform algorithm was studied and its realizability
demonstrated under a pulse compression techniques study program(1) (F33615-72-C-
1634). It features a sub-aperture processing technique for the digital pulse
compression and expansion of linear FM waveforms. The algorithm was extended
to sub-array proces?ing of synthetic aperture radar (SAR) in Phase I of the PWP
development program 2) (F33615-73-C-1275). Both SAR azimuth focusing and linear
FM pulse compression can be processed with the same hardware configuration.

The objective of the hardware development effort was to construct a
programmable pulse compression/expansion system for use in advanced linear FM
radar and synthetic aperture processing app]ications.?k?rocessor goals included
time bandwidth products programmable in the range of 100 to 1000, sidelobe
levels less than -35 dB, and clock rates up to 10-12 MHz\

A functional diagram of the PWP system is shown in Figure 1. The figure
indicates the major functional subsystems and the CMOS/SOS circuits which are
used in them. Pipeline architecture is employed which permits input data to
be processed in the system in real time.

DERAMPING PHASE
& WEIGHTING CORRECTION
MEMORY & WEIGHTING
(TTL PROMS) (TTL PROM)
: c 6stage @ 6STAGE 3
PIPELINE @ | PiPELINE @
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& 9 | > S
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COMPLEX CONTROL SYSTEM TTL PROMS
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ORDERED@—  cysTom @ BUFFER c
SOS COMPONENTS OUTPUT 06 - Q O
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© DUAL8BITSHIFTER AMPLITUDE
® RETIMING REGISTER CORRECTION
® FLOATING POINT LOGIC TTL)
O VARIABLE SHiFT REGISTER (UNIVERSAL ARRAY)
® 1024 X 1S0S RAM

FIGURE 1. FUNCTIONAL DIAGRAM OF PWP SYSTEM

*The program was initially called the Programmable Waveform Generator (PWG) and
was renamed during the final phase. The initials have been abbreviated to PWP
in this report for convenience and to retain consistency with the previous
designation.
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Floating point architecture is used in the pipeline FFT's which are an
inherent part of the implementation of the step transform. This maximizes
the system performance level versus the number of quantization bits in the
processor and hence also the hardware complexity. A quantization level of
8 bits plus sign for the in-phase (1) and quadrature (Q) components of the
complex data words together with 4 bits in the characteristic was selected
for the PWP. This quantization gives a performance level of about 50 dB in
target dynamic range and places the mean-square error at the output relative
to a peak signal level at less than -70 dB.

The CMOS/S0OS design of the PWP makes maximum use of redundancy of
functions, circuits and pluggable modules. A1l elements of the functional
pipeline of the PWP are implemented in CMOS/SOS while the control system
employs TTL because of the non-repetitive nature of the functions. The SO0S
technology permits the application of LSI and 10 MHz operating speed, with a
system power consumption of about 460 watts. Five new custom SOS LSI designs
are used for the PWP arithmetic operations. A sixth new SOS circuit uses an SOS
Gate Universal Array approach to obtain a programmable shift register memory.
The bulk memory requirements are met with an SOS random access memory. Thus,
seven SOS LSI circuit designs constitute the bulk of the hardware requirements
of the PWP. These are partitioned in six basic functional hybrid module types which
house about 70 percent of the circuits employed in the PWP. Universal modules
holding individually mounted CMOS/SOS or TTL circuits are used for clock drivers
and the miscellaneous control functions.

Delays in the program primariiy involving the CM0S/SOS circuit development
and quantity fabrication together with attendant increased costs prevented
implementation of the full PWP during the program. The forward and inverse
FFT's were implemented and tested.

A summary of the program and results are given in Section 2. Section 3
reviews the step transform algorithm and its application to both linear FM
pulse compression and synthetic aperture radar. Basic design, fabrication,
and test concepts for the PWP are also given in Section 3. Detailed design
and performance characteristics of the CM0S/SOS circuits developed for the
prouram are provided in Section 4. A new LSI packaging technique developed
for the CM0S/SOS circuitry and associated wiring and fabrication rules is
described in Section 5. The CMOS/SOS circuits are implemented on eight module
types whose functional, physical and electrical description is contained in
Secticn 6.

Scme innovative approaches to achieving programmability in signal processing
control systems were developed for the PWP and are detailed in Section 7.
Following the physical description of the PWP in Section 8, the software developed
for the system and key subsystems is given in Section 9. Section 10 contains a
description hardware and software developed to test the system with a PDP-11/20
computer. A description of the module tester, its hardware and software, is
contained in Section 11. Test results, problems and solutions are described in
Section 12.
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SECTION II
PROGRAM SUMMARY
2.1 RESULTS - ACCOMPLISHMENTS
2.1.1 Signal Processing System Developments

The PWP program resulted in a number of key system related accomplishments
in addition to the basic hardware developments. These are listed in capsule
form in Table 1. First was the extension of the step transform algorithm to
synthetic aperture radar during Phase I (2). The step transform algorithm has
the distinct advantage of offering a moderate complexity solution to motion
compensation in addition to providing a more efficient SAR hardware implementation.

TABLE 1
PWP SYSTEM DEVELOPMENTS

ITEM FEATURES

Extension of Step {Moderate Complexity Method for Motion
Transform Compensation
Algorithm to
Synthetic
Aperture Radar
Waveform Uses Same Hardware for Both Linear FM
Generator Pulse Generation and Compression
Algorithm
Development of Minimizes Memory Size - Provides
Reorder Memory Programmable Addressing Technique to
Concept Minimize Address Sequence Storage
Partitioning for PWP Processor Implemented with Only

. Modular Eight Module Types, 6 Functional
Construction Module Plus Two Universal Types
PROM Based Minimizes Number of Circuits in
Control System Achieving Programmability for PWP
for Programmable Processor
System

Waveform generation capability is an inherent feature of a true dispersive
delay function and the possibility of using the PWP hardware for this purpose
was obvious. However, the actual implementation within the constraints of the
I hardware design was not straightforward. An extensive iterative computer
procedure (Section 9.2) was necessary for the computation of the proper phase
coefficients to produce the desired coherent output waveform.

A key feature of the step transform algorithm is that the total bulk
memory storage requirement is, in theory, equal to the number of samples in the




waveform being processed. In addition to the storage requirement, the bulk
memory must reorder the data along successive time-frequency diagonals.
Complicating the process is the inherent bit reversed data sequence which is
fed to the memory by the FFT processor. Two methods were conceived and
patented during the PWP program which can achieve the theoretical minimum

in memory storage for a step transform processor. One of these methods uses
a shift register technique which has the advantage of a very simple control
mechanism, but the disadvantage of requiring Targe shift registers and

their accompanying high clock power. The second technique, adopted for the
PWP, uses a RAM based reorder memory. A simple, programmable memory address
generation scheme was developed which minimizes address storage for the RAM
memory.

In the step transform, as in many advanced digital signal processors,
the complexity of the hardware is very high. Another typical characteristic
of a real time digital signal processor is that many of the basic arithmetic
functions are either repeated many times or are very similar throughout the
system. Thus, the overall hardware complexity and cost can be minimized if
this functional redundancy can be exploited by partitioning the system into a
limited number of functional blocks. The design of the CMOS/SOS LSI circuits
and modules in the PWP has achieved this end. Six functional module designs
and two universal module designs used primarily for control are incorporated
in the total module count of 198 in the PWP system.

The control system in the PWP requires changing inputs to the pipeline
as the TW product varies. This was achieved in the PWP by extending the use
of PROMs to a control system hierarchy. Successive stages of PROMs were used to
give indirect addresses which maintained a simple reference or timing sequence
at each pipeline FFT or processor stage. This approach minimized the total
reference memory requirements and should be applicable to a general class of
programmable processors.

2.1.2 CM0S/SOS LSI Circuit Developments

Earlier studies at RCA(7) had developed the special floating point FFT
arithmetic concept and it was recognized that a high performance could be
attained with only a quantization level of 9 bits floating point versus the
12 to 24 bits fixed point being employed by the industry for FFT processors.

A quantization Tevel of 8 bits plus sign could be handled within the developing
state-of-the-art of CMOS/SOS LSI technology for the functional elements of a
radix-2 pipeline FFT. The design, architecture and specifications for the
various functional elements were incorporated in the designs of a number of

LSI circuit development programs outside of the PWP program. The six LSI
circuits specifically designed and fabricated for the PWP program are given

in Table 2 with their contract funding source and main features. In addition
to satisfying the particular needs of the PWP program, these circuits were
designed, insofar as was practical, to have generally wide utility for other
applications. A1l of the basic designs were made with the goal of at least a
10 MHz system clock rate. Functional circuits generally do not have reclocking
registers incorporated on them and this permits construction of arithmetic
functions of Tower speed with a minimum number of circuits.

—yws




TABLE 2
CMOS/S0S LSI CIRCUITS DEVELOPED FOR PWP

FUNDING FEATURES 1

9 X 9 Multiplier (TCS-001) - 8 Bits Plus Sign, Sign-Magnitude
F33615-72-C-129] Multiplier With Optional 8 Bit
Rounded Product

(TCS~057) - PWP

9 Bit Adder (TCS-008) - 9 Bit One's or Two's Complement
N00014-73-C-0090 Adder With Overflow Detection and
Compensation

(TCS-065) - PWP

=

Dual 8 Bit F33615-33-C-5043 Dual 8 Bit Position Scaler for
Scaler Floating Point Applications and
(TCS-016) Other Binary Division

Retimer Register F33615-33-C-5043 18 Bit Reclocking Register With

(TCS-015) Complement Select

Floating Point PWP Floating Point Control for FFT
Logic Control Arithmetic Unit of Arbitrary
(TCS-017) Radix (Parallelism)
Programmable Shift {PWP Highly Flexible Shift Register
Register With Variable Length, Comple-
(TCS-060-4008) ’ menting Functions and Switched

Delays. Total Registers= 38 Bits

The 9 x 9 multiplier (TCS-057) (8 bits plus sign) is the most complex LSI
circuit of the group. It will provide either a full 16 bit output or an & bit
rounded product. The multiplication is done in sign-magnitude so that inputs
and outputs are of this form.

Functionally, the 9-bit adder (TCS-065) is unique in that it has built-in
overflow detection and compensation. That is, if an overflow (carry) is detected
the data can be automatically divided by two (shifted) to maintain the same
number of quantization bits. This feature is particularly useful in floating
point arithmetic where the overflow bit is then added to the exponent word.

The adder can add numbers in either ones or twos complement form.

Conventional commercial scaler circuits or barrel shifters do not handle
negative numbers. The ability to properly scale negative numbers is a characteristic
of the dual 8 bit scaler (TCS-016). The scaler is also a convenient circuit for
division by any power of two.




The retimer register (TCS-015) will reclock an 18 bit word. It is divided
into two segments of nine bits and can be used to obtain the ones complement
of the two nine bit input words.

The only circuit which appears to be specifically limited to pipeline FFT
applications is the floating point logic array (TCS-017). It provides the
desired floating point arithmetic control functions. It has a built-in capability
to handle higher order FFT radices such as radix-4 or radix-8. These provide
higher degrees of parallelism for higher speed processor requirements.

The programmable shift register was designed to incorporate all of the
functions required in input buffer, output buffer, and FFT memory as the TW
product of the PWP was varied. It has a total of 38 register stages with
various switching, length change and complement controls to provide the desired
functions.

2.1.3 PWP Hardware Developments

The PWP program achieved several significant hardware developments listed
in Table 3. This was the first program to require a quantity of CMOS/SOS LSI
circuits to be fabricated and implemented in a system. While several problems
were encountered in this effort (discussed in Section 2.2), the overall effort
can be judged as successful. Quantity parts were fabricated and implemented.
The problems were either solved or solutions identified so that future efforts
will be able to move forward in a much more confident and predictable manner.

TABLE 3
PWP HARDWARE DEVELOPMENTS

ITEM FEATURE

Quantity Fabrication
and Implementation
of CMOS/SOS circuits

One of first systems employing
large quantitv of CMOS/SOS circuits.

LSI packaging
approach

Provides Tow capacitance inter-
connections, high density, ease of
fabrication. Design rules were
developed for packaging.

Functional Modules,
6 Types

Modules are designed for multi-function
use and have wide application.

CM0S/S0S Clock
Distribution

Individual clock drivers with equalized
loads.

Module Test
Facility

Computer controlled testing of modules
at high clock speeds

System Test
Facility

Designed for both system evaluation and
hardware checkout.

Pipeline FFT,
Programmable Length

Successfully completed construction and
testing of pipeline FFT up to 5.2 MHz
clock rate. Speed Timited by a few Tow
speed circuits.
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CMOS/SOS LSI technology required the development of a new packaging
technique. The basic requirements were small size, easy, relijable fabrication
and low capacitance interconnections. These requirements have been met by
placing the LSI circuits in leadless hermetic carriers which are mounted on a
thick film ceramic substrate by reflow soldering. The leadless carrier approach
solved the Tow fabrication yield problem projected with the use of a chip and
wire-bond technique in addition to offering a low cost assembly operation.
While the size is not as small as can be achieved with wire-bonds or beam lead
attachment, the size is consistent with standard high density plug-socket
combinations and until higher density plugs are available, the efficiency of
the more dense packaging will be limited. The PWP program developed wiring
and fabrication rules for the leadless carrier packaging technique.

The functional module complement which was developed for the PWP, fabricated
and tested, is listed in Table 4. The first six of these modules provide
discrete functions which are used to construct the processing elements required
by the step transform algorithm. They are sufficiently complete functional
blocks so that they may be applied to an extensive number of digital signal
processing applications.

TABLE 4
PWP MODULES FABRICATED
MODULE FUNCTION NUMBER
Complex Multiplier {8 Bit Plus Sign Multiplication of Two 9

Complex I and Q Data Words

Complex Adder Addition and Subtraction of 8-Bit Plus 26
Sign Words with Floating Point
Characteristic. Includes Input and
Output Scaling.

FFT Memory Shift Register Memory for up to 6 22
Stage Radix-2 FFT. Adaptable to |
Input and Output Buffering Require-
ment of Step Transform Process.

Control Switch Data Selector, 1 Bit x 8 Bit Complex 17
Multiplier

Level Shifter Shifts and Reclocks 18 TTL Inputs to 14
SOS Levels

Reorder Memory 11 Bits x 1024 Word Memory 1

Universal SOS 1-48 Pin LSI Circuit 19

1-16 Pin Flat Pack

Universal TTL 4-16 Pin, 1-14 Pin DIP Circuits, 50
Clock Drivers

TOTAL 158

PR NSRS S
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The control system used in the PWP is constructed with TTL logic because
of the large number of MSI functions available for implementing the required
controls. The clock distribution system also has a Schottky-TTL base and uses
quad 75365 TTL to CMOS drivers as the final step of a clock distribution tree.
This technique proved to be very successful.

The complexity of the functional modules in addition to the system itself
prescribed the development of both a module and a system test bed. These systems
are controlled by a PDP-11/20 computer and are capable of operating the unit
under test at the full system clock rate. The system test bed has features
allowing both system evaluation and step by step checkout of the pipeline hardware.

Finally, the circuits, modules, nest-backplane and test bed were successfully
integrated and operated. The forward and inverse FFT were fabricated. Tests on.
the forward FFT provided zero errors with a variety of waveforms at speeds up to
5.2 MHz. The speed was limited by a few circuits whose speed was outside of the
normal distribution. Two FFT stages of the pipeline operated at 8 MHz.

1.4 Software Developments

An extensive software library was developed during the PWP program; the
major components, of which, are listed in Table 5. These software packages
are described in the body of the report where applicable. The PWP system
simulation is a refined version of the original simulation used to verify the
performance of the step transform algorithm. The quantization levels and hardware
logic operations are applied in an equivalent functional manner. The Hardware
Logic Simulation is a complete hardware simulation of the PWP which uses the
functional modules as building blocks. With this Jatter software, any system
or portion of a system may be duplicated to obtain the p.ecise word patterns
which the hardware will provide when operating correctly. This simulation was
the basic reference tool in diagnosing the hardware operation during system
debugging.

TABLE §
PWP SOFTWARE DEVELOPMENTS
ITEM FEATURE
PWP System Simulation Simulation of all Hardware and System
Functions
b
Hardware Logic Simulation Bit by Bit Simulation of Logic
Operation
Waveform Generator Iterative Procedure for Determination
Coefficient Computation of Phase Factors
Reorder Memory Verification of Reorder Memory Hard-
ware Design
Module Tests 7 Module Types
System Test Permits System Tests and Hardware
Checkout




The PWP system has a waveform generation mode and an iterative procedure
was developed to determine the precise phase references in the hardware which
would give a desired linear FM output waveform. The addressing sequence
generation for the double-multiplex design of the reorder memory was completely
simulated in order to verify proper operation before commitment of the hardware.
Finally, extensive software packages were necessary for both the system test
operation and the module tester.

2.1.5 Operating Results

The forward FFT was operated without error with a variety of waveforms
at 1, 4 and 5 MHz. The length of the FFT was programmed to 16, 32 and 64
points and operated with zero errors in each case. The maximum speed for the
forward FFT was 5.2 MHz and a portion was operated at 8 MHz. The speed was
limited by a few low speed circuits as discussed in paragraph 2.2.2. The
total power at 12 volts and 5 MHz averaged 1 watt per operating module.

Of 740 circuits implemented in the system, 597 were from the CM0S/S0S
LST group. Of these 33 had initial failures during module checkout, most of
which were due to a packaging failure from ultrasonic cleaning. During
operation 8, CMOS/SOS LSI circuit failures were identified.

2.1.6 PWP Program Patents

Patents applied for .or awarded in the conduct of the PWP contract are
listed in Table 6. In addition, the two key patents covering the step transform
algorithm and floating point FFT process which preceded the PWP program, are
also listed.

2.2 KEY PROBLEMS - SOLUTIONS

A number of problems arose during the PWP program which affected schedule
and costs and which ultimately resulted in a reduction of the program scope to
only cover fabrication and testing of the pipeline FFT's.

2.2.1 Circuit Design Problems

When a redesign of a custom LSI circuit is necessary, a very large schedule
delay necessarily occurs since the design, artwork, mask generation, processing
and test cycles must be repeated. Time was allotted during the program for a
normal redesign cycle, but several problems occurred which can be classified
as outside the normal.

2.2.1.1 Gate Universal Array - The CM0S/SOS Gate Universal Array (GUA) circuit
for the PWP was the first SOS GUA to be fabricated. The initial circuit design
used the bulk CMOS GUA masks and initial tests indicated that the expected S0S
speeds were not being obtained. It was therefore necessary to redesign the
basic GUA to provide the low capacitance interconnections required in an SOS
design. Good speeds were obtained after the complete redesign.

2.2.1.2 Multiplier - The initial multiplier was designed under an RCAL contract
with liberal, unverified circuit design rules. A very low yield was experienced
at RCAL. This was the first CMOS/SOS circuit to be fabricated at SSTC (designated
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TABLE 6
PWP PROGRAM PATENTS

TLTEE INVENTOR STATUS
Pre-PWP | Digital Matched | R. P. Perry Patent Issued - 3987285
Program | Filtering Using
Patents | Step Transform

Process

A Fast Fourier L. W. Martinson, Patent Issued - 3800130

Transform R. J. Smith

Stage Using |

Floating Point |

Numbers |
Square Root of Sums of J. A. Lunsford Patent Issued - 3858036 %
Squares Approximator |

|
Approximator for Square J. A. Lunsford Patent Issued - 3922540 |
Rocot of Sum of Squares |
Data Processor Reorder L. W. Martinson Patent Issued - 3943347 é
Random Access Memory |
Data Processor Reorder R. P. Perry Patent Issued - 3988601 |
Shift Register Memory |
Dual Frequency Phase- J. A. Lunsford, Application Pending |
Locked Loop Oscillator L. W. Martinson |
With Programmable ‘
E Synchronization
3 B

TCS-001). The first run of the circuit was made with a mirrored mask set. This
particular problem was due to the artwork being impressed on a mylar sheet and

the mask operator could not easily tell in the absence of a script reference which
side the print was on. Tests were made on the mirrored multiplier run which
indicated that one or two operational chips were obtained. When a non-mirrored
mask set was processed, zero yield occurred with repeated runs. It was finally
necessary to redesign the multiplier with more recently established design rules |
to obtain good yield. 1

2.2.1.3 Adder Circuit - After the adder was completely tested and placed in the

FFT arithmetic unit breadboard, it was discovered that a small logic oversight

prevented it from operating properly in the radix-2 implementation. It was

planned to correct the problem with a commercial CMOS/SOS circuit made by Inselek

Corporation, but Inselek fell into bankruptcy before circuits could be obtained.

Bulk CMOS circuits were not fast enough for the PWP application. The probliem 1
was finally solved by a redesign of the adder chip. 3
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2.2.2 Circuit Processing Problems

2.2.2.1 Hydrogen Ion Contamination - During tests on the FFT memory module,
unusual difficulties were encountered in that circuits would fail after
operation for varying lengths of time. Normal operation was recovered after
power was removed for several minutes. The problem was identified as a lot-
dependent circuit instability problem at SSTC. Subsequent tests and analysis
by SSTC identified a light hydrogen ion process contamination which

occurred over a period of time. The primary cause of the contamination was
determined to be a plasma etcher which had been placed in the pilot Tine several
months before the problem was discovered. SSTC has now added a wafer probe
test to detect an instability of this nature. Al1 of the circuits made during
that time period were replaced by SSTC at no additional cost. However, the
replacement of the circuits caused a five month delay in reaching the point
where quantity module fabrication could begin.

2.2.2.2 Low Speed Circuits - When the initial developmental CMOS/SOS circuits
were tested, only a limited number (10-20) were available and these were generally
processed in one or two process runs. The maximum and average speeds measured
for these circuits coincided with predicted values. However, during the final
system checkout, it was discovered that some of the system circuits were
substantially slower than expected. This was found to be due to a process
variable which caused a lower conductance level in the circuits. This parameter
can be controlled. It should be noted that a circuit speed specification could
not be accepted by SSTC when the PWP purchase orders were placed since CM0S/S0S
circuit performance was not well established. Speed tests could not then be
conveniently made due to instrumentation limitations. Speed tests will now be
accepted by SSTC and yield is not expected to decrease by more than 10-20%

with screening for speed.

2.2.2.3 CMOS/SOS 1024 Bit RAM - The reorder memory design selected used the
first LSI component made commercially with CMOS/SOS by the RCA Solid State
Division, a 1024 x 1 RAM. Initial start-up yield problems which have since
been solved, delayed delivery of the high voltage units required for the PWP.
These delays were a factor in the final decision not to implement the reorder
memory.

2.2.3 Non-Circuit Related Problems

2.2.3.1 \Ultrasonic Cleaning of Modules - During testing of newly fabricated ;
modules, it was discovered that an ultrasonic cleaning operation caused wire 1
bond breakage on certain circuit types. The cause was apparently due to the 1
strong coupling to the metal-ceramic chip carrier and a resonance of long

bonding wires. This cleaning method was eliminated and the problem disappeared.

2.2.3.2 Disc Breakage - The computer disc memory containing the PWP system

software was found broken, and although the programs were printed-out, many of

the details of the PWP system software had to be reconstructed. A back-up disc

is now used in addition to programs under development being rolled out on |
magnetic tape at least at weekly intervals.

2.2.3.3 System Test Problems - The system test or debugging phase of the PWP
program produced problems which were not generally unexpected. However, in
addition to the normal, there were some problems which were somewhat unusual.

i
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Over a period of time, a large number of control PROM bits became randomly
programmed. Power supply transients and a possible short occurring when the
test probe was plugged in were prime candidates for the cause, but a third
possibility - a bad batch from the manufacturer has not been ruled out. All
of the failed PROM's came from the same date code. The cessation of failures
coincided with protection against power supply transients and depletion of the
PROM's from the suspect date code.

Computational errors were found to be caused in some circumstances by
excessive clock undershoot and additional damping was necessary on the clock
drivers. Some time-dependent errors were found which were possibly due to a
residual of the instability problem with the CMOS/SOS circuits. Backplane
shorts appeared after a time which were due to the teflon insulation "creeping"
at points where wires were drawn tightly around a pin.

2.3 RECOMMENDATIONS

The three phases of the PWP program extended over more than three years
and covered system design, circuit design and hardware fabrication, assembly
and test tasks. Many of the problems encountered could not have been foreseen
at the inception of the program. However, it is worthwhile to note in retro-
spect what would be done differently given the lessons learned on the program
or advances made on the program.

2.3.1 System - Waveform Generation

At a system level, the realizability of a step transform processor has
been demonstrated and aithough this system includes digital waveform generation,
this feature would not be generally recommended as a function. Developments
in read-only-memories ROM's and programmable ROM's (PROM's) in recent years
have made all but the very large waveforms easily stored on a small number of
circuits. The total amount of storage required by the five PWP waveforms is
2822 words of 16 bits. These waveforms could be stored on six 1024 x 8 PROMs.

2.3.2 CMOS/SOS Circuits

2.3.2.1 Specification and Testing - A1l circuits should be specified with
maximum propagation delays and rise times of key elements in addition to all
of the functional and leakage tests. It also may be desirable to specify
process related parameters (i.e., conductivity) where this is known to be
significant. Circuits should be subjected to a 125°C dynamic burn-in. The
burn-in should be dynamic to guard against the instability problem. A close
contact should be kept with the circuit vendor by user quality control during
the time of circuit fabrication and testing.

2.3.2.2 Memories - The use of shift register memories is a simple approach

for storage and data manipulation, but as memories become large, they require
high clock powers. To further complicate the situation, the PWP has dynamic
shift registers which require two-phase clocks. Every bit in a shift register
is active on every clock pulse. On the other hand, a random access memory (RAM)
only has the decoding logic and a single word active on each clock pulse. The
RAM, therefore, consumes much less total power per bit¢than conventional shift
registers. (It should be noted that CCD memories extend the useful size of
shift registers.) Because of their simple, flexible programmability and low
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power, a custom RAM design would be preferable for the PWP requirements in the
FFT's and buffers over the current dynamic shift register approach.

2.3.3 Modules

Given a situation in which there were no size, technology or I/0 pin
limitations on the modules, a somewhat different module structure would result.
There would be one add/subtract module per stage, one FFT memory module per
stage, clock drivers on the modules, and CMOS/SOS control circuitry. Some
advantage would be gained by more complete testing and characterization of
modules in the same manner as individual circuits. A test procedure which
would s3creen marginal thick film connections or potential shorts would be
desirable. Some temperature cycling during test might accomplish this.

2.3.4 Nests - Backplane

The problem of shorting wires due to tightly turned corners on the backplane
should be solved by using an insulation that does not "creep" under pressure,
careful monitoring of the wiring process or point-to-point wiring.

2.3.5 Testing

In a technology development program such as the PWP, test procedures
are generally not a concern in the early stages of development. However, the
PWP and similar digital signal processing systems have such a high level of
compiexity that check-out and test features should be built-in to the basic
design. The acronym generally used is BITE (Built-In Test Equipment). Although
the BITE features can be expected to increase hardware costs up to 25 percent,
much, if not all, of this cost may be regained during the life of the equipment.

A key part of an effective BITE function is the determination of the state
of signals at key points in the pipeline. One way to achieve this would be to
organize the retiming registers with an alternate serial shift mode. This
would permit data to be frozen at a specified time and shifted out of the test
point on a single line. A centralized microprocessor controlled facility could

* then aid in test signal analysis.
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SECTION III
PWP SYSTEM DESCRIPTION AND PERFORMANCE

A complete functional description of the PWP has been given in Reference 2.
However, for the purpose of continuity, the basic concept, key elements, and
performance of the PWP are included here.

3.1 STEP TRANSFORM PROCESSOR CONCEPT
3.1.1 Linear FM Pulse Compression

The PWP has as its basis a new processing algorithm for linear FM waveforms
called the step transform. The algorithm has been fully described and developed
mathematically in previous reports (1,3) and only a summary of the technique
will be presented here. A conceptual diagram of the step transform algorithm
for Tinear FM pulse compression is given in Figure 2. The received signal is
a linear FM waveform of length T and bandwidth W. This is sampled, A/D
converted and multiplied by a linear FM sawtooth of length At and bandwidth
af. The time-bandwidth product at-af of a single "tooth" is approximately
equal to v TW. The resultant from this operat1on is a segmented CW waveform
of about v TW segments whose overall slope is equal to the slope of the
original waveform.

LFM RECEIVED SIGNAL LINEAR PHASE SHIFT

f PER FFT PROPORTIONAL

T0 RANGE OFFSET
|
fa Lt o e
Tl ?
SN e
| el i
Y= ' e FFT ALONG
t Tf 2 ) et DIAGONAL LINE
— ) OF FIRST FFI
Ry P C: ResouTion
Af//// . 1 1 1 “‘“1'L t

‘ AT I _” AT al al al al

FFT1 FFT2 FFT3  FET4
DEMODU LATF‘zNgxP g};.’E ;E(}SA%%TS
WTOOTH RA E
= FREQUENCY ]

FFT OF CW
SEGMENT FOR
COARSE RANGE

FIGURE 2. STEP TRANSFORM ALGORITHM FOR LINEAR FM PULSE COMPRESSION

Each CW segment is in turn processed by an FFT to obtain its spectral
coefficients. These coefficients can be considered as a coarse range estimate
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of the signal arrival. Each CW segment is processed by separate FFT analysis.
If the start of the first demodulating ramp is in time coincidence with the
received signal, the complex spectra will have zero phase along the diagonal
traced by the changing frequency of the segments. There will be a linear phase
shift along the diagonal proportional to the range offset. Thus a spectral
analysis of the complex coefficients along the diagonal will produce a spectrum
whose coefficients define the fine range resolution of the received signal.

The functional elements of the required processor for LFM pulse compression
are shown in Figure 3. After the deramping function, each individual segment
is passed into an FFT spectrum analyzer to obtain its exact spectral characteristics.
The number of sample points in the deramping sawtooth is equal to the number of
sample points in the input FFT aperture.

[ LINEAR FM |

| SAWTOOTH |
| GENERATOR |
INPUT l WM
z DATA
SIGUAL Qe ( COARSE REORDER | FI\EM ‘2+02 S
| MEMORY | %
OUTPUTFFTAP(’?TURE
’ TV SAMPLES
i ; £
L Fong —— f < AMPLITUDE
§ bt i { T | \
i | 4 E;;Jfg {I
W | T SEGMENTED | B | |
| =l = W : lgltl:j L e
i s o -t Th \E
- ot
e
INPUT TIME SUCCESSIVE DIAGONAL ~ COMPRESSED
SIGNAL TW SAMPLES FREQUENCY FFT APERTURES PULSE
MATRIX FOR FINE OUTPUT

RANGE RESOLUTION

FIGURE 3. STEP TRANSFORM LFM PULSE COMPRESSION PROCESSING

Successive FFT analysis windows are stored in the data reordering memory
which stores the data in a time-frequency matrix. Spectral data from a single
received linear FM pulse will have amplitude peaks across the matrix beginning
at a point corresponding to the coarse range of the target.
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Fine range resolution is obtained by processing successive diagonals of the
data in the time frequency matrix through the second FFT. The output of the
second FFT gives the compressed pulse output with a resolution determined by
the bandwidth of the waveform. Weighting is applied prior to entering the
second FFT to reduce range sidelobes.

Weighting must also be applied at the input to achieve good sidelobe
performance. This process is illustrated in Figure 4. If the input deramping
function is unweighted as in Figure 4(a), the spectral characteristics will
have a sin x/x shape and the peak sidelobe level obtained with successive
diagonals in the second FFT will be a high -13.3 dB. These sidelobes are
reduced if weighting is applied across the deramping function as shown in Figure
4(b). The frequency resolution bandwidth in this case is increased by about
a factor of two, from 1/NTg to 2/NTg where N is the number of samples in the
input FFT and Tg is the sample period. The time sampling rate of this 2/NTg
band is only made at a rate whose period is NTg, one half the rate required to
meet the Nyquist sampling frequency. To increase this sampling rate to the
minimum rate required, overlapping deramping functions and corresponding FFT
apertures must be provided as indicated in Figure 4(c). In the illustration,
the repetition period of the ramps are decreased by a factor of two to NTg/2
and the sampling requirement for the analysis band is, therefore, met in the
second FFT. However, the number of samples required in the second FFT aperture
are now increased by a factor of two from M/2 to M. Higher sampling rates may
be used to further reduce sidelobe level.

3.1.2 Synthetic Aperture Radar (SAR) Azimuth Processing

3.1.2.1 SAR Principles - An SAR system provides a high resolution radar image
of a selected area being illuminated. Range resolution is obtained by using

a wide bandwidth usually accompanied by range pulse compression techniques.
Azimuth resolution is achieved by pulse to pulse processing of common range
resolution elements.

In performing the azimuth processing for a focused synthetic aperture
system, the range (or phase) pattern of pulse returns are "matched" to that
which an array element would follow due to the motion of the radar vehicle.
The more pulses which are combined or the larger the length of the synthetic
array, the higher the azimuth resolution. An aircraft will use a broadbeam
side-looking antenna which moves with the aircraft along the aircraft line of
‘ flight. Since the flight path is known, the received signals can be coherently
combined over successive pulses along a synthetic array length on the flight
path. An appropriate phase shift is applied to these which focuses the
synthetic array beam position at a selected azimuth angle. The adjacent
azimuth element is obtained by shifting the array position up one resolution
distance and a new set of phase functions is applied across the aperture.

For a focused system, the pattern of the phases of an azimuth element is
primarily quadratic (4,5). A quadratic phase function can also be represented
as a linear FM time waveform.

A conventional method of digitally performing the required phase matching
or convolution process is to employ a tapped delay line convolver. A problem
with this implementation is that N phase weights are required for each digital
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sample of the Tinear FM time waveform. As the number of samples, N, across
the synthetic array increases, a large number of complex multipliers may be
required to perform the phase weighting. This approach will result in a
large amount of digital processing hardware for a digital SAR processor.

3.1.2.2 Subarray Processing - An approach which results in a considerable
reduction of hardware while minimizing any perfermance losses is to process

the synthetic aperture array as a set of subarrays each with V"N elements as

shown in Figure 5. Each subarray is then focused toward the same azimuth

element and the subarrays are then combined over the full aperture to obtain

the high angular resolution. In performing this operation, it is also necessary
to overlap subarrays to avoid the grating lobes that would result if the subarrays
were placed end to end.
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FIGURE 5. SYNTHETIC APERTURE AZIMUTH PROCESSING USING SUBARRAYS

As the full aperture is moved in space, each subarray will change its
relative position in the aperture and will require a different beam position
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toward the focus point.

Since all subarray beam positions (V' N) are used as it moves through the
aperture, these beam positions can be computed as soon as the subarray data
has been accumulated.

3.1.2.3 Application of the Step Transform to SAR - The step transform processo!
architecture developed for linear FM pulse compression can be extended to SAR
processing. The subarrays in SAR are analogous to the subapertures for pulse
compression and the basic processing architecture is virtually identical as
seen in Figure 6. This figure illustrates the application of the step transfor
to a SAR telescope mode process.

An important problem in SAR processing is phase deviations across the
aperture due to platform motion. The subarray approach permits compensation
for this motion by incorporating a phase correction when combining the subarray

outputs as shown in Figure 6.
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FIGURE 6. STEP TRANSFORM AZIMUTH PROCESSING (TELESCOPE MODE)
The synthetic aperture processing procedure using subarrays illustrated
in Figure 6 can be summarized as follows:

° Focus data over short subarray time (V N beam positions).
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Store subarray data over large array length (2 ;iN subarrays).
Combine subarray outputs to form large array (v N high resoluticn
elements).

Compute new subarray data entering large aperture.

Drop old subarray data leaving large aperture.

o O

3.2 SYSTEM PERFORMANCE - SIMULATION RESULTS
3.2.1 General

The PWP system performance was validated by computer simulation during
Phase I of the program (2). The computer simulation implemented with z PNP-
computer provides an exact mathematical model of the PWP. Hardware simulatio
are implemented by imposing quantization levels on mathematical operations fc
simulate exactly the logical operations.

The desirability of performing parameter tradeoff studies with simulatio
is obvious. Various system and hardware configurations can be evaluated, and
over 350 various cases were simulated in studying the PWP. Computer simul-t:
has been used concurrently with the detailed design and fabrication effors f
verify subsystem and control system operation.

The PWP processor has three basic configuration or modes of operatio

1. Waveform Generation
2. Range Pulse Compression
3. Synthetic Aperture Azimuth Compression

Figure 7 is a simulated compressed pulse output (in range) from the PUP.
The top trace is a representation of the transmitted uncompressed chivp pulse. !
and the bottom trace shows the compressed pulse output in a dB scale (20 df/c .

for a time bandwidth (WT) product of 1183.
3.2.2 FFT Hardware Design

The hardware design of the low power CMOS/SOS PUWP system 29 versus 3
represents the results of extensive computer simulation studies of digital
matched filters. These simulations performed by RCA have extended over a period
of several years. Initial efforts were aimed at determinino performance of
pipeline FFT convolution matched filters.(6) These early studies indicated
that matched filter performance with a fixed point FFT design was limited to a
narrow dynamic range (less than 35 dB for an 8 bit plus sign system). The
basic limitation of a fixed point FFT is due to the gain inherent in the FFT
algorithm. As the signal is processed, its magnitude grows resulting in a
"bit growth".

An alternate design for pipeline FFT has been developed by RCA (/) using a
floating point approach. This floating point approach uses a complex word
consisting of two fixed word size mantissas and a smaller word size exponent
representing powers of two. The complex word consists of two mantissas: a
real inphase (I) component mantissa; and an imaginary quadrature (Q) component
mantissa. Each complex word has only one exponent value. Simply explained,
the operation of the floating point hardware is such that overflows are detected
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FIGURE 7. SYSTEM SIMULATION OF UNCOMPRESSED AND COMPRESSED PULSE
WT = 1183

after any arithmetic operation capable of generating an overflow. Detection
of an overflow results in a right-shift of the complex word and incrementing
the exponent. The floating point hardware also normalizes the data before an
add or subtract by comparing the exponents of the two complex arguments and

right-shifting the complex word with the smaller exponent while incrementing
the smaller exponent until the exponents in both complex arguments are equal.

Figure 8 is a compilation of results from cemputer simulations of pipeline
floating point FFT and shows the mean square error versus the number of bits in
the mantissa. Although the simulations were for a convolution matched filter,
the results are equally applicable to floating point FFT performance in a step
transform configuration. The mean square error due to quantization was measured
by generating a compressed pulse output using a simulator with a 16 bit floating
point word and finding the errors by comparing that output with the outputs
from simulations with varying quantization levels. Figure 8 shows that for an
8 bits plus sign quantization of the complex I and Q mantissa words, the mean
square error of the sidelobes relative to the peak from a simple point target
is less than -70 dB.

3.2.3 PWP Hardware Design

The objectives of a previous AFAL contract (Pulse Compression Techniques,
Contract F33615-72-C-1634) included verification of the step transform algorithm
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and determination of hardware constraints through simulation.(1) Simulations

of the step transform algorithm with a floating point FFT performed during the
contract showed that peak sidelobes of about -6xn dB could be expected where n
is the number of bits excluding sign in the mantissa of the floating point FFT.

A1l of the key features of the PWP hardware have been specified or verified
by computer simulation. One of these features is the reorder memory. The
specific function of the reorder memory is to transform the data samples from
a column-row matrix sequence to a diagonal across the matrix. A technique for
implementing the re-order memory using Random Access Memories (RAM's) has been
developed and is discussed in detail in Section 9.3. In principle, this method
uses the minimum memory size although addressing constraints and commercially
available standard memory sizes will prevent achieving 1007 efficiency.

Another feature of the PWP is the requirement for several reference
memories (ROM's). These references are used to store FFT sine-cosine references,
deramping functions, weighting, phase correctionss and data for waveform
generation. The values for these reference memories have been determined from
simulation and the precise binary values for the hardware are incorporated
into the simulator. These stored reference values were printed out for
programming the PROM's used in the hardware.

Based upon simulation results and required performance, the following word
sizes were selected for the PWP hardware:
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7 Bit Plus Sign A/D - This represents current state of the art
in high speed A/D conversion, and simulation results have shown
guantization errors for 7 bit plus sign A/D to be less than

-30 dB after pulse compression.

2. 22 Bit Complex Word for FFT - The complex word used in the
floating point FFT consists of 8 bits plus sign for the I
channel, 8 bits plus sign for the Q channel and 4 bits for
the floating point exponent. This word size has been determined
from extensive simuiation and results in linear processor
performance over a range in excess of 40 dB, sidelobes less
than -35 or -40 dB which are limited by the weighting function
rather than quantization, and a mean s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>