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SECTION I

INTRODUCTION

This final report on Contract Number F336l5-74-C-lO77 describes results of
Phases II and III covering the hardware fabrication and evaluation phase of the
digit a1~Programmable Fast Fourier Transform Linear FM Waveform Processor) (PWP)*.

~~~~The PWP proqra~ ~ eatures three principal developments ; the step
transform processing algori thm , floating point FFT processing and CMOS/SOS LSI
technology . The step transform algori thm was studied and its real4 zabi lity
demonstrated under a pulse comp~-ession techniques study program (l) (F336l5-72--C-
1634). It features a sub-aperture processing techn ique for the digital pulse
compression and expansion of linear FM waveforms . The algorithm was extended
to sub-array proces~ing of synthetic aperture radar (SAR) in Phase I of the PWP
development program (2) (F336l5-73-C-1275). Both SAR azimuth focusing and linear
FM pulse compression can be processed with the same hardware configuration.

The objective of the hardware development effort was to construct a
programable pulse compression/expansion system for us~e in advanced linear FM
radar and synthetic aperture processing applications. ~~rocessor goals incl uded
time bandwidth products programmable in the range of 1OQ to 1000, sidelobe
levels less than -35 dB , and clock rates up to 10-12 MHz~

A functional diagram of the PWP system is shown in Figure 1. The figure
indicates the major functional subsystems and the CMOS/SOS circuits which are
used in them. Pipeline architecture is employed which permits input data to
be processed in the system in real time .

DERAMP ING PHASE
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• ~ O1. A X 1 S O S RAM

FIGURE 1. FUNCTIONAL DIAGRAM OF PWP SYSTEM
*The program was initia lly called the Programable Waveform Generator (PWG) and
was renamed during the final phase. The initials have been abbreviated to PWP
in this report for convenience and to retain consistency with the previous
designation.
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r~ -~ ting poirt 3l - L~~tecture ~s used in the pi pl .line FFT s which are an
inherent part of ~he i lllplernentation of the s tep tr~ ns~~~rn. This maximizes
the s y s t e l  perfor mance level versus the number of quantization bits in the
processor  and hence also the hard w are complex i t y . A quant ization level of

- . 8 hits plus sign for the in-phase (I) and quadrature (Q) components of the
complex data words together with 4 bits in the characteristic was selected
for the PWP. This quantization gives a performance level of about 50 dB in
t a rge t  d y n a m i c  range and places the mean-square erro r at the output relative
to a peak signal level at less than -70 dB.

The CMOS/SOS design of the PWP makes maximum use of redundancy of
functions , circuits and pluggable rnod’iles. All elements of the functional
pipeline of the PWP are implemented in CMOS/SOS while the control system
employ s TTL because of the non-repetitive nature of the functions. The SOS
technology permits the application of LSI and 10 MHz operating speed , with a
system power consumption of about 460 watts. Five new custom SOS LSI designs
are used for the PWP arithmet~c operations. P sixth new SOS circuit uses an SOS
Gate Universal Array approach to obtain a programmable shift register memory.
The bulk memory requirements are met with an SOS random access memory. Thus,
seven SOS LSI circuit designs constitute the bulk of the hardware requirements
of the PWP . These are partitioned in six basic functional hybrid module types which
house about 70 percent of the circuits employed in the PWP . Universal modules
holding individuall y mounted CMO S/SOS or TTL cir cu i ts are used for clock drivers
and the miscellaneous contro l functions.

Delays in the program primarily involving the CMOS/SOS circuit development
and quantity fabrication together with attendant increased costs prevented
imp l ementation of the fu l l  PWP during the proqrarn. The forward and inverse
FFT s we re imp lemente d and tested .

A summary of the program and results are given in Section 2. Section 3
reviews the step transfo rm algorithm and its applica tion to both linear FM
pulse compression and synthetic aperture radar. Basic design , fabrication ,
and test concepts for the PWP are also given in Section 3. Detailed design
and performance characteristics of the CMOS/SOS circuits developed for the
pro~ -~m ore provided in Section 4. A new LSI packaging technique developed
for the CMOS/SOS circuit ry and associated wiring and fabrication rules is
descri5ed in Section 5. The CMOS/SOS circuits are implemented on eight modul e
types whose functional , physical and electrical descripti on is contained in
Section 6.

Some innovative approaches to achieving programmability in signal processing
control systems were developed for th~ PWP and are detailed in Section 7.

I • Following the physical description of the PWP in Section 8, the software developed
for the system and key su bsystems is given in Section 9. Section 10 contains a
description hardware and software developed to test the system with a PDP-ll/20
computer. A descri pti on of the module tester , its hardware and software , is
contained in Section ~l. Test results , problems and solutions are described in
Section 12.
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SECTION I I

PROGRAM SUMMARY

2.1 RESULTS - ACCOMPLISHMENTS

2.1.1 Signal Processing System Developments

The PWP prog ram resulted in a number of key system related accomplishments
in addition to the basic hardware developments . These are listed in capsule
form in Table 1. First was the extension of the step transform algorithm to
synthetic aperture radar during Phase I (2). The step transform algorithm has
the disti nct advantage of offering a moderate complexity solution to motion
compensation in addition to providing a more efficient SAR hardware implementation.

TABLE 1
PWP SYSTEM DEVEL Or’IENTC

ITEM FEATURES

Ext ens ion of Step Moderate Complexity Method for Mot ion
Transform Compensation
Al gorithm to
Synthetic
Aperture Radar

Waveform Uses Same Hardware for Both Linear FM
Generator Pul se Generation and Compression
Algorithm

Development of Minimizes Memory Size - Provides
Reorder Memory Programmabl e Addressing Technique to
Concept Minimize Address Sequence Storage

Partitioning for PWP Processor Implemented with Only
Modular Eight Module Types, 6 Functional
Construction Module Plus Two Universal Types

• PROM Based Minimizes Number of Circuits in
Control System Achieving Programmability for PWP
for Prog rammable Processor
System

Waveform generati on capabi l i ty  is an i nhere nt f eat ure of a true disp ersiv e
delay function and the possibility of using the PWP hardware for this purpose
was obvious. However, the actual Implementat ion within the constraints of the
hardware design was not straightforward. An extensive iterative computer
procedure (Section 9.2) was necessary for the computation of the proper phase
coefficients to produce the desired coherent output waveform.

A key feature of the step tra nsfo rm a lg or i thm is that  th e total bu lk
memory storage requirement is , in theory , equal to the number of samples in the

3
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waveform being processed. In addition to the storage requirement, the bulk
memory must reorder the data along successive time-frequency diagonals.
Complicating the process is the inherent bit reversed data sequence which is
fed to the memory by the FFT processor. Two methods were conceived and

- 
. patented during the PWP program which can achieve the theoretical minimum

in memo ry storage for a step transform processor. One of these methods uses
a shift register technique which has the advantage of a very simple control
mechanism , but the disadvantage of requiring large shift registers and
their accompanying high clock power. The second technique , adopted for the
PWP , uses a RAM based reorder memory. A simple , programmable memory address
generation scheme was developed which minimizes address storage for the RAM
memo ry .

In the step transform , as in many advanced digital signal processors ,
the complexity of the hardware is very high. Another typical characteristic
of a real time digita l signa l processor is that many of the basic arithmetic
functions are either repeated many times or are very similar throughout the
system. Thus , the overall hardware complexity and cost can be minimi zed if
this functional redundancy can be exploited by partitioning the system into a
limi ted number of functional blocks. The design of the CMOS/SOS LSI circuits
and modules in the PWP has achieved this end. Six functional module designs
and two universal module designs used primarily for control are incorporated
in the total module count of 198 in the PWP system .

The control system in the PWP requires changing inputs to the pipeline
as the TW product varies. This was achieved in the PWP by extending the use
of PROMs to a contro l system hierarchy . Successive stages of PROMs were used to

-
• give indirect addresses which maintained a simple reference or timing sequence

at each pipeline FFT or processor stage. This approach minimi zed the total
reference memory requirements and should be applicable to a general class of
programmable processors.

2.1.2 CMOS/SOS LSI Circuit Developments

Earlier studies at RCA (7) had developed the special floating point FFT
arithmetic concept and it was recognized that a high performance could be
attained with only a quantization level of 9 bits floating point versus the
12 to 24 bits fixed point being employed by the industry for FF1 processors .
A quantization level of 8 bits pl us si gn could be handled within the developing
state-of-the-art of CMOS/SOS LSI technology for the functional elements of a
radix -2 pipeline FF1. The design , architecture and specifications for the
various functional elements were incorporated in the designs of a number of
LSI circuit development programs outside of the PWP program. The six LSI
circuits specif ical ly designed and fabricated for the PWP program are given
in Table 2 with their contract funding source and main features. In addition
to satisfying the particular needs of the PWP program , these circuits were
r4 esigned , insofar  as was practical , to have generall y wide utility for other
applications . All of the basic designs were made with the goal of at least a
10 MHz system clock rate. Functional circuits generally do not have reclock ing
registers incorporated on them and this permits construction of arithmetic
functions of lower speed with a minimum number of circuits .

4
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TABL E 2
• CMOS/SOS LSI CIRCUITS DEVELOPED FOR PWP

FUNDING FEATURE S

9 X 9 Multiplier (TCS-OOl ) - 8 Bits Plus Sign , Sign-Magnitude
F33615-72-C-l29l Multiplier With Optional 8 Bit

Ro un ded Prod uct
(TCS-O57) -

9 Bit Adder (TCS—O08) - 9 Bit One s or Two 1 s Compleu er~
N00014-73-C-OO9O Adder With Overflow Detection ari~

C o m p e n s a t i o n
(TCS -065) - PWP

___________________________________ _________________________________ _____________________________________________________

Dual 8 Bit F33615-33—C-5043 Dua l 8 Bit Position Scaler for
Scaler Float ing Point Applications anu
(TCS—016) Other Binary Division

Retimer Register F33615-33-C-5043 18 Bit Reclocking Register Wit r
(TCS-O1 5) Complement Select

Floa ting Point PWP Floating Point Contro l for FFT
Logic Control Arithmetic Unit of Arbitrary
(TCS-0l7) Radix (Parallelism)

Programable Shift PWP Highly Flexible Shift Register
Reg i ster W i th Va ri able Len g th , Comple-
(TCS-060-400B) menting Functions and Switched

Delays. Total Registers = 38 Bits

The 9 x 9 multiplier (TCS-O57) (8 bits plus sign) is the most complex LSI
circuit of the group. It will provide either a full 16 bit output or an 8 bit
rounded product. The multiplication is done in sign-magnitude so tha t inputs
and outputs are of this fo rm.

Functionally, the 9—bit adder (TCS-065 ) is unique in that it has built-in
overflow detection and compensat ion. That i s , if an overflow (carry) is detected
the data can be automatically divided by two (shifted) to maintain the same
number of quantizat ion bits ; This feature is particularly useful in floating
point arithmetic where the overflow bit is then added to the exponent word .
The adder can add numbers in either ones or twos complement form .

Convent ional commercial scaler circuits or barrel shifters do not handle
negative numbers. The ability to properl y scale negat i ve n umb ers i s a c h 3 r d - :~~ .t~ c

• of the dual 8 bit scaler (TCS-O16). The scaler is also a convenient circuit t 0 r

-
. division by any power of two.
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The retimer register (TCS-OlS) will reclock an 18 bit word. It is divided
into two segments of nine bits and can be used to obtain the ones complement
of the two nine bit input words.

The only circuit which appears to be specifically limited to pipeline FFT
applications is the floating point logic array (TCS-017). It provides the
desired floating point arithmetic control functions . It has a built -in cap ability
to handle higher order FFT radices such as radix-4 or radix-8. These provide
higher degrees of parallelism for higher speed processor requirements.

The programmable shift register was designed to incorporate all of the
functions required in input buffer , output buffer , and FFT memory as the TW
product of the PWP was varied. It has a total of 38 register stages with
various switching, length change and complement controls to provide the desired
functions.

2.1.3 PWP Hardware Developments

The PWP program achieved several si gnificant hardware developments listed
in Table 3. This was the first program to require a quantity of CMOS/SOS LSI
circuits to be fabricated and implemented in a system. While several problems
were encounte red in this effort (discussed in Section 2.2), the overall effort
can be judged as successful. Quantity parts were fabricated and implemented.
The problems were either solved or solutions identifi ed so that future efforts
w ill be able to move forward in a much more confident and predictable manner.

TABLE 3
PWP HARDWARE DEVELOPMENTS

ITEM FEATURE

Quantity Fabrication One of first systems employing
and Implementation large quantity of CMOS/SOS circuits.
of CMOS/SOS c ir cu i ts

LSI packaging Provides low capacitance inter-
approach connections , high density , ease of

fabrication. Design rules were
developed for packaging.

Funct ional Mod u les , Modules are designed for multi-function
6 Types use and have wide application.

CMOS/SOS Clock Individual clock drivers with equalized
Distribution loads.

I 
- Mo du le Test Comput e r cont ro l l e d test ing of modul es

Fac i l i ty at h ig h c lock speeds

System Test Des i gned for both system ev a l u a t i on an d
Fac i l i ty ha rdware checkout.

Pipeline FF1, Successfully completed construction and
Programmable Length testin g of pipeline FFT up to 5.2 MHz

clock rate. Speed limi ted by a few low
speed circuits.

6
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CMOS /SOS LSI technology required the development of a new packaging
techn ique. The basic requirements were small size , easy , reliable fabrication
and low capacitance interconnections. These requirements have been met by
plac ing the LSI circuits in leadless hermetic carriers which are mounted on a
thick film ceramic substrate by refl ow solder ing. The leadless carrier approach
solved the low fabrication yield problem proj ected with the use of a chip and
wi re—bond technique in addition to offering a low cost assembly operation.
Wh ile the size is not as small as can be achieved with wi re-bonds or beam lead
attachment , the size is consistent with standard high density plug-socket
combinations and unti l higher density plugs are available , the efficiency of
the more dense packaging will be limited. The PWP program developed wiring
and fabricatjo~ rules for the leadless carrier packaging technique .

The functional module comp l ement wh ich was developed for the PWP , fabr i cated
and tested , is l isted in Table 4. The firs t six of these modules provide
discrete functions which are used to construct the processing elements required
by the step transform al gorithm. They are sufficiently complete functional
blocks so that they may be applied to an extensive number of digital signal

S 
processing applications.

TABLE 4
PWP MODULES FABRICATED

MODULE FUNCTION 
— 

NUMBER

Complex Multiplier 8 Bit Plus Sign Multiplication of Two 9
Complex I and Q Data Words

Complex Adder Addition and Subtraction of 8-Bit Plus 26
Si gn Words with Floating Point
Characteristic. Includes Input and
Output Scaling.

FF1 Memory Shift Register Memory for up to 6 22
Stage Radix-2 FFT. Adaptable to
Input and Output Buffering Require-
ment of Step Transform Process.

Control Switch Data Selector , 1 Bit x 8 Bit Complex 17
Multiplier

Level Shifter Shifts and Reclocks 18 TTL Inputs to 14
SOS Levels

4 Reorder Memory 11 Bits x 1024 Word Memory

Universal SOS 1-48 Pin LSI Circuit 19
1— 16 Pin Flat Pack

Universal IlL 4-16 Pin , 1-14 Pin DIP Circuits , 50
Clock Drivers

TOTAL 158

7
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The c o n t r o l  system used in the PWP is constructed with TTL logic because
of tht~ large number of MSI functions available for implementing the required
~ont,-ols. The clock distribution system also has a Schottky-TTL base and uses
ql.thJ 75365 TTL to CMOS drivers as the final step of a clock distribution tree.
rhk technique proved to be very successful.

The comp lex ity of the functional modules in addition to the system itself
prescribed the development of both a module and a system test bed. These systems
are controlled by a PDP-1l/20 computer and are capable of operating the unit

- S under test at the full system clock rate . The system test bed has features
ii lowing both system evaluation and step by step checkout of the pipeli ne hardware .

Finall y, the circuits , modules , nest- backplane and test bed were successfully
i ntegrated and operated. The forward and inverse FF1 were fabricated. Tests on.
the forward FFT provided zero errors with a variety of waveforms at speeds up to
5.2 MHz. The speed was limi ted by a few circuits whose speed was outside of the
nn’-ma l di stribut ion. Two FFT stages of the pipeline operated at 8 MHz.

?.l .4 Softwa re Develo pments

An extensive software library was developed during the PWP program; the
m~~or comp one nts , of wh i ch , are l isted in Table 5. These software packages
are described in the body of the report where applicable. The PWP system
simulation is a refined version of the original simulation used to verify the
performance of the step transform algorithm. The quantization levels and hardware

• logic operations are applied in an equiv alent functional manner. The Hardware
Logic Simulation is a complete hardware simulation of the PWP which uses the
~u,uctionaJ moduJes as building blocks. With this latter software , any System

• - ; - r portion of a system may be duplicated to obtain the p ecise word patterns
which the hardware will provide when operating correctly. This simulation was
the basic reference tool in diagnosing the hardware operation during system

L lr I q~ ng.

TABLE S
PWP SOFTWARE DEV E L D PME N TS

ITEM FEATURE
L

PWP System Simul ation Simulation of all Hardware and System
Funct ions

Hardware Logic Simulati on Bit by Bit Simulation of Logic
Operat i on

Waveform Generator Iterative Procedure for Determination
Coefficient Computation of Phase Factors

Reorder Memory Verifica tion of Reorder Memory Hard-
ware Design

Module Tests 7 Module Types

System Test Pe rm i ts System Tests an d Hardware
Checkou t

8
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The PWP system has a waveform generation mode and an i terat ive procedure
was developed to determine the precise phase references in the hardwa re which
would give a desired linear FM output waveform. The addressing sequence
generation for the double-multiplex design of the reorder memory was completely
simulated in order to verify proper operation before commitment of the hardware.
Finally, exte ns i ve softwa re packa ges we re nec essa ry for both the system test
operation and the module tester.

2.1.5 Operating Results

The forward FFT was operated without error with a variety of waveforms
at 1 , 4 and 5 MHz. The length of the FFT was programmed to 16 , 32 and 64
points and operated with zero errors in each case. The maximum speed for the
forward FFT was 5.2 MHz and a portion was operated at 8 MHz. The speed was
limi ted by a few low speed circuits as discussed in paragraph 2.2.2. The
to tal power at 12 volts and 5 MHz averaged 1 watt per operating module.

Of 740 circuits implemented in the system , 597 were from the CMOS/SOS
LSI group. Of these 33 had initial failures during module checkout , most of
which were due to a packaging failure from ultra sonic cleaning. During
ope rat i on 8, CMOS /SOS LSI c i rcu i t fa i lu res were i dent i f i ed.

2.1.6 PWP Program Patents

Patents applied for -or awarded in the conduct of the PWP contract are
listed in Table 6. In acdition , the two key patents covering the step transform
a lg ori thm and floating point FFT process which preceded the PWP program , are
also l isted.

2.2 KEY PROBLEMS - SOLUTIONS

A number of problems arose during the PWP program which affected schedule
and costs and which ultimately resulted in a reduction of the program scope to
only cover fabrication and testing of the pipeline FFT ’s.

2.2.1 Circuit Design Problems

When a redesign of a custom LSI circuit is necessary , a very large schedule
delay necessar i ly occ urs s i nce the des ign , artwork , mask generat i on , processing
and test cycles mus t be repeated. Time was allOtted during the program for a
normal redesign cycle , but several pro b l ems occu rred wh i ch can be c lass ifi ed
as outs ide the normal.

2.2.1.1 Gate Universal Array - The CMOS/SOS Gate Universal Array (GUA) circuit
for the PWP was the first SOS GUA to be fabricated. The initial circuit design
used the bul k CMOS GUA masks an d i n i t i al tes ts i n di cate d that  the expecte d SOS
speeds were not being obtained. It was therefore necessary to redesign the
basic GUA to provide the low capacitan ce interconnections required in an SOS
design. Good speeds were obtained after the complete redesign.

2.2.1.2 Multiplier - The initial mu ltiplier was designed under an RCAL contract
w i th l i be ral , unverified circuit design rules . A very low y i eld was ex peri ence d
at RCAL. This was the first CMOS/SOS circuit to be fabricated at SSTC (designated

9
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TABLE 6
PWP PROGRAM PATENTS

TITLE INVENTOR STATUS

Pre-PWP Digital Matched R. P. Per ry Patent Issued - 3987285
Program F i lte ri ng Us in g
Patents Step Transform

Process

A Fast Fourier L. W. Martinson , Patent Issued - 38001 30
Transfo rm R. J. Sm i th
Sta ge Us ing
Float i ng Po int
Nu mbers

Square Root of Sums of J. A. Lunsford Patent Issued - 3858036
Squares Approximator

Approximator for Square 3. A. Lunsford Patent Issued - 3922540
Root of Sum of Squares

Data Processor Reorder L. W. Martinson Patent Issued - 3943347
Random Access Memory

Data Processor Reorder R. P. Perry Patent Issued - 3988601
Shift Register Memory

Dual Frequency Phase- 3. A. Lunsford , Application Pending
Locked Loop Oscillator L. W. Martinson

~ W i th Programmable
Synchron ization

.I TCS -OO l). The first run of the circuit was made with a mirrored mask set. This
particular problem was due to the artwork being impressed on a m y l a r  sheet and
the mask operator could not easily tell in the absence of a script reference which
side the print was on. Tests were made on the mirrored multiplier run which
indicated that one or two operational chips were obtained. When a non-mirrored
mask set was processed , zero yield occurred with repeated runs. It was finally
necessary to redesign the multiplier with more recently established design rules
to obta in good yield.

2.2.1.3 Adder Circuit - After the adder was completely tested and placed in the
FFT ari thmet i c un i t breadboard , it was discovered that a small logic oversight
prevented it from operating properly in the radix-2 implementation. It was
planned to correct the problem with a commercial CMOS/SOS circuit made by Inselek
Corporat i on , but Inselek fel l into bankruptcy before circuits could be obtained.
Bulk CMOS circuits were not fast enough for the PWP application. The problem
was finally solved by a redesign of the adder chip.

10
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2.2.2 Circuit Processing Problems

2.2.2.1 Hydrogen Ion Contamination - During tests on the FFT m emo ry module ,
unusual difficulties were encountered in that circuits would fail after
operation for varying l engths of time . Normal operation was recovered after
power was removed for several minutes. The problem was identified as a lot-
dependent circuit insta bil ity problem at SSTC . Subsequent tests and analysis
by SSTC i dentified a light hydrogen ion process contamination which
occurred over a per iod of time . The primary cause of the contamination was
determ ined to be a plasma etcher which had been placed in the pilot line several
months before the problem was discovered. SSTC has now added a wafer probe
test to detect an instability of this nature . All of the circuits made during
that time period were replaced by SSTC at no additional cost. However , the
replacement of the circuits caused a five month delay in reaching the point
where quant ity module fabrication could begin.

2.2.2.2 Low Speed Circuits - When the initial developmental CMOS/SOS circuits
were tested , only a l imited number (10-20) were available and these were generally
processed in one or two process runs. The maximum and average speeds measured
for these circu its coincided with predicted values. However , dur i ng the f i nal
system checkout , it was discovered tha t some of the system circuits were
substant ially slower than expected. This was found to be due to a process
variable which caused a l ower conductance level i n the circuits. This paramete :
can be controlled. It should be noted that a circuit speed specif ication could
not be accepted by SSTC when the PWP purchase orders were placed since CMOS/SOS
circuit performance was not well establish ed. Speed tests could not then be
conveniently made due to instrumentation l imitations. Speed tests will now be
accepted by SSTC and yield is not expected to decrease by more than lO-2O~-
with screening for speed.

2.2.2.3 CMOS/SOS 1 024 Bit RAM - The reorder memory design selected used the
first LSI component made commercially with CMOS/SOS by the RCA Solid State
Div i sion , a 1024 x I RAM . Initial start-up yield problems which have since
been solved , delayed delivery of the high voltage units required for the PWP.
These delays were a factor in the final dec ision not to implement the reorder
memory.

2.2.3 Non-Circuit Related Problems

2.2.3.1 Ultrasonic Cleanin g of Modules - During testing of newly f ab r i ca ted
modules , it was discovered that an ultrasonic cleaning operation caused w ire
bond breakage on certain circuit types. The cause was apparently due to the
strong coupling to the metal-ceramic chip carrier and a resonance of lon g
bonding wires. This cleaning method was eliminated and -the problem disappea red .

2.2.3.2 Disc Breakage - The computer disc memory containing the PWP system
software was found broken , and although the programs were pr inted-out , many of
the details of the PWP system software had to be reconstructed. A back-up disc
is now used in addition to programs under development being rolled out on
magnet ic tape at least at weekly intervals.

2.2.3.3 System Test Problems - The system test or debugg ing phase of the P~~
p rogram produced problems wh ich were not generally unexpected. However , in
addit ion to the norma l , there were some problems which were somewhat unusual.
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Over a period of time , a large number of control PROM bits became randoml y
programed. Power supply transients and a po ssible short occurring when the
test probe was plugged in were prime candidates for the cause , but a third
possibility - a bad batch from the manufacturer has not been ruled out. All
of the failed PROM ’s came from the same date code. The cessation of failures
coincided with protectio n against power suppl y transients and depletion of the
PROM ’ s from the suspect date code.

Computational errors were found to be caused in some circumstances by
excessive clock undershoot and additional damping was necessary on the clock
drivers. Some time-dependent errors were found which were possibly due to a
residual of the instability problem with the CMOS/SOS circuits. Backplane
shorts appeared after a time which were due to the teflon insulation “creeping ”
at points where wires were drawn tightly around a pin.

2. 3 RECOMMENDATIONS

The three phases of the PWP program extended over more than three years
and covered system design , circuit design and hardware fabri cation , assem b ly
and test tasks. Many of the problems encountered could not have been foreseen
at the inception of the program. However , it is worthwhile to note in retro-
spect what would he done differently given the lessons learned on the program
or advances made on the program.

2.3.1 System - Waveform Generation

At a system level , the realizability of a step transform processor has
been demonstrated and authough this system includes digital waveform generation ,
this feature would not be generally recommended as a function. Developments
in read-only-memories ROM ’ s and programmable ROM’s (PROM ’s) in recent years
have made all but the very large waveforms easily stored on a small number of
circuits. The total amount of storage required by the five PWP waveforms is
2822 words of 16 bits. These waveforms could be stored on six 1024 x 8 PROMs .

2.3.2 CMOS/SOS Circuits

2.3.2.1 Specification and Testing - All circuits should be specified with
maximum propagation delays and rise times of key elements in addition to all
of the functional and leakage tests. It also may be desirable to specify
process related parameters (i.e. , conductivity ) where this is known to be
significant. Circuits should be subjected to a 125°C dynamic burn-in. The
burn-in should be dynamic to guard against the instability probl em. A close
contact should be kept with the circuit vendor by user quality control during
the time of circuit fabrication and testing.

2.3.2.2 Memories - The use of shift register memories is a simple approach
for storage and data manipulation , but as memories become large , they requi re
high clock powers. To further complicate the situation , the ~WP ha s dynamic
shift registers which require two-phase clocks. Every bit in a shift register
is active on every clock pulse. On the other hand , a random access memory (RAM)
only has the decoding logic and a single word active on each clock pulse. The
RAM , therefore , consumes much less total power per bit ’than conventional shift
registers . (It should be noted that CCD memories extend the useful size of
shift registers.) Because of their simple , flexible programability and low
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power , a custom RAM design would be preferable for the PWP requirements in the
FFT ’ s and buffers over the current dynamic shift register approach.

2.3.3 Modules

Given a situation in which there were no size , technology or I/O pin
limitations on the modules , a somewhat different module structure would result.
There would be one add/subtract module per stage , one FFT memory modu le p e r
stage , clock drivers on the modules , and CMOS /SOS control circuitry . Some
advantage would be gained by more complete testing and characterization of
modules in the same manner as individual circuits . A test procedure which
would screen marginal thick- film connections or potential shorts would be
desirable. Some temperature cycling during test might accomplish this.

2.3.4 Nests - Backplane

The problem of shorting wi res due to tightly turned corners on the backplane
should be solved by using an insulation that does not “creep ” under pressure ,
ca ,-afu l monitoring of the wiring process or point -to-point wi ring.

2 .3.5 Testing

In a technology development program such as the PWP , test procedures
are generally not a concern in the early stages of development. However , the
PWP and similar digita l signal processing systems have such a high level of
complexity that check -out and test features should be built-in to the basic
design. The acronym generally used is BITE (Built -In Test Equipment). Although
the BITE features can be expected to increase hardware costs up to 25 percent ,
much , if not all , of this cost may be regained during the life of the equipment.

A key part of an effective BITE function is the determination of the state
of signals at key points in the pipeline. One way to achieve this would be to
organize the retiming registers with an alterna te serial shift mode. This
would permi t data to be frozen at a specified time and shifted out of the test
point on a single line. A centralized microprocessor controlled facility could
then aid in test signal analysis.
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A comp lete functional description of the PWP h~ s been q iven in ke erence 2.
~1c~weve r , for the purpose of continuity , the basic concept , key elements , and
pe rfo rmance of the PWP are included here .

3. 1 STEP TRANSFORM PROCESSOR CONCEPT

3.1.1 Linear FM Pulse Compression

The PWP has as its basis a new processing al gorithm for linear FM waveforms
called the step transform. The al gorithm has been fully described and developed
mathematically in previous reports (1 ,3) and only a summary of the technique
will be presented here. A conceptual diagram of the step transform algorithm
for linear FM pulse compression is given in Figure 2. The received signal is
a l inear FM waveform of length T and bandwidth W. This is sampled , A/D
converted and multi p lied by a linear FM sawtooth of length ~t and bandwidth
~~ f . The time-bandwidth product At .~f of a single “ tooth” is approximn~ tely
equal to [T~. The resultant from this operation is a segmented CW wavefo rn
of about v TW segments whose overall slope is equal to the slope of the
original waveform.

LFM RECE I VED SI GNAL 
L I N E A R  PHASE SHIFT

I PER FF1 PROPORTIONAL
TO RANGE OFFSE T

/

1 

I I 
E~~A~ GE RE SC ~~T t C .

t ~T ~T AT AT .

•— ~T ~~— 
— ~T — FFT 1 FF1 2 FF13 FF1 4 .

DEMODULATING CW SFGMENTS
SAWTOOTH RAM P STEPPED IN

, - FREQUENCY

FFT OF CW
SEGMENT FOR
COARSE RANGE

FIGURE 2. STEP TRANSFORM ALGORITHM FOR LINEAR FM PULSE COMPRESSION

Each CW segment is in turn processed by an FF1 to obtain its spectral
coefficients . These coefficients can be considered as a coarse range estimate
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of the signal arrival. Each CW segment is processed by separate FFT analysis.
If the start of the first demodulating ramp is in time coincidence with the
received signal , the complex spectra will have zero phase along the diagonal
traced by the changing frequency of the segments. There will be a linear phase
shift along the diagonal proportional to the range offset. Thus a spectral
anal ysis of the complex coefficients along the diagonal will produce a spectrum
whose coefficients define the fi ne range resolution of the received signal .

The functional elements of the required processor for LFM pulse compression
are shown in Figure 3. After the deramping function , each individual segment
is passed into an FF1 spectrum analyzer to obtain its exact spectral characteristics.
The number of sample points in the deramping sawtooth is equal to the number of
sample points in the input FFT aperture .

L~~EA R ~~
S A ’  TOOTH -

- 
OM E RATOR 

-

I 
/ 

~ 

FINE 
~~~~~~~

_ _ _ _ _

/WI SAMPLES

‘ I I OUt PUT VFT A PERT UR E

+ - f AMPLITUDE

S~Gr ENT~D

I N P U T  FF1

INPUT 
APERTURE TIME SUCCESSIVE DIAGONAL COMPRESSED

SIGNAL WI SAMPLES FREQUENCY FFT APERTURES PULSE
MATRIX FOR FINE OUTPU T

RANGE RESOLUTION
I

FIGURE 3. STEP TRANSFORM LFM PULSE COMPRESSION PROCESSING

Successive FF1 analysis windows are stored in the data reordering memory
which stores the data in a time -frequency matrix. Spectral data from a single
received line3r FM pulse wil l have amplitude peaks across the matrix beginning
at a point corresponding to the coarse range of the target.
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Fine range resolution is obtained by processing successive diagonals of the

data in the time frequency matrix through the second FF1. The output of the
second FFT gives the compressed pulse output with a resolution determined by
the bandwidth of the waveform . Weightin g is app lied prior to entering the
second FFT to reduce range sidelobes .

Weighting must also be applied at the input to achieve good sidelobe
performance. This process is illustrated in Figure 4. If the input deramping
function is unweighted as in Figure 4~a),  the spectra l characterist ics wi l l
have a sin x/x shape and the peak sidelobe level obtained with successive
diagonals in the second FFT will be a high -13.3 dB. These sidelobes are
reduced if weight ing is applied across the deramping function as shown in Figure
4(b). The frequency resolution bandwidth in this case is increased by about
a factor of two , from I/NT 5 to 2/ NT 5 where N is the number of samples in the
i n p u t  FFT and Ts is the sample period. The time samp ling rate of this 2/ NT 5
band is only made at a rate whose period is NT s , one half the rate required to
meet the Nyquist sampling frequency . To increase this sampling rate to the
minimum rate required , overlapping deramping functions and corresponding FFT
apertures must be provided as indicated in Figure 4 (c ) .  In the illustration,
the repetition period of the ramp s are decreased by a factor of two to NT 5/2
and the sampling requirement for the analysis band is , therefore , met in the
second FF1. However , the number of samples required in the second FF1 ape r tu r e
are now increased by a factor of two from M/2 to M. Higher sampling rates may
be used to further reduce sidelobe level .

3.1.2 Synthetic Aperture Radar (SAR ) Azimuth Processing

3. 1.2. 1 SAR Principles - An SAR system provides a high resolution radar image
of a selected area being illuminated. Range resolution is obtained by using
a wi de bandwidth usually accompanied by range pulse compression techniques.
Azimuth resolution is achieved by pulse to pulse processing of common range
resolution elements.

~ In performing the azimuth processing for a focused synthetic aperture
system , the range (or phase) pattern of pulse returns are “matched ” to that
which an array element would follow due to the motion of the radar vehicle.
The more pulses which are combined or the larger the length 0-f the synthetic

• array , the higher the azimuth resolution. An aircraft wil l  use a broadbeam
side- looking antenna which moves with the aircraft along the aircraft line of
flight. Since the fl ight path is known , the received signals can be coherentl y
combined over successive pulses along a synthetic array length on the flight
path. An appropriate phase shift is applied to these which focuses the
synthetic array beam position at a selected azimuth angle. The adjacent
azimuth element is obtained by shifting the array position up one resolution
distance and a new set of phase functions is applied across the aperture.
For a focused system , the pattern of the phases of an azimuth element is
primarily quadratic (4 ,5). A quadratic phase function can also be represented
as a linear FM time waveform .

A conventional method of digitally performing the required phase matching
or convolution process is to employ a tapped delay line convolver. A problem
with this implementation is that N phase weights are required for each digital
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(a) Unwe,ghted derampin g w ith no overlap — causing time sidelo hes

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~ NT~ 
_ _ _ _ _ _Pulse Length , T

Ib) Weighted derarnpiisg with no over lap — insuffi cient sampling rate

~~~~~~~~~~~~ —~~~ I /
/ 7

Pulse Length , 1’

(c ) Weighted devamp,ng with overlap — low sidilahis. no shaving

FIGURE 4. TIME WEIGHT ING AND OVERLAP TO REDUCE TIME SIDELOBES
AND TIME ALIAS ING
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sa mple of the linear FM time wavefo rm. As the number of samples , N, across
the synthetic array increases, a large number of complex multi pliers may be
required to perform the phase weighting. This approach wi l l  result in a
large amount of digital processing hardware for a d igita l SAP processor .

3 .1.2 .2 Subarra,y Processing - An approach which results in a considerable
reduction of hardware while minimizing any performance losses is to process
the synthetic aperture array as a set of sub~rray s each with 1~1 elemen ts as
shown in Figure 5. Each subarray is then focused toward the same azimuth

- . element and the subarrays are then combined over the full aperture to obtain
the high angular resolution. In pe- f orming this operation , it is also necessary
to overlap subarrays to avoid the grat in~ lobes that would result if the subarrays
were placed end to end.

CC~~~T E ~~w Su BARRA YS

-
~ 
I’ RESUL UT IOI ~ ELEMENT

/f~~~~~~~
r c c u s~o SU~ PRRA Y ( W E I G H T E D )

~
“

~~~
-.._ D E L ET E OLD SIIIIARRAY DATA

FIGURE 5. SYNTHETIC APERTURE AZIMUTH PROCESSING USING SUBARRAYS

As the full aperture is moved in space , each subarray wil l  change its
relat ive position in the aperture and wil l  require a different beam position
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toward the focus point.

Since all subarray beam positions (/i~
’) are used as it moves through the

— aperture , these beam pos i t i ons can be computed as soon as the subarray data
has been accumulated.

~.l. 2.3 Application of the Step Transfo rm to SAR - The step transfo rm processo ~
• archi tecture developed for linear FM pulse compression can be extended to SAR

processing. The subarrays in SAR are analogous to the subapertures for pulse
compression and the basic processing architecture is virtually identical as
seen in Figure 6. This figure illustrates the application of the step transforr
to a SAR telesco pe mode process.

An important problem in SAR processing is phase deviations across the
aperture due to platf orm motion. The subarray approach permits compensation
for this motion by incorporating a phase correction when combining the subarray
outputs as shown i n Fig ure 6.
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L’ ,I NT A T I ON PER RANGE BIT I S E A ’

:i: BIN 
OF B EAM O T P ~~T

FIGURE 6. STEP TRANSFORM AZIMUTH PROCESSI NG (TELESCOPE MODE)

The synthetic aperture processing procedure using subarrays illustrated
in Figure 6 can be summarized as follows :

° Focus data over short subarray time (/1 beam posit ions).
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° Store subarray data over large array length (2 N su bd I-r- ~~- ’ ) .
Combine subarray outputs to form large array ( -  N high IL-so l u t  ~C f I
elements).

o Compute new subarray data entering large aperture .
o Drop old subarray data leaving large aperture.

3.2 SYSTEM PERFORMANCE - SIMULATION RESULTS

3.2.1 General

The PWP system performance was validated by computer simulation duril lu
Phase I of the program (2). The computer simulation implemented with a t)f l~~~~ 1
computer provides an exact mathematical model of the PWP. Hardwdr ? S i ’ l . - l d T i - ,
are implemented by imposing quantization levels on mathematical op €-ls t i~ - :s
simulate exactly the logical operations.

The desirability of performing parameter tradeoff studies w it frT s iE - uI t1- ~t
is obvious. Various system and hardware configurations can be eva 1u~t~d ,
over 350 various cases were simulated in studying the PWP. Cc ’ios tE~ 5 1 1 1 0 d u O ’
has been used concurrently with the detailed design and fabric at ion e t  ~t
verify subsystem and control system operation.

The PWP processor has three basic configuration or IDOIJCS ot oper~~t iU~~:

1. Waveform Generation
2. Range Pulse Compression
3. Synthetic Aperture Azimuth Compression

• Figure 7 is a simulated comp ressed pulse output (in rd l ge) i~~urn the l~~~~~- 
-

The top trace is a representation of the transmitted uncomp ressed chi r r ~u l s~ ,
and the bottom trace shows the compressed pulse output in a dE sca le  (2 ’  d~ /c r ’
for a time bandwidth (WI ) product of 1183.

3.2.2 FFT Hardware Design

The hardware design of the low power CMOS/SOS PWP SyStt-!i 29 t ’~’SIj 4 3 - rI~1 .’
represents the results of extensive computer simul - i t i on studies of 1i gi~ al
matched fi l ters. These simul ations performed by RCA have eA t -n ded over a ~ie ‘- i
of several years. Initial efforts were aimed at determ inin o performa nce ot
pipeline FFT convolu tion matched fi l ters.(6) These early studies lfld j Ldti 2 :

- - 
- that matched fi l ter performance with a fixed point FFT design v~us  1101 1 tell to a

narrow dynamic range (less than 35 dB for an 8 bit plus sign Sy S t i~ ’ ) .  Th1~-basic limitation of a fixed point FFT is due to the gain inh errn r in the u ’ - f
- ‘  algorithm. As the signal is processed , its magnitude grows resultin g in a

“bit growth” .

An alternate design for pipeline FF1 has been developed by RCA ( 1)  usin o a
floating point approach. This floating point approach uses a comp le - word
consisting of two fixed word size mantissas and a sm aller word size e x p o ne lt
represen t ing  powers of two . The complex word consists of twe l d r t i S L ,ds :  a
real inphase (I) component mantissa; and an imaginary quadrature ( Q )  r n i - r n n ~”~mantissa. Each compl ex word has onl y one exponent value. Sim ply e’e ’ ii ne’I .
the operation of the floating point hardware is such that overflows ar: il€~t’ tL’- l
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F ..~~ —S ’i del obes

FIGURE 7. SYSTEM SIMULATION OF UNCOMPRESSED AND COMPRESSED PULSE
WT= 1183

after any arithmetic operation capable of generating an overflow. Detection
of an overflow results in a right-shift of the complex word and incrementing
the exponent. The floating point hardware also normalizes the data before an
add or subtract by comparing the exponents of the two complex arguments and
right-shifting the complex word with the smaller exponent while incrementing
the smaller exponent until the exponents in both complex arguments are equal .

Figure 8 is a compilation of results from computer s-1~ulatiQns of pipeline
fl oating point FFT and shows the mean square error versus the number of bits in
the mantissa. Al though the simulations were for a convolution matched filter ,
the results are equally applicable to floating point FFT performance in a step
transform configuration. The mean square error due to quantization was measured
by generating a compressed pulse output using a simulator wi th a 16 bit floating
point word and finding the errors by comparing that output with the outputs

-‘ 
from simulations wi th varying quantization levels. Figure 8 s hows that for an
8 bits plus sign quantization of the complex I and Q mantissa words 1 the mean
square error of the s idelobes relative to the peak from a simple point target
is less than -70 dB.

3.2.3 PWP Hardware Desi gn

The objectives of a previous AFA L contract (Pulse Compression Techniques ,
Contract F336 15-72-C - l634) included verification of the step transform algorithm
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FIGURE 8. MEAN SQUARE ERROR VERSUS MANTISSA BITS IN FFT
FOR SINGLE TARGET

and determination of hardware constraints through simulation.(l) Simulations
of the step transform algorithm with a floating point FF1 performed during the
contract showed that peak sidelobes of about -6xn dB could be expected where n
is the number of bits excluding sign in the mantissa of the floatin ç, point FFT.

All of the key features of the PWP hardware have been specified or verif ie~iby computer simulation. One of these features is the reorder memory . The
spec i f i c f u n c t i o n  of the reorder memory is to trans fori- the data samp les X~~~~ 1~

a column-row matri x sequence to a diagonal across the matrix. A technique ~or
implementing the re-order memory using Random Access Memories (RAM s) ha s been
developed and is discussed in detail in Section 9.3. In principle , this r e t hc -i
uses the minimum memory size although addressing constraints and commerciall y
available standard memory sizes will prevent achieving 100- efficiency.

Another feature of the PWP is the requirement for several reference
memories (ROM ’ s). These references are used to store FF1 sine-cosine references ,
deramping functions , weighting , phase corrections,, and data for waveforr-
generation. The values for these reference memories have been deterr’ined fr~~

simulation and the precise binary values for the hardware are incorporated
into the simulator. These stored reference values were printed Out for
programing the PROM ’ s used in the hardware.

Based upon simulation results and required performance , the following word
sizes were selected for the PWP ha rdware :
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- 7 Bit Plus Si gn AID - This r~~ l -e1e! I t s  current s ta te of the art
in h igh speed A/ D convers ion , and simulation results have shown
qU~~1t i7 - i t i o n  errors for 7 bit plus sign A/D to be less than
- ‘1 0 dB a f t e r  pulse compression.

2. 22 Bit Complex Word for FFT - The complex word used in the
fl ’ia ti ng p oint FFT consists of 8 bit s plus sign for the I
channel , 8 bits plus sign for the Q channel and 4 bits for
the f l o a t i n g  point exponent. This word size has been determined
from extensive s imulat ion and results in linear processor
performance over a range i n  excess of 40 dB , side lobes less
than -35 or -40 dB which are limited by the weighting function
rather than quantization , an d a mean square error due to
qua ritiz ation of less than -70 dB.

• 3. 7 Bit Plus Sign Reference  Memories - All reference memories
are 7 bits plus sign. This word size was selected since 8
bi ts  is a standard configuration for PROM ’ s. The exception
is the FF1 reference memories which have a full 8 bit data
wo rd. The sign bit for these FFT references can be generated
deter ininistically i n the har dware for  an ef fec t ive 8 bi ts p lus
Si  i f l .

~. 3 Fl ’~~ I l N A L  ELEMENTS OF PWP SYSTEM

T he pri’~a ry functional elements of the step transform processor are high-
li y u ~te0 in Figure 9 fo r  TW = 592 , which also indicates the data flow through
t L E -  processor.  The input i s  demodulated and sampled at baseband to provide
i n-phase (I) and quadrature (Q ) signals. These baseband signals have bandwidth
of W,/2 Hz and the  m i n i m u m  sampling rate ( Nyquist frequency ) for them is W Hz~

In the PWP imp lemen ta ti on , the I and Q s i g n a l s  are samp le d at 1 .23 ti mes
tee Nyquist frequency. This factor is affected by the minimum sidelobe level
req u ired in the pulse compression system and the ratio of 1.23 is sufficient
f ou - - 35 dO sidelohe levels.

-~fter sampling, the i nput data is organ i zed i n overla pp ing s ig nal apertures
in the input buffer unit. The input signal is demodulated with a linear FM
sawtooth of length equal to the first FFT aperture . To avoid aliasing of
‘
~~P ’- time samples , success i ve ramp s are overl app ed to i ncrease the sampl i ng
rate. Time weighting is applied across the input sample interval together
wi L h the FM demodulation to reduce the sidelobe levels in the frequency domain.
A n over- lap ratio of 9116 is used in the system. Thus , t he net data rate —

nece ssary to process the input si gnal is then 1.23 x (16/(16-9)) = 2.8 times
tho ir put bandwid th. -

Since rad ix-2  arch i tec ture is used in the pipeline FF1, two parall el input
J~~t~ streams are processed at the clock rate of the processor. The clock rate
requ i red for real-t ime processing in this case is 1.4 times the Nyquist
frequency and N/2 sample intervals are required for an N-point FFT . The
f re q ue ncy  coe f f i c ien ts  from the f i rst  pipeline FFT are stored in a memo ry unit
v ib j c h a l so reor ders the data for fine range analysis in the second FFT . Prior
to i nT r rt ion  in the second FF1, a phase correcti o n term is applied to the
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samples. The des ired weighting function for range sidelobe reduction is
applied in conjunction with t he phase correction function.

The output range ordered data can onl y effectively be equal to the input
sa mpli ng rate. Thus , the desi red terms must be selected from the second FFT ,
a function of the fi nal buffer .

Prior to thresholding and o ther  post - p r o c e s s i n g  f u n c t i o n s , a f i n a l
amplitude adj ustment is made to correct for roll off of the weighting function
applied ahead of the fi rst FF1. This is incorporated in the complex multip lier
at the output. The amplitude of the signal is obtained by calculating an
approximation to the square root of the sum of the squares of the I and Q
output samp les.

Ta b le 7 li sts the FF1 and memory requiremen ts for the various modes
desi gned for the PWP.

TABLE 7
PWP MODES AND MEMORY STORAG E REQUIREMENTS

F FT
STAGES REORDER RAMP

TW r BUFFER MEMORY REFERENCE !
PRODUCT FFT 

[ 
FFT-l MEMORIES (WORDS) STORE

1183 6 J 6 
— 

280 1 2016 248
592 5 6 140 992 170
296 5 5 140 496 124
148 4 5 70 240 85

72,74 ,76* 4 4 70 120 62

*TW Products 72 and 76 are SAR Focusing Modes

3.4 PWP DESIGN ARCHITECTURE

3.4.1 Pipeline Floatin g Point Arch i tecture

A more detailed functional diagram of the PWP system , which illustrates its
modular and pip el ine form , is shown in Fi gure 10.

The key func tional element in the PWP processor is the pipeline FF1
subsystem. Each arithmetic stage in the FFT consists of a complex multiplier ,
an adder , a subtractor , phase reference , a memory un i t and a sw i tch i ng and
control system . The memory switching is designed to permit calculation of the
FFT with an absolute minimum of memory storage. A total of 2N_ 2 words are
stored within ar N-stage FFT for calculating a 2N po i nt transform .

The problems of bit growth in the FFT and the non-linearities introduced
by renormalization to avoid it in a fixed point processor are eliminated by
using floating point arithmetic.
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The pipeline FFT ’ s in the PWP step transform processor employ a special
floating point process developed by RCA.(7) This process achieves the
performance levels of true floating poin t function with hardware complexity
much less than that of an equivalent fixed point processor. The features of
the floating point system are:

o It eliminates need for normalization.
0 Minimize size of multiplier.
o 
~ and Q words have coimlon exponent.o Exponents are scaled up only.

0 Maximum exponent required is 4 bits.

A b lock d i agram of the radix-2 floating point FF1 arithmetic function is
gi ve n i n Fig ure 1 1. A hardw are mo del i ng of the PWP system by computer
simulation was completed prior to the start of detailed design and fabrication.
This showed that an 8 bit plus sign quantization level of the I and Q data
words gave a mean squared error level of -70 dB relative to a maximum Output
signal level.

If the exponent has sufficient capacity , the sa me a ri th met i c un i t can be
used at every stage in the pipeline FF1 design. The exponent is not expected
to go beyond 4 bits with 1W products up to 16 ,000 which covers most- pulse
compression cases.

44 44
C jD (NO EXPONENT)

9, 9

a ‘~~ ‘ ~ ________ ________ _________ a’ (9)

kN(~
U
~jb)2m_j~~~~~~~~R ~~~~~~~~~~~ 

-JI ~ b’ (9
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r n - n  ADD -
SUBTRAC T 
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~~~~~~
—

~~~
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FIGURE 11. FLOATING POINT ARITHMETIC FUNCTIONS
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34 .2 CMOS/SOS LSI Circuit and Modular Partitioning

The principal objective in the design of the PWG has been for modularity
of functions with a minimum of LSI CMOS/SOS designs.

In addition to the repetitive application of a limite d number of CMOS/SOS
comp one n ts i n the PW P , further repetition in the system is achieved by employ ing
a limited number of functional module desi gns. The modular approach is
illustrated in Figure 10. A single memory module serves the requirements of
the input and outpu . buffers and the FF1 memory. The arithmetic unit of an
FF1 stage consists of 3 modules , a complex multipl ier and 2 f loatinc i oint
adder/subtracters . In addition to these modules , a contro l/switch inç~ module ,
a random access memory module , a level shifter module and universal T~L and
SOS modules are incorporated in the system. The universal modules are used
principall y in the TTL control area , for data delays and the / I~ + Q? funct ion
which is only required once in the system .

The programmable requirements of the system impose a number of mode
controls which vary specific hardware Operations of a number of the subsystems .
These include:

o The input buffer si~~ varies as does the contro l timing sequence.
o The dt ”amping reference changes in length and form.
o The forward FFT changes length and the FF1 sine/cosine reference

sequerce changes.
o The reorder memory size varies toqether with its control sequence.
o The output weighting function varies.
° The length of the seco nJ FFT changes together wi th the sine!

cosine reference sequences.
° The output length and control sequence changes.
° The phase reference functions and in some cases the length
of the second FF1 change when switching from the wavefo rm
generation to matched filtering mode.

CMOS/SOS large -scale integratio n (LSI) circuitry is used in the main
pipeline portion of the PWP system with all control signals provided by TTL
devices. Six of the seven LSI circuits have been designed specifically to
the PWP performance requirements. However , they possess general utility since
the fl oating point logic chip is the only circuit whose application is
limi ted. The circuits are partitioned -in the system on functional hybrid
modules as indicated in Figure 10. For example , a complex multiplier
containing four real multipliers and two adders is contained on a single
1.7-inch by 5.6—inch module.

The input buffer of Figure 10 is designed to provide the overlapping
apertures of the input data . Using the Gate Universal Array (GUA)* as the
basic building block memory modules are assembled to provide this function.
Each individual circuit provides up to 32 bits of shift register delay
together with the required switching functions of the FFT and buffers. The
input buffer is sized by the maximum TW product to be handled. A total of
seven 32 bit memory word delays must be provided with 16 bits per word.
This requires 112 universal array chips mounted on 14 modules. The memory modules
themselves have a capacity for up to 11 bits to provide the FF1 memory function
for a full 22 bits with two modules per FF1 stage. The configuration for the
FF1 memory is indicated in Figure 10 in the expansion shown of the second
stage of the first FF1.

*The Gate Universal Array is a special CMOS/SOS LSI circuit on which a single
metalization pattern is developed for interconnection of the circuit devices.

— 2~

--—
~
- - .

-~~~ 1~ *— - . —~‘ 
‘ , - - ..- - - - -, 

- - . — ~~- . - . —

~ 

~~~~ -~~~~----~-- --- —~~~~-- -- -



_ _ _ _ _ _ _ _  
— - -  ----—~~__

-

Ft
Three modules are employed in a standard arithmetic stage of the FF1. In

addition to the complex multiplier , two complex adder modules perform the
floating point additi on and subtraction , each one operating on the I or Q
data channel . A floating point adder module consists of a floating point
scaler , two adders , a floating point logic array and retiming registers .

From the fi rst FF1 , the data is fed through two complex multipliers , which
perform the phase correction and range sidelobe weighting, to the reorder memory
discussed in mo re detail in the next paragraph.

The outout buffer uses the 3ame memo ry modules as the FF1 and input buffers
with the control inputs set for tne output buffer function. Four modules
house the output buffer.

3.4.3 Reorder Memory

The step transform processor requires a reordering of the samples out of
the fi rst FF1 before they are fed to the second FF1. Specifically, the data
samples must be transformed from a column-row matri x sequence to successive
diagonal s across the matr ix. The genera l form of the matrix for a unit slope
diagonalization is shown in Figure 12 . The samples in each column correspond
to the output coefficients of the first FF1. Successive columns are given for
each FF1 aperture processed. The aperture for the second FF1 along the first
diagonal is completed when sample number N2 is received.

UNIT SLOPE , FFT APERTURES
DIAGONAL -‘ \

/ 2  
~~

~~
N IN+

~~ 1 

.

1 1 ” N+ 1- , 2N+1 3N+1

\ \
2 2 N+2 2N+2 3N+2

3 3 N+3 2N1-3 3N+3 TwO PARALLEL INPUT/OUTPUTCHANNELS
— — — — — — INPUT DATA UNORDEREO

\ OUTPUT DATA DIAGONALJZ ED . U N O R D E R E D__
\ \

.\ \

FFT • \ \ . . .
cOEFF I CIENTS \

• \

•.~ \

\ \

I -  . \ \

\ \

\ \
\ \
\

— — ‘  F -F- . I
N N 2N 3N 4N . • . . . . N2 f N(N+1~ . .

FIGURE 12. UNIT SLOPE DIAGONAL1ZATION
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However , if the system is tin ied proo~ l y .  do t - i for YF- f Ir~Y -~iagon~~1
can be fed to the second FF1 commenc i ng ~t the S~~irt of t )’- Nth j f l [ Jt  FF1

- - aperture . The N2 sample is then computed just as it is required at th~input to the second FF1. In addition , it is not necessary to st o p ’- ~~data words to the left of the next diag onal to ue processed. Therefore , tie
min imum storage requirements of the diagonalizing memory (for unit slope)
is set by the triangular matrix bound by N FFT coefficients and N-i FFT
apertures. The minimum storage is N(N-l)/2 words.

The following factors complicate the memory design:

° The data received from the first FF1 is in an unnatural (bi t-
reversed) sequence.

° The data fed to the second FF1 must also be in a bit-reversed
- 

- sequence.
° The i nput and output are two parallel data streams corresponding

to the Radix-2 process .
° The reorder memory must handle additional slopes (1W oroducts).

Although the reorder memory can be implemented using a shift register
technique (Reference 2), the widespread developments in large capacity random
access memories (RAM ’ s) for computer application made their use more
attractive for the PWP.

Operat ion at 10 MHz with large capacity current state-of-the-art RAM ’ s
can be achieved if two memory units are alternated , one reading while the
other is writing. The basic form of the reorder memory system for the PWP
is , therefore , as shown in Fi gure 13.

MEMOnY
ADDRESS
s EQUENcER

MEMORIES ALTERNATE

I CYcLE S
- ~~ ON READ A NDW RIT E

I’ 
_

-r 

~~~~~~T 
_ _ _

FIGURE 13. DIA GONALI ZATION WITH RANDO M ACC ESS MEMORIE S
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In the diagram of Figure 13 , c)~ data f rOm the first FFT is alternately
read into one of two RAM’s. On alternate cycles , data is read out from a
gi ven RAM to Lhe second FF1. In the actual PWP lesi gn , this concept is
extended to a double multiplex form comprising a total of eight memory units
described in Section 7.5.

3.5 FABRICATION , ASSEMBLY AND TEST CONCEPTS

3.5.1 LSI Packaging

The CMOS/SOS LSI circuitry i mposed system packaging requirements which
could not be met by conventional packaging techniques. To achieve raximum
system speed , the circuit interconnections require low capacitance. Fifteen
pf total capacitance was specified for the PWP. In addition , the large number
of pins , up to 48 per package , resulted in typical modules having 300 to 400
interconnections .

An i n e x p e n s i v e , reliable method was required for assembling the IC’ s.
Conventional chip-wire bond techniques had low probability of success because
of the immaturity of the SOS technology and the large number of interconnections.
During the in i~-ial phase of the program , efforts were directed toward
achievement of seam- l ead interconnections for the LSI circuits. However ,
it became apparent that b-earn-leads technology was not mature enough as applied
to CMOS/SOS to be useful on the PWP program.

The technique which held the most promise and which was ultimatel y used
on the program was to place the LSL circuits in Jeadless carriers manufactured

• by 3M Co rporation under the tradename “Alsipak ’ The use of the chip carriers
permitted the LSI circuits to be packaged ar.d tested in a form which maximized
the pro~abi Iity of assembling working circuits.

3.5.2 Module Design and Assembl y

The functional modules which emp1o~ed a 1 .7 ’ by 5.6’ ceramic substrate
were designed in the RCA MSRD Applicon Q

~
) automated design facility using a

set of CMOS/SOS wiring rules developed for the program . These are discussed
in S~ction 5. Standard ceramic hybrid fabrication techniques were employed for
the substrate , but the art of attachfflent , repair and replacement of the chip
carriers by reflow soláering had to be developed for the program. The results
jf these efforts have produced a new , viable packaging technique for LSI
circuits which is den-~e , reliable and low in cost.

3.5.3 Test Prograrr is

The comp lexity of both the system and individual modules imposed the
requirement for both a system ahd module test facility . Both of these systems
built for the program operate under the cr’ntrol of a PDP-ll/20 computer . The
basic philosoph y emoloyed in them is to prov ide a computer controlled capability
t0 test the unit with any appropriate waveform at its full operating clock speed.
To achieve this , a bc ffer sterage unit is employed which car, be loaded or unloaded
asynchronousl y by the PDP- l/20 ‘nd input test waveforms to the unit at full
clock speed. Details of these systems which have extensive software developments
associated with theri are discussed in Sections 10 and 11 .
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3.6 PROGRAMMABLE FF1 LFM WAVEFORM PROCESSOR (PWP ) SPECIFICATIONS

Function: Linea r FM pulse compression and expansion , s y n t h e t i c  ape r tu re
radar processing.

Waveform Generation and Pulse Compression Parameters

WI Time Side lobe Weighti qg

1183 40 dB Taylor
591.5 40 dB Taylor
295.75 40 dB Tay l o r
147.87 35 dB Taylor

73.9 35 dB Taylor

Synthetic Aperture Processing Parameters

WT Side lobe Weighting

73.9 35 dB Tay lo r
71. 9 35 dB Tay lor
75.9 35 dB Taylor

Signa l Bandwidth: Goa l of 8.1 to 9.7 MHz

Processor Clock Rate: Goal of 10 to 12 MHz

Tar get Dynamic Range: >40 dB

Input Quantization: 7 Bits Plus Sign , I and Q

Processor Quantizat ion: 8 Bits Plus Sign I and Q and 4 Bits Mantissa

FF1 Processors : Pipeline , Radix -2 Floating Point Arithmetic. Two 64
Point FET ’ s Variable to 32 and 16 Points.

Hardware Technology : CMOS/SOS LS1 , (IlL Contro l )

Packaging: Hybrid Modules , 80 Pin Connectors

Power Dissipat ion: About 300 Watts

Volume : < 1.5 cu. ft. excluding power supplies and mounting cabinet.

Mean-Square Error Level: ‘-70 dB
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SECTION IV

CMOS/SOS CIRCUIT DEVELOPMENTS

The six CMOS/SOS LSI circuits whose designs have been established by the
PWP architecture are tabulated in Table 8. The design and initial fabrication
of four of these devices was supported under other contracts as shown in the
table. In addition to these six CMOS/SO S LSI circuits , a seventh is used , the
lO24xl CMOS/SOS RAM used in the reorder memory .

TABLE 8
CMOS/SOS CIRCUIT DEVELOPMENTS USED IN PWP

DEVELOPMENT
SOS CIRCUIT FUNCTIONS IN PWP CONTRACT NO.

1. 8x8 Bit Plus FF1 vector rotation , F336 l5-72-C-129l
Sign Multiplier deramping and

weighting, phase
correction and time
sidelobe weighting
(all above are
complex multiplies )

2. 9 Bit Adder Complex niultipli - N00014-73-C-0090
cation and complex
addition in FF1.
Addition in
/ I~+Q~ approx.

3. Dual 8 Bit Floating point in F336 15-73-C-5043
Position FF1. Shift in
Scaler / 12+Q2

4. Retime r Reclocking of data F336 15-73-C-5043
Register in pipeline. Delay
(18 Bits ) elements. Comple-

menting functi on.
5. Floating Floating point F336l 5-74-C -10 77

Point Logic contro l in FF1 (PWP)
6. Programmable FFT memory , input F336 l5-74-C-l0 77

Shift Register buffer , Output (PWP)
Memory buffer

This section discusses som e early concerns with manufacturing techniques
and standards which have evolved to an Ion Implantati on Process with 0.25 roi l
channel length. A severe fabrication problem occurred midway in the program
due to hydrogen ion contami nation which created circuit instability . Most of
the CMOS/SOS circuits had to be replaced due to this problem. This section
also outlines the design and performance results of each of the circuits used
in the PWP.
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-1 .1 ~1 
-
~~ SOS FABRICAT ION METHODS AFFECTING SPEED

4. 1.1 Background

• 
~ne initial development efforts on CMOS/SOS LSI circuits from which the

baseline performance specifications for the PWP were drawn assumed the deep
depletion (DD) fabrication process and 0.25 nil channel lengths in the LS1
circuits. These initial assumptions were based on results then obtained by
j o i n t  development results of the RCA Advanced Technology Laboratories (AlL)
in Camden , NJ and RCA Research Laboratories (RCAL) in Princeton , NJ. Coinciding
w i t h  the circuit development efforts had been research in manufacturing
t - - n ñ ques and design rules by the RCA Solid State Technology Center (SSTC)
in ~u~ec vi il e , NJ. The responsibility of manufacture of the PWP circuits rested
~it SSTC. Early in Phase II of the PWP program , SSTC design rules and
i i j t d ~ cu ring policies , based upon fabrication and yield results , established

th~ do.Ll e epitaxial (DE) process and 0.3 nil channel lengths as standards for
qua ntity fabrication. These differences from the ori ginal PWP circuit design
assu~-ptions were projected to decrease the potential operating speed of the
~~~~~~ b- 1 0-:. for the DE process and up to 20% more for the 0.30 mu channel
1- ~ -~ -

An additional problem arose in that high voltage (15 volt) leakage breakdown
~ds observed on test LSI chips fabricated at RCAL by the DO process. Operation
at a lower voltage than the 15 volts assumed for the PWP was projected to cause
a further speed reduction of 20% or more . These performance related process
prob lei s were of great concern for the PWP and a substantial effort was made
to insure that they would be solved.

4.1.2 Deep Depletion Versus Doubie-Epi

The possible objective of employing the DD process for the PWP circuits
evo lved to a number of conditions as the program proceeded .

The circuits could be made with the DO process , but no guarantees
of performance or cost could be obtained.
A pi lot line was establ ished for DE , guaranteeing costs.

~ Hig h voltage leakage was apparently not exhibited in initial tests
of the DE process. This had a greater impact than DE versus OD.

‘ Ion implantation studies were conducted as part of the Manufacturing
Methods Program at SSTC which provided another alternative to the
standard DE and DD processes (8).

• Com parative measurements of a test chip fabricated with both the DO
and DE process indicated no appreciable difference in speed. In
addition , the DE measurements were faster than predicted ; this was
due in part to conservative circuit des i gn assumptions.

Based upon the foregoing results , it was felt during the initial months
i f Phase II that the DE process would probably be satisfactory for the PWP.
Furthermore , the possibility of obtaining circuits based on the ion implantation
wo rk had the potential of giving faster circuits.

Cir cuit ~ tested for the PWP were processed at SSTC by the DO , DE and the
I~ N/N ion implantation process which is an improved deep depletion process.
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Results obtai n e d on the adder ci nc ui t ind i ca ted t h a t  th~ 0.25 - i i  - ~~ .

length is much more i mportant tha n thu DO process.  ~- r c4. d~~~Liu :J  delay c f
0.25 nil channel DE circuits were f ro m 14 . to 17 fast er t i d f l  0.30 i n 1  I L
circuits for operating voltages above 10 volts. Results f r-i- t - ~~- i i i

implantation work made this DD process acceptable and most of the quan~ i Ly
circuits made for the PW P were proci’used in this i1an~:er.

4.1.3 Channel Length

In order to provide opportunity for SSTL to make comparati ve i d nut av  LU PC,
tests for 0.25 nil and 0.30 mu channel lengths , all PWP circuit desig ns w~~-i
made with both conditi ons. This meant providing comp lete mask sets of both
types. With the requirement of a DD and DE option , a total of 4 mask s e t u
were required for the custom circuits. This , of course , also provided t i~
means by which the quantity circuits could be fabricated with arty condit ion.
Yiel d and reliability results with 0.25 nil channel have been satisfacto r y .

- sts were conducted on a 7 stage binary counter produced with 0.25 i i
channel lengths. Wi th conservative design rules as employed on the P~1k
c i r c u i t s , very l i tt le y ield reduction was observed between a 10 volt and
15 volt functional test. Recent reliability results using the i i o ’o
conservative design rules are given in Table 9 which indic ate only ~‘e logic
level failure after 383 ,500 device hours at 10 volts and l25 C.

TABLL 9
CMOS/SOS LIFE TEST SIIMMIARV (7-STAGE BINARY COUNTER)

HOURS @ ACC IJV - 3 FED
LOT NO. QTY . 125°C FAILURES UNIT HOURS

312 10 2 ,000 0 20 ,005
319 10 2,000 0 20,000
324 15 2 ,000 0 30 ,000
331 19 2 ,000 0 38 ,000
335 20 2 ,000 0 40 ,005
348 15 2,000 0 32 ,000
372 9 2 ,000 0 18 ,000
383 9 2,000 0 18 ,000
389 17 2 ,000 0 34,000
407 17 2,000 0 34 ,000
427 17 2 ,000 0 34 ,000
453 5 2,000 0 10 ,000
498 8 2,000 1 @ 1 000 15 ,00C

Hours
943 27 1 ,500* 0 40 ,500

TOTALS 199 1 
J

383~ 5OO 
-

* Still on Test
MTBF (60% Conf. Level ) 200 ,000 Hrs. @ l25 C, 10 Volts
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The leakage tests on the adder comparing 0.25 nil DE with 0.30 mi l DO
indicate a higher leaka ge with the smaller channel length. However , this
-does not generally cause a si gnificant increase in total power dissipation
since the dynamic power is predominant , and the increase in dyna m ic power
for the 0.25 mil channel length is relatively small.

4.1.4 Operating Voltage

The breakdown effects first observed on DO circuits made at RCAL appear
to have been due to processing or design rule problems . Some failures have
been experienced under test with circuits which have not been screened for
15 volt operation. However , all custom circuits procured for the PWP underwent
a 15 volt functional screening test.

The results on the adder circuit indicated that the circuit propagation
delay decreases in a range of 15% to 19% as the operating voltage increases
from 10 volts to 12 volts. From 12 to 15 volts , the delay improvement is
not proportionally as great. These results indicated that 10 MHz operating
speed may be obtainable at 12 volts . An operating voltage reduction of 15
to 12 volts has the dual result of better reliability ari d a power dissipation
reduction of 36%.

4.2 FABRICATION PROBLEMS

Two fabrication probl ems were experienced during the program which impacted
on schedule and costs. The first of these was effectively a zero yield situation

• encountered in the initial attempts by SSTC to fabricate the TCS-O57 multiplier.
T~e second problem was time dependent circuit failure which was traced to process
contamination and resulted in the requirement that a majority of the circuits
fabricated had to be replaced .

4.2.1 Multiplier Circuit Fabrication Yield

The initial design of the TCS -OOl 9x9 multiplier was developed at RCAL
before manufacturing techniques were established at SSTC. In the first attempt
to fabricate the TCS -OOl at SSTC , a set of mirrored masks were used and although
the circuit was functional , a very small yield was obtained. When the
replacement (non-mirrored) mask set was used , a zero yield resulted.

Initial ly , two lots of the TCS -OO 1 were run at SSTC with the deep dep letion
process. A zero yield was obtained although the same design rules were used on
two other chips , a 19 stage sequence generator (TCS-0O4 ) and an expandable 8x8
multiplier (TCS-002). Tabl e 10 shows the yield experience for the three chips.
The TCS-004 which is about one-fourth the area of the other two chips gave an
overall yield of about 10 percent. Based on actual experience (9), this desi gn
procedure could be expected to produce a yield of about one percent in the larger
multip lier chi ps . However , as indicated in Figure 14 , if the defects are
randoml y distri buted on the chip, a yield of about 0.1 percent may result. No
specific problem area on the TCS-OO1 was identified. However , the established
desi gn rules spec i fied a 0.2 nil spacing between epi-islands and polysilicon
while the three chips compared here have a 0.1 mil spacing. The fact that the
TCS-002 multipli er had a better yield may have been due to a l ower incidence
of the 0.1 mil spacing condition. Scanning election micro graphs (SEM) were
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TABLE 10
YIELD RESULTS ON TCS-OOl

SIZE OF LOTS CIRCUIT
CHIP PROCESSED YIELDS

TCS -0O4 108 x 116 mils 3 1C.9% , 2.6t ,
14.4::

TCS -0O2 189 x 195 mils 2 l .l5~, l .54 .

TCS-OO1 210 x 215 mil s 2 0%, aL

100

ACTU A L B E H A V I O R

~~( C LU S T E R E D  DEF ECTS )

~ 10 ~~~

~1 - EXPOTENTIAL
RELATION ( RA NDOM
DEFECTS )

0 1 2 3 4

RELATIVE CHIP SIZE

FIGURE 14. YIELD EXPERIENCE AS A FUNCTION OF LSI CHIP SIZE
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e iiployed and F igure 15 shows a portion of a TCS- 00l chi p. The ep i - is l a nds
i 1 1 .J  poL~- i l i c o n  touch each other at various locat io n s which could cause en
epi-po l y e l e c t r i c a l  short .  If this were the case , t -~ese lat ter  fail ure s

~~ Id tend to be randomly located and thus cause the large reduction in yield.
The n - j ’ r u ? i  spacing is also a potent ial  cause of the two elements touching
and n~ -app inq a contaminant.  F ina l ly ,  a n~a~rrow spacing also prevents good
- e t a l  lepos i t ion over and in  the gap. There is a tendency of partial filling
~ t t~e gap w i th metal and a subseq uent crack develo ping thus creating an
oa~• r c i  u t  condi t ion.  This lat ter  effect is illustrated in Figure 15.
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FIGU RE 15. ~CA NNING ELECTRON MICROGRAPH OF TCS-OOl
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An atte rnot was made at increasing the y ie ld by shrinking the ep i- is lands
in the mas k making process , but this was not successfu l  and the decision was
-ade to redesign the chip using the 0.2 mu spacing design rule. Good yields
were obtained after the redesign.

-1 .2.2 hn rt Tern Circuit Instability

4 .2.2. 1 Prob eni Background - Unusual dif f iculty was encountered early in
December 1975 during testing of the fi rst sample FF1 memory module. It was
discovered that some circuits would fail after several minutes to hours of
o u t - r a Y o n . Aft er removal of power for a short time , the circuit would again
op~ rat urua-e r ly end the fai lure cycle would repeat. In addition , a number
nif ci - - ~~~ .-hich were jud ged inoperable at MSRD passed the standard computerize d
testing at  SSTC . It was then found that these latter circuits all failed when
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• the SSTC test was recycled for a few seconds.

The problem has been manifested in other ways. Failures had beer
experienced on the FFT module after hours of operation which had been attri f- ~~e -

to a leakage problem. In addition , duri ng performance tests on TCS-0l6 and
TCS-Ol 7 at ATL , some of the circuit s from a given date code worked for i few
seconds to several minutes before failing. The leakage current on the fa il inq
c i rcu its was errat i c , starting high and going very low when the chip failed
functionally. The circuits always recovered after power was disconnected.
It was felt that the leakage specifi cation on the TCS-0l7 would catch this
problem since it would reject circuit s wi th initially high leakage.

Temperature effects were ruled out on the GUA since the power dissipation
in the test conditions was very low . Cooling of a failed chip with Freon did
not restore operation.

Based on these init ial problems , furt her analys i s was con duc ted on fa il ed
chips at SSTC. It was found that the problem was due to a circuit instability
wh ich was not detected by the CVBT (Capacitance-Voltage-Bias-Temp e”ature)
screen ing tests in the wafers . A square root of current versus input voltage
plot for an i nverter pair will show a repeatable pattern in a normal circuit
when the bias is swept up to maximum voltage , hel d for an hour or more and
swe p t back to zero volts as shown in Fig ure 16. The c i rcuit s fa ili ng a fte r -

~

period of time produced transfer characteristics and square rooter curves
sim ilar to Figure 17.
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FIGURE 16 . SQUARE ROOTER PLOT AND TRANSFER CHARACTERISTIC
FOR NORMAL INVERTER PAIR
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FIGURE 17. SQUARE ROOTER PLOT AND TRANSFER CHARACTERISTIC
FOR UNSTABLE INVERIER PAIR

A program was set up at SSTC to resolve the instability problem. This
included consultation with RCA Laboratories personnel , analysis of wafer stock
to determi ne time occurrence of problem , contacting device users and a step by
step procedure at SSTC to isolate the cause. Personnel at RCA Labs had seen
the problem of fast time constant instability and believed it to be unique to
boron-doped silicon gate structures.

A norma l burn -in high temperature test would not detect the problem. The
high temperature test will detect heavy sodium ion contamination , but the short
time constant of the current instability problem would prevent its detection.
SSTC added a test in their wafer probe procedures to test for short term
instabilities.

A nalysis of wafer stock indicated that the problem appeared only occasionall y
and with a severi ty which gradually increased until the first week or so of
November. From that time through December , it was present in virtually every
run sampled . It was found to be predominantly wafer dependent. If one chip on
a wafer had the problem , no chips have been found on that ~~Fer without the
problem.
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4.2.2.2 Causes of CMOS Instability - There are four classical causes of
instability in CMOS devices .

1. Sodi um Ion Contamination - This was ruled out because of its
long time constant and the standard screening procedure would
detect it.

2. Trapping - Ruled out because of long time constant.

3. Hole Injection — Fast time constant , but mechanism is not
known for these devices. Involves avalanche effect , and
low operating voltage of these devices rules it out.

4. Proton Motion - This is sometimes caused by “fast sodium
effect and is most likel y due to hydrogen ion or proton
being injected. This was assumed to be the problem.

The key variables in the fabrication of the devices which were judged to
be most likely to cause the instability problem are marked with an asterisk
in Figure 18.

STRUCTURE
— 

POLY DOPING *

THICKNESS

CLEANING

OXIDE CONTAMINATION *

DEFECT DENSITY

4
~ 

PLASMA ETCHING *

PH OTORESIST S T R I P P I N G  *

SANDWICH
ANNEAL AMBIENTS *

ANNEAL TEMPERATURE *

FIGURE 18. CIRCUIT FABRICATION VARIABLES

4.2.2.3 Problem Solution - A procedure was instituted at SSIC to find the source
of the problem by a series of tests with runs in line and POS (Poly-Oxide-Sili nn)
capacitor tests. The POS capacitor tests provided a much quicker procedure than
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the runs in line since the tests could be made without metal deposition.
A total of 192 conditions were possible:

~ 3 Pol y Sources - SSTC is now using its own source of poly as
opposed to w h a t  SSD uses and i t s  former Pol y source.

0 2 Clean Op t i ons

° 2 Photo-Strip Options - SSTC had added a p lasma etcher which
had greatly improved yield.

° 8 Anneal Cycles
0 2 Device Types

All 96 cond itions were tested with the plasma etcher removed and gave a
low incidence of instability . A few runs made with the plasma etcher all
produced a high instability rate. With the plasma etcher removed and the
standard process re-established , the instability problem has not re-appeared.

4.2.2.4 Problem Effect - Of 714 CMOS/SOS LSI circuits which had been delivered
up to the time of the instability problem , only 200 could be ident i fi ed as
definitely being made during a good time frame. It was , therefore , necessary
to rep lace 514 c i rcu i ts. The total effect of the lost t ime in finding the
p roblem an d rep lac i ng the componen ts amounted to a projec ted schedule slippage
of about five months. This delay , and the associated projected additional costs ,
resulte d in a reduction of scope in the program. The implementation goal was
reduced from the full PWP system to the FFT ’ s only and the program time frame
was also reduce d accordingly.

4.3 9 X 9 MULTIPLIER TCS-O57

4.3.1 9 x 9 Multiplier Design

The basic sign-magnitude format of the 9 x 9 multip li er desi gnate d the
TCS -057 is given in Figure 19.

The asynchronous multiplier multiplies two numbers A and B each of which
consists of 8 bits for magnitude plus a sign bit. Avai lable at the output are
all 16 bits of the product magnitude plus the output sign bit. A roundoff
control R is provided. If R is in the high state , the output product magnitude
is rounded off to provide an 8 bit plus sign output. The 8 lease significant
bits are then not used. Wit h R in the low state , the correct full 16 bit
product is avai lable without roundoff.

The asynchronous mult ip lier contains 64 AND gates which produce the partial
products. T he partial products are added together using full or half adders to
produce the sum. The order of a d d i t i o n  is chosen so as to minimi ze the maximum
num ber of adder stages on any signal path. The fi rst step is to reduce the
partial products to two numbers to be added. This is accomplished after four
or less additions in any signal path. These two numbers are then added using
full adders designed to minimize the carry propagation time . Roundoff , if
requi red , is done during the add so no additional time is lost on the roundoff.
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FIGURE 19. 9 X 9 MULTIPLIER FORMAT

The multiplier is expandable. For a 16 bit plus sign mult ipl ier , 4 of
the 8 bit plus sign multipliers are needed. In addition , f i ve S b i t  ac~dersplus any retimers required for speed are needed .

4.3.2 Multiplier Performance

Performance measurements were made on three multiplier chips processed I2N/N
with 0.25 mil channel length. These were tested functional ’.,’ and dynamicall y.
All units passed full functional tests. One of the three :ircuits which
initially failed functional tests at a low voltage was found to be fully
operational above VDD 6 volts.

Leakage current was high for the chips tested as indicated in Figure 20
for chip number 1. The l owest value was 1.0 ma at 10 volts .
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FIGURE 20. TCS-057 LEAKAGE TEST FOR ONE SAMPLE
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An alternating all ones and all zeros input pattern was used to measure
the maximum dynami c power dissipation. The average dynamic power is one -half
of the maximum. The leakage current adju sted for the ones and zeros input
was subtracted from the measured values to obtain the actual maximum dynamic
powe r. The resul ts averaged for the three chips tes ted are plo tted i n Fig ur
21 . The typical dynamic power dissipation will be about one-hal f of that
indicated on the figure . The average for 12V and 10 MHz is 275 mw.

4U~ -
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FIGURE 21. AVERAGE OF MAXIMUM DYNAMIC PO~!ER FOR THREE TCS-057 MULTIPLIERS

The average propagation delay for the three circuits is shown in Figure
22. The maximum propagation time through the multiplier is used. The measure
results are generally consistent with pred ictions. Extrapolation of the
measurements to 15 volts places the delay at less than 80 nsec.
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FI GURE 22. AVERAGE PROPAGATION DELAY OF LONGEST PATH FOR THREE TCS-O57
MULTIP L IER S

6.

4.4 NINE BIT ADDER TCS-065

4.4.1 9 B i t Adder Design

The adder array TCS-065, shown functionally in Figure 23 adds the two
numbers A and B to obtain the sum , C. Each of the inputs consists of 8 bits
for magnitude and one bit for sign. A carry in (C m )  input is provided which
is added into the least s ign i f i can t  bit position. Either l’ s complement or
2’ s comp lement representation for negative numbers can be handled. When used
as a l’ s complement adder , the end around ~arry is obtained from the Fout
output. This end around carry is applied to the C m input. When used as a 2’ s
comp lement adder , the connection between Fout and C m is not made.

When operated in the FFT stage , the output consists of 8 bits for magnitude
(C o, C 1, . . .  , C7), a sign bit Cs, and an overflow indication bit °out~ 

The
overflow indication bit is in the high state whenever the magnitude of the sum
exceeds that which can be represented by 8 bits . Whenever overflow occurs , the
output magnitude bits are all shifted one position. The least significant bit
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FIGURE 23. 9 BIT ADDER ARRA Y , TCS-O65

is shifted out , the next least significant bit becomes the least significant
bit , etc . The carry out of the last stage of the adder becomes the most
significant bit. T his requires that the Cout output be connected to the Yin
in put. The one bit shift also occurs when the O-j

~ 
input is i n the hi gh state .

However, Ocn~~ 
is in the high state only when overflow occurs in the addition.

In order to prevent oscil lation in the l’ s complement mode , an al l l’ s
condition with A and/or B negative is detected which forces an end-around
carry-giving a positi ve-zero output.

The adder is fully expandable. A 16 bit plus sign adder requires two
arrays with Gout , O-j 1~ and Yin of the first array connected respectively to
C~n, °out’ C’0 of the second array . In addition , for l’ s complement Cm of
the first array is connected to Fout of the second array. The first array
handles the 8 least significant bits while the second array handles the 8
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most significant bits. The sign bits for the two input numbers are applied to
as and b5 of the second array. Either as or bs in the first array must be
high while the other must be low . The overflow indication bit °out of thesecond array is high and shifting of the output magnitude bits occurs if the
sum magnitude exceeds that represented by 16 bits.

The adder array can also be operated to give a full 9 bits of magnitude
plus sign bit out with no overflow shifting. This is accomplished by taking
the output magnitude bits from CÔ, C0, Cl, C2 ,  . ..  , C7, Cout with O~, in thehigh state.

4.4 .2 9 Bit Adder Performance

The leakage test results for 10 test TCS- 065 adders is given in Table 11.
The leakage with some of the test circuits was very high. All of the high
leakage circuits were screened out wi th a leakage test for the PWP. The

• maximum acceptable leakage was 250 microamp and the vast majori ty were less
than 100 microamp at 10 volts.

TABLE 11
SAMPLE ADDER LEAKAGE TESTS

LEAKAGE INPUTS LOW INPUTS HIGH
CURRENT - ______________ _______________

MICROAMP . 5V lOV 5V lOV

<10 6 5 3 0
10- 100 1 0 2 2
100-1000 1 3 1 3

L 1000-10000 2 1 4 0
>10 ,000 0 1 0 5

The propagation delay measurements for the 10 test chips are sumarized in
Figure 24.

4.4.3 TCS-008 Adder Logic Error

During the complex multiplier breadboard tests , a logic error was discovered
in the TCS-008 adder array. The error was only evident when the circuit is
placed in the floating point format of the PWP FFT arithmetic unit. Specifically,
the output of the adder is to be right shifted one bit and truncated when an
overfl ow on ei ther the adder or subtractor circuit occurs . The correct result
is obtained in the original TCS-008 adder when the overflow is on the chip, but
when it originates on the other chip, an incorrect answer can be placed in the
most signifi cant bit position. The error can be corrected by using two exclusive-
or circuits external to the adder as shown in Figure 25.

The original Intent was to obtain CMOS/SOS quad exclusive-or circuits type
4030 on a selected basis from Inselek Corporation. This would have resulted in a
worst case adder propagation delay of about 110 nsec. Furthermo re, by eliminating
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FIGURE 25. ADDER CORRECTION CIRCUIT
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the end-around carry in the adder and thus taking a small reduction in performance
level , the 10 MHz speed could stil l have been attained. However , early in
January 1975 , Inselek Corporation filed a bankruptcy petition and it was not
possible to procure the CMOS/SOS 4030 parts . The use of bulk CMOS circuits
would have provided typical delays of 120 nsec for both the end-around carry
and non-end-around carry conditions.

This speed reduction , giving a maximum 8 MHz operating speed for thc PWP ,
was too great so a redesign of the adder array to correct the error was
instituted. The new design is desi gnated TCS-O65.

4.5 DUAL FLOATIN G POINT SCALER , TCS-O16

4.5.1 Floating Point Scaler Design

The floating point scaler TCS-0l6 (see Figure 26) contains two 8 bit shifters .
The input to the shifter is an 8 bit word l abeled a~. . .a0 where ao is the least
significant bit and a7 is the most significant bit. The output is the 8 bit wor~b7. . . b0 where b0 is the least significant and b7 the most significant bit. There
are 4 bits -in the shift control input which are designated by S1, S2, S~, and S8with the subscript indicating the number of place s to be shifted . The only other
input to the shifter is the sign bit of the input word which is called as.

• S S~ $3 S4

SW SW _:::
SW SW SW SW

05 __ L:: 
~~., i L~: 

~ _ _ _

_ _ _  _ _  _ _  

SW 
_ _ _

:---- p

~

:~~~~~~~~~~~-vq~~~~~ 
~ 

_ _

_______

_____ 

:~~ ] . i ~ii ~~~~~~~~~~~~~~~~~~~~~

_ _  _ _  

:~~~J~~~~~~~~~~ ~~~~
FIGURE 26. FLOATING POINT SCALER (TWO PER ARRAY )
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S lil fti rig o~~ un - s if any of the st-il ft control i np-J ts are in the high state.
In J I if t ing,  the lrds t si gnificant bits are lost. The sig ~ bit a5 is shifted
~rii:o tr)e most S itul i Mcdn t bits. If Sl , S2, 

~~~~
, and ~ are all low , the

ou t I - u t  p-,’. .b~ is ident ica l  the input 87 . .  .a0. If on l y  S1 is high , a shi f t
rl d e occurs wit h the output being identical to a5a~ . . •a~ . If only S2

ni gh thr output is i den tica l to asasa7. . .a2. If S1 and S2 are high while
~~ n i l  ~~ are low , a shi f t or three places occurs with the Output becoming
a n ~a~~7a6a5a4a3. By using various combinations of the shift contro l inputs
ari~ shi ft between 0 places and 8 p laces can be obtained. 1~’henever 8 or
greater number of shifts is programmed in , the output is a5.. .a5.

4.5.~. Scaler Performance Results

lr~ oer formance resul ts summar i ze d on the s caler and ret imer c i rcu it s
~~vt~~s work done under the Manufacturing Methods Contract (F336l5-73-C-5043).
[y naiii. ~ performance tests were made on a total of 36 scaler circuits processed
by doub le-epi  w i th  0.30 m il channel lengths.

4 5 . ~~~.l Leakage Current - The total array leaka ge curre nt for the 36 sc a le r
arrays Vi~s measure d under two condi tions. Fi rst , the current was measured with
:i11 inputs at ground and Vdd applied to the chip. Secondly, the leaka ge cu rren t
was measured with all the inputs at Vdd . The readings under the two conditions
often differed greatly, but ne i ther was cons i sten tly greater than the other .
The lea kage current distribution at 5, 10 , and 12 volts is shown in Figure 27.
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FIGURE 27. DUAL 8- BIT SCA LER LE A KAGE D I S T R I B U T I O N
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cach input bit and all possible output bits. Little variation icr

~)thin an array . Therefore , only t he delay between the MLB i ripi t ansI eacF Li t
o~ the output word was measured. The results are given in i dbi C L~. f l e
delays are slightly greater when the output makes a negative transition tH
they are when the output makes a positive transition. The output load is
approximately 5 pf. Figure 28 shows the delay aS a function of V dd volt c- -c .

TABLE l~INPUT WORD a TO OUTPUT WORD b PROPAGATION DELAY FOR FLOA TING PUIL [ SCALEP ~~~- - :

~dd F IS IT I R I

5 V o l t s  87 m s  7/  n-~
7 V o l t s  55 I . ~ r ,

10 Vo l t s  38 ms 34 ‘ - .

12 V o l t s  32 mis 30 ms

15 V o ’ t s  
I 
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FIGURE 28. SCALER DELAY V~ C S ; ~ OPEF<~TING VO ( TACt
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The longest propagation path in the array is from thm sh ift-l control
input to the bits of the output word . In- this si g n al  path are the two
inverters of the shift driver , four switches , and the out put driver. The
av erage delay is given in Table 13 for operating vo l tages of 5, 10 , and 15
volts. The predicted delay of 23 nanoseconds was based upon the path from
shift- i input contro l to output with a Vdd of 15 vo lts and channe l len g th of
.25 mils. The larger values observed can be attributed in part to the use of
the 0.3 mu channel length mask for the test chips instead of the faster
0.25 mil channel length.

TABLE 13
FLOATING POINT SCALER DELAY BETWEEN SHIFT INPU TS AND OUTPUT

II ~
dd 

-____

P05. NEG . P0S. NEG . PGS. ‘iFS .

TRANS. TR A NS. ~PI-iIS. TPI’-hS .  TRANS. T RA NS.

SH1 to Output 100 ms 95 mis 48 mis 47 mis 32 mis 32 mis

5112 to Outpu t  84 ns 71 ns 40 mi s 37 mi s 28 miS 26 mi S

SH4 to O u t p u t  60 mi s 60 ns 27 ns 28 ns 20 mis 21 mi s

SH8 to Output 45 mis 42 mis 22 mi s 21 ns 17 mis 16 mi s

De lay measurements showed relatively small var i ation from array to array .
As an example , the s tandard  d e v i a t i o n  for t he 10 volt delay between the input
and output is 2 nanoseconds for the 33 arrays which were operational. The

— 
maximum deviation from the average for these 33 arrays was 5 nanoseconds.

4 .5.2.3 Output Rise and Fall Time - The output rise and fall times vary
linear ly with load and are indicated in Table 14.
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TABL E 14
SCA LER RISE AND FALL TIMES VERSUS LOAD

LOAD

b p f 2O pf

V RISE FILL RiS [ F)~LLdd T I M E  T IME T i~i[ Ti n -IF

ic-i 10.7 9.5 17. 5  14.0

iSV 9.0 9.5 13.0 11 . 5

4 5.2.4 Power - Dynamic power dissipation was measured under a variety of
- ond itions. Three cases were considered.

Case 1: I np u t s  - In phase with adjacent inputs 1800 out of phase
Shift Controls — All at ground
(Maximum Power Condition)

Cdse 2: Inputs - In phase with adjacent inputs in phase or 180° out
of phase

Shift Controls — Shift — 8 high , other shift controls varying
F 

(Internal dissipat ion of first three swi tch positions)

Case 3: Inputs - Ground
Shift Controls - Varying
(Measures dissipation of shift drivers )

An estimate of the average dynamic power dissipati on can be made by assuming
that each input and output si gnal has a 50% probability of changing with each new
input word . A good approximati on to this is the average of cases 1 and 3. This
is included in Table 15 with the results of the indiv idual cases. These dynamic
power results are greater than the predicted values for a 5 pf load of 5.7 mW/MHz
at 10 volts and 12.9 mW/MHz at 15 volts . The 0.30 mil gate lengths implemented
rather than the 0.25 mil assumed may account for some of the difference.

4- TABLE 15
DYNAMIC POWER DISSIPATION OF SCALER

Pyn~~Ic 
pr~•~~ ~~~~~~~~~~ :~-n (I- -~ -

—

- ‘ V dd (V OLTS) Case iJ Case 2 Case 3 / - sesam e

5 2 5  0. 7 0.8 1.6

7 5.4 1.5 1.6 3.5

10 11.8 3.~ 3.4 7.6

12 17.9 5.1 5.2 12.0

15 30.3 8.9 9.2 19.7
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4 . 5 .d .5  ~eir1 Fe n-ature - - The prop ayiti on delay ot t i v e  s c a le r  arrays was measured
Jurin q te~i pe n- atu re  cyc l i ng  from a Rbient  to 12 5’ C. No functional failures
C~ C U l I F i  duri nn -q the tests. The average delay increases in a clos e to h r - ear
r a- ,(i i- .~n about d5~ as the temperature varies fn-o i i 25°C to 125°C .

4 .5 , UETIMER REGISTER , TCS-0l 5

~~~ Reti ”er Register Desi gn

The retimer register TCS—0l 5 , shown functionally in Figure 29 contains two
~ets of register circuit t each of which is capable of retiming 9 input bits.
I n addition to retiming the input , the registe r can also be used to complement
input signals. When control input H is in the low state , outputs C0 through C7
are the same as inputs a~ through a~ except for the one clock period delay ofthe retimer. When H is in the high state , t he ou t p u t s  C O t hr o ugh C7 are the
comp lel nlerts of the inputs a~ through C7 except for the one clock period delay .
F~r thn ~t h  input bit a~. both a comp lemented an d an uncomp l emented output is
provi d ed. In the FF1 stage the as input would be the sign bit for the input
n u m b e r  be ing  retimed.

ct_~~-~~~~~

_ 

~~~~~~~~~~~~~~ 

-
~~~~~~~~~~~~~

- 
~~~~~~~~~~

a -~~~~~~~~~ ~~~~~~~~— 
-

~~
---_ _C

I’ a~ 
—

~~ ~ii~ir’ liii C

_

FIGURE 29. RETIMER REGISTERS (2 PER LSI ARRAY)

Cl o c~ i s gene rat ed_~~Jhe ch ip from the clock in put eliminating the need
for both a clock and a clock input.
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Static registers are used which eliminates a low limit on speed of
operation.

The two register circuits on the array are independent of each ot her w -

each having its own clock and H inputs.

4.6.2 Retimer Register Perform3nce

Extensive tests were made on 20 Retimer register arrays. Five we re
processed with the 12N/N (ion-implantation) process , four by deep depletion
and eleven by the standard doub i/�- epi process. All had 0.3 mu channel l e ’ - i t l - c

4.6.2.1 Leaka~e Current - Large variations in the leakage current were Obsr -~C~1
for the ion implantation and deep depletion arrays. Measurements at 10 vol *-
produced leakage va l ues from 4 i~a to over 10 ma for the nine arrays in the
groups.

The eleven double-epi arrays showed little variation from array to ar -nay
or between the inverting and non— i nverting conditions. The range of va l ues
observed is shown in Table 16.

TABLE 16
DOUBLE-EP I RETIMER REGISTER LEAKAGE ~1[P~ HRF.nrNTS

~~~~~~~~~~~~~~~~~~~~~~~~~~

V dd (VOLTS) NED -SN 1A X l - -i~ MiS -

5 2 30 1

7 4 35 2

10 21 48 j 3

12 4 1 200 22

15 130 300 100

4.6.2.2 Speed - A comparative measure of the propagation delays of the r eti- ’~was made by connecting them in an 18 bit shift register confi guration. Nc -
noticeable difference in speed was observed due to the different fabricatior-
processes. However , if the complementing contro l (H) was set , the speed was
reduced since this adds a gate to the signal path. In addition , with the tec~pattern of alternate “l’ s” and “0’ s” being used , all i nput ari d output data i s
in phase when H is “1” , while the data input and output of adjacent stages 1s
1800 out of ph-3se when H is “0” . This results in increased capac itive loading
in the test fixture when H is “0” which reduces the maximum speed. The a n ’ r ’  age
maximum operating speed for the register is given in Table 17.

4.6.2.3 Output Delay, Rise and Fall Times - The delay is measured between tile
50% point of the positive transition of the input clock and the 5O~ point of the
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TABLE 1 7
MAXIMUM RET I M~R FREQUENCY WHEN OPEQATED AS SHIFT REGISTER

M ax i m ull Frequen cy ( I i i ? )

V dd 
~2 (N /N ) Deep Dep letion D oub le -[oi

( V o l t s )  1 1 = 0  1 1 = 1  H 0  1 1 = 1  1 1 0  H = 1

5 17 .0  21 . 2 1 7 . 1  20.9 17 .9  22 .2

7 23 .2 30. 1 24.4 29.2 23.7 29.1

10 30.4 40 .2  30 .5 38.7 30.3 3/ . 4

resultant output dat- transition. This delay includes the delay of the clock
dri vers , the turn-on Lime of the register output transmis sion gate , and the
delay in the output drivers . The output load consists of the package , test
fixture , and scope-probe capacitance plus additional capacitance which may be
added.

Delay results for the double-epi retimer arrays are shown in Table 18 and
Figure 30. The difference in delay between the OS (sign) and OS outputs results
from the additional inverter in the OS output. These delays are the same as those
predict ed by computer simulation. The delay results for the deep depletion and

• ion implantation arrays are slightly smaller than the double-epi values.

TABLE 18
CLOCK TO OUTPUT DELAY FOR DOUBLE—EPI RETIMER ARRAYS

- I Clock to Output Delay (ns)

(/o1t ~ ) Load = S p f 10 p f 15 p1’ 20 ~‘f

DATA 5 31 34 37 39

05 5 42 45 48 50

5 35 39 42 44

DATA 10 18 20 21 23

OS 10 25 26 27 28

30 22 24 25 26

DATA i5 14 16 17 18

05 15 19 21 22 22

15 16 18 20 21
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FIGURE 30. DELAY VERSUS LOAD FOR DOUBLE-EPI RETIMER ARRAY

The output rise and fall times are measured between the l0~ and 9O~-. p u i rt S
— of the data transition. The predicted rise and fall times are 18 ns for a 15

pf load and 11 ns for a 5 pf load when operating at 10 volts . The -‘n c t u a l
observed values are less than these predicted values. Little difference is
observed between arrays made by the different processes . Rise and fall times
for the data outputs of the double-epi arrays are given in Table 19.

TABLE 19
RETI MER DATA OUTPUT RI SE AND FALL TIME S

V dd (Volts) Load p1’ Rise Time ns Fall Ti l e ms

5 5 16 12

I 20 38 23

10 5 11 10

10 14 12

15 5 10 8

ID 32
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The input clock to the retime r array must have a fall time not exceeding

some cri tical value if the retimer is to function without errors . Too slow a
fall time results in both transmission gates of the register being partially
on a t the same ti me , a l low i ng the re gi ster i nput to fee d di rectl y th rough to
the output. The fall time of the clock input was increased until the maximum
fall time without any output failure was reached. At 10 vo l t s , this ranged
from a minimum of 160 ns to a maximum of 270 ns. The maximum clock fall time
wh ich can be tolerated decreases with increasing voltage.

4.6.2 .4  Power - For the eleven doub1e~-epi retime r arrays tested , the stat ic
power is less than 150 microwatts at 5 volts , 480 uW at 10 volts , and 540 uW
at 15 vol ts.  This static power becomes insignificant compared to the dynamic
power when the array is operated at frequencies above one mega hertz.

Dynam ic power measurements for the ful l retimer array are summarized in
Table 20. A breakdown of the power figures shows that 42% of the average power
results from clock transitions with the remaini ng 58% resulting from dat-a
transitions. The load on each output is estimated to be 5 pf during the power
measurements . W i th H low , the power is approximately 10% greater than it is
with H high.

TABLE 20
AVERAGE RETIMER DYNAMIC POWER

V dd (Volts) Power (~‘W / MH z )

5 2 .9

7 5.8

10 12.8

15 32.4

The dynami c power for the deep depletion and ion implanta tion arrays was
approx imately 20% lower.

4.6.2.5 Temperatur e - The deep depletion and ion implantation retimer arrays
were tested at a temperature of 100°C in addition to room temperature . Seven
of nine arrays continued to function correctly at the higher temperature , but
wi th increased power dissipation and decreased speed. The increased power
results from an increase in both the leakage current and the dynamic current.
T he observed dynamic power increase was 12% when the array was operated at 5

-‘ volts and 16% when operated at 10 volts.

Four of the double-epi arrays were tested at a temperature of 125°C without
any functional failure . The average dynami c power increased by approximately 6°~when the ambient temperature was increased from 25°C to 125°C.
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4.7 FLOATING POINT LOGIC ARRAY , TCS-017

4.7.1 Float i ng Point Logic A rray Design

The two main functions of the floating point logic array TCS-0l7 shown
in Figure 31 are to determine the exponent in floating point representation
and to provide the control signals for the floating point scaler arrays .

ENABLE (4)

S C A L E R  CON TRnL

~~~~~ Lr4~ 
X DyE

~~ ERFLO4 j~~ j~

FIGURE 31. FLOATING POINT LOGIC ARRAY

A four bit half adder is used to increment m by one if either of the two
multiplier overflow bits is in the high state. The result is labeled m” . To
align the X 3 overflow bits and the X 1 exponent correctly in time , the exponent
is passed through two retiming registers and the overflow bits through one
retiming register.

A provision is also made for the use of a multiplier on the input word X 1.
This function would be used if a higher order radix FFT were implemented in order
to achieve a higher processing rate.

The exponent n is subtracted from rn’ to determine if either of the X 1 or
X 2 numbers must be shifted and by how much before they can be added. The
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~ubtract ioi is accomplis hed by passing ii through an inverter to obtain a l’ s
complement form which is then added to rn using a 4 bit full adder wi th end
dround carry . If there is a carry out ot the most si gnificant bit (MSB)

— po sition , the result is assumed to be positiv e . If there is no carry out of
tne MSB position , the result is assumed to be negative and in l ’ s comp le men t
~- rm. The output of the adder i5 passed through a converter which inverts it
if the te wis no carry out of the MSB position of the adder . The output of the
La i l v e rt e r  is ANDed with the carry out of the MSB of the a lder to produce the
scalEr control for X 1 , and is ANDed wi th the not of the carry out of the M~Fc
:f the adier to piud u ar the scaler cont’-r- l tc-r X 2.

‘m e  second basic ~~nction ot the flo ating point logic array is determining
:ht- exponents for the floating point representation of the FFT outputs x 1 and x~ .
The components iii and n are applied to a switch which selects as its output the
la ryer  of the twa- . Tie control for the switcn is the sign b i t obtained when n
wa s su btr -a cteu from r n .  The four bit output of the switch , after passing through
reti rn ing re ui -ster s , goes to a pair of half adders . In one adder the exponent is

icn - a~~ n.ttm d by one if either X 1 overflow bit is high. The other adder increments
the  exponent if cither X 2 overflow bit is high. The output of each of these
acders is passed through retirn ing reg )s t - ~irs to give the rn and ri ’ floating point
Es~onents at the output at the same time as the magnitude portions of their
-~sp~utive il u l11e r -~ -

4.7 .~ Floating Point Logic Performance

~- .7 .2 . 1  Leaka~j~ Current - The f i rst measurement on the 20 arrays was for
- 
. lea kdqe current. T h i s  was measured with all inputs held at ground and with

~rm e X 3 u n d  X4 inputs at V dd. In each case , the array was clocked prior to taking
• current readings to remove any unknown states from the internal registers. The

leaka ge cu rren t measure ments i nclu de any leaka ge on the inputs.

The leakaqe current distribution for 13 of the arrays is shown in Figure 32.
The leakage current for the other 7 arrays did not remain constant but drifted
~o~dw a r d  by as much as an order of magnitude over a period of minutes after
power was applied. Consequently, no leakage current readings were recorded
for these arrays. All 7 of these arrays were processed in a common batch. The
leakage cu r ren t for some arrays showed considerable var iat ion between the two
test conditions. For examp le , at 10 volts , array 3 had a leakage of 31 pa
with i rp ’ i ts low and 3.7 ma with inputs high. At the same voltage , the leakage for
ar~a~ 17 i ~~ ma with inputs low and 47 id with the inputs high.

4.7.2.2 Power Measurement and Functional Tests - The operation of the Floating
n t  Logic Array was checked and power dissipation as a function of clock

frequency was measured under two test condition s. In each test , the four X3
inputs receive a pattern consisting of alternating l’ s and 0’s. In  tes t 1 ,
the four X4 inputs receive the complement of the test pattern on the X3 inputs ,
while in test 2, the X3 and X4 inputs are the same. All other inputs in both
tests are low except f~ r the ~iai Mo le ~r lec t inp -~t which is high. Test 1
gives alte~- n ting pette rri s on the SX3 and SX4 ou to-jt-; with the X5 m l  X6 outputs
remaining high. Test 2 gives a 1t~ ’- mna t irig pat terns on the X5 and X6 outputs
wh 4le tie a~3 and SX4 outpets rn- rain low . By chang ing a bit in the i n p u t
1 ;  ~te~-n , the proper i clay through the array can be ver i1 ’ie -c.

Table 21 ~ives the average dynamic power as determined by the slope of the
power  versus frequency curve.
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FIGURE 32. INITIAL LEAKAGE -CURRENT DISTRIBUTION IN FLOATING
• POINT LOGIC ARRAY

TABLE 21
FLOATING POINT LOGIC ARRAY DYNAMIC POWER

~y nami c  Power (~~/MHz )
V dd 

(Vol ts)  lest 1 
— 

Test 2

5 2.5 3.4

10 33 16

15 33 41

4 
The output load consists of the package and test fixture capacitance which

was estimated to be about 5 pf. Since the X3 and X4 inputs are changing at the
maximum rate , these power figures are higher than the levels to be expected
when the array Is operated in the PWP system. Also , if the channel length is
reduced from .3 mi ls to .25 mils , the corresponding reduction in gate capacitance
will reduce the dynamic power dissipation. Taking these factors into consideration ,
these dynamic power results are consistent with the predicted five pf load
dissipations of 7.9 mw/MHz at 10 volts and 17.8 mw/MHz at 15 volts.
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4.7.2.3 ~p~~d Tests - The maxi m um clock rate at which the array would operate
was measured at 5 volts and 10 volts for the two test patterns used in the
fu nc ti onal and power tes ts . T he maximum frequency was not measured at 15 vo l ts
since the power dissipation wou ld exceed 1 watt. The average maximum obt ain aL-le
frequency is gi~~ur in Table 22.

TABLE ~2
MAXIMUM CLO CK FREOI’FNCY OF FLOATING POINT LOGIC ARRAY

h a  i l - r i ; ” Frequency (~~?

V~ (~~ I ts) Test 1 Test 2

5 13 20

10 20 28
—— ———-—— ——— -— - -— —

A potent i all y cri ti cal speed path wi th i n the FFT sta ge inclu des the dela y
from clock to the SX 3 and SX4 out puts . This occ urs w hen a carry i s genera ted
in the leas t signif i cant bi t posit i on of the four bi t full adder , propagates
through to the most significant bit position of the full adder , and then back
to the least signif icant bit position by the end around carry . The output
selection network which selects either SX3 or SX4 for output has the end around
carry as its input. This delay was measured from the retimer of the X3 input
and the retimer of the X4 input. The additional transmission gate switch and
inverter in the path from the X4 retimer makes tha t path slightly longer.
Table 23 conta ins the results of this delay measurement. The measured delay

- - includes the delay in the on chip clock driver circuit.

TABLE 23
MAXIMUM DELAY FROM CLOCK TO SX3 OR SX4 OUTPIJT

X3 Ret inrer to Output X4 Ret ir ~e4 - to Output
Array ————- —-——--- ——- - — —______ —----- -

~~

Number V dd = 5’~ - 1OV = l5V 
~dd = ~ V dd 1OV V dd 15

2 152 nsoc. 74 nsec. 50 nsec . 168 nsec. 83 r- :c c .  65 nsec .

3 121 66 53 130 74 59

4 159 77 58 166 84 63

~-

15 124 61 47 134 61 50

li 100 51 39 108 56
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When the gate lengths are reduced to .25 mi ls , these delays decrease. The
predicted results from the simulations are 40 nsec. for the path from the x3
retimer and 45 nsec . for the path from the X4 retimer when operated at 15 volts.
The results are in general agreement with the predicted delay .

-: 4.8 GATE UNIVERSAL ARRAY (GUA)

4.8.1 Gate Universal Array (GUA ) Design

A CMOS/SOS Gate Universal Array programmable shift register was developed
for the PWP memories . The GUA design approach is one in which onl y the f i nal
metalization l ayer is defined by the circuit desi gner . Th i s connects a stan dar d
logic gate l ayout to perform the specific function required. The advantages
of th is approach are that the design time , fa brication t ime and cos ts are
reduced. This technique has been well established for bulk CMOS devices. The
GUA for the PWP was the first GUA design using CMOS/SOS technology . In the
init ial fabrication of the circuit , the standard bulk CMOS GUA array was
employed. The SOS circuit gave an expected 2:1 improvement in speed over the
bulk CMOS GUA . A new design for the CMOS/SOS GUA was developed which:

1. Eliminated the power suppl” bus which had added excess internal
capacitance .

2. Decreased the channel length from 0.3 to 0.25 mils.

3. Used silicon gate processing.

The propagation delays for the bulk CMOS , bulk des ig n implemented i n SOS
an d the improved CMOS/SOS design are given in Figure 33. These measurements
were made w ith a standard GUA test cel l .

BULK r,II~ NEW SOS GUA

— 

F4~~~~~~~~~
D - I  14 7.5 3.6

-

-4 0

22 19.4 12.7

1-’ 66 31.3 27.9

FIGURE 33. GUA COMPARATIVE PERFORMANCE LEVELS OF TEST CIRCUIT
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4.8.1.1 ~UA Desiyn Procedure — In the CMOS/SOS process, seven mask lev el s are
-~~-~‘ red ~~~- r  

~~
- ~ P4-~~l yfl I n  the GUA I s ix  of th c- seven  mask lev els are fixed

~:r e~~h a r ray  ~~~~ It is the seven th mask level , the metal mask , tha t is
uni qu e for e~c~i custom design.

The six mask levels define P-MOS devices , N-MOS devices , P~ and N
+ tunnels ,

zerier diodes , and pads in a fixed pattern . All drains , sources , gates , tunnel
ends , and pads are accessible for interconnect ion by the metal m ask level .

The custom design for the GUA begins with a standard logic design . Standard
logic is then transformed into GUA logic cells. A preliminary logic cell
placement is done , and the adhesive-backed drawings of the logic cells are then
placed on a Mylar sheet. The logic cells are connected by pencil lines that
represent the metal interconnection. Standard forms for defining logic cell
placement , pad and pin connections , si gnal types and levels , and test pattern
sequences are provided to simplify documentat ion.

4.8.1 .2 Pro grammable Shift Re gi ster GUA Des ig n - The PWP GUA design (Figure 34)
inco rporates all of the functions necessary for the Input Bu ffer , Output Buffer ,
and FFT Mernory.(2) This i-s accomplished by making the shift registers variable
length , providing input and output switching, making the shift register clocks
independent , incorporating one ’ s complement to sign-magn itude converters
(exclusive-or) in both output lines and by control to adjust the clocked delays.

C~ ~ V Y S . T  C ~~h

1N I B L -  £ P S l  N

• 3 T T~~~.F ~ r i T L ~ C. T

35T R3L 

~~~~~~~~~~~~~~~~~~~~~~~~ 

—
~

—
~

—
~1

C LG ’Y ~

~FT~~ 1 ” PYS I  ~

FIGURE 34. PROGRAMMABLE SHIFT REt~ISTER GUA DESIGN
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The shift registers and the clocked delays are dynamic shift register log ic
cells. These cells require complemented two-phase clocks. The two-phase clocks

• are generated external to the Universal Array by the control system. The two-
phase clock complements are generated on the Universal Array. The dynamic shift
regi’ter logic cell was used because it occupies only half the number of internal
cells as the static shift register logic cell. The dynamic shift register logic
cell is constructed from inverters and transmission gates. The clock uses
in ve rte rs to turn on and off the transm i ss ion gates to pass the data.

• The two-to-one and one-to-two switches are comprised of two transmission
gates and an inverter for controlling the transmission gates. As CMOS trans-

• mission gates pass info rmation in either direction , they can be used as either
a two -to-one or one-to-two switch.

The shift register length is controlled by a three -bit bi nary code which
is decoded on the GUA. The decoded signal is used to contro l eight transmission
gates. The eight transmission gate outputs are tied together to fo rm an eight -
to-one switch.

The one ’ s complement to sign -magnitude converters are two input exclusive-
OR logic cells.

All inputs and outputs are buffered through the appropriate devices and are
available at the bonding pads which total 20 for the device .

~4.8 .2 GUA Perfo rmance Results

Delays in the PWP G”A fabrication cycle were experienced due to errors in
the metalization pattern . However , the re-cycling times for correction were
relatively short pointing up the advantages to the GUA approach.

Samples of the PWP GUA (TCS-060-400b ) were given functional , leakage and
dynamic tests. The units were operated with a 15 pf load at shift register
clock rates up to 17.9 MHz. This rate was limited in part by the instrumentation.
Typical worst case propagation delay was 40 nsec at b y .  The units tested has
high leakage , but  this was not unexpected since the test samples had not undergone
normal screening procedures after fabrication. All devices fabricated for use
in the system had a max imum of 250 iia leakage.

4.8.3 GUA Dynamic Shift Registers

A highly variable yield was experienced during the quantity fabrication of
the TCS-O60-400b. Extensive studies were made to try to ascertain the cause
but no definitive problem was identified. However , it is felt to be due to the

-‘ dynami c shift register design of the memories. Until a detailed analysis can
isolate the problem , the dynami c register is not recommended for further
implementation with the CMOS/SOS GUA.

In retrospect , the design of dynamic shift register memories has a large
impact on system hardware performance and simplicity . A two—phase clock signal
is required by the dynamic shift registers which complicates system timing . In
addition , shift register memories require clocking of all memory stages at every
clock pulse. Thus , the total system clock load and power dissipation is high.
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A preferred choice for fu tu re  des i gns would be to use random access memo ri es as
the basi c memo ry store. This would greatly reduce clock dri ver requirements
and dynamic power consumption for a given memo ry size.

4.9 CMOS/SOS RAM

The 256 x 1 CMOS/SOS random access memory designated the TCS-04l was
initially designated for implementation in the PWP . However , a stepped-up
schedule on a commercial 1 024 x 1 RAM was adopted by the RCA Solid State Division
which met the time frame of the PWP . The use of a 1024 x 1 RAM rather than a
256 x 1 RAM reduces the number of RAM circuits in the PWP reorder memory from 220
to 176. Similarly, the number of modules required is reduced by 4. The
foregoing factors , tc jether with the attendant cost savings , led to the selection
of the 1024 x 1 RAM for the PWP .

Problems with yield were experienced with the 1024 x 1 RAM at the time
deliveries were due for the PWP. These problems have now been solved , but th i s ,
together with the circuit instability problem discussed in Section 4.2, led
to the decis on not to implement the reorder memory which uses the RAM ’ s.

Since the intended application of the 1024 x 1 RAM occurred during the
sta rt-up phase of the commercial production , full device characterization was
not available and operating parameters were developed.

— Three circuits were tested , one of which developed an output drive problem
prohibiting complete testing. An eight step operating sequence given in Table
24 was used to measure the minimum write cycle using the write enable control .
T he word locations used alternated between a 1 and 0 for address bit number 9
with all other address bits held constant. Address bit 9 presented a worst
case condition for the address decode times . The results are given in Figure

• 35 together with the basic waveforms. The data indicate that a read/wri te
cycle time of less than 100 nsec would be difficult at 

~DD 
= 12 volts. In the

write cycle mode with the chip select control held on , the minimum write cycle
would be tS-A (24 nsec) + tW (35 nsec) + tHD WE (17 nsec) = 76 nsec plus timing
reg ister delays. The minimum read cycle is 80÷ nsec .

An alternate mode of operation is to strobe the chip select control to
write while the wri te enable control is on. Th is method shown in the second
portion of the Figure 35 timing diagram permits simultaneous clocking of the
data and address signals. This usually simplifies a memory timing and control
system. An increase in operating speed can not be expected in this mode and
the data of Figure 35 verifies this.

4
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TABLE 24
WRITE CYCLE TEST SEQUENCE

A DDRESSED READ !
STEP W R I T E  iu im~ mm

1 A Read Read C o n l i - ’ ; t  f Word A-

2 B Write ‘ 1 Writ e a 1 Into
Loc~tioo B

3 A Read Read A to Ver~ lj  Co n ten t
is Unch ar ~

4 B Read Read B to . -~ri fy  W r i t e
f l n - ra - i o r l ( 2 )

5 A Read Rea d A

6 B Wr ite  0 Wr i te a 0 I ito
Locat ion B

7 A Read Read A to Verify Contentis Unchanqod

8 B Read Read B to V~ r i f v  ~r it e
Operation (6)

1~~
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LSI PACKAGING DEVELOPMENT

The use of CMOS/SOS LSI circuit technology required the development of
new packaging techniques. Cera mic hybrids provide the required low capaci tanc e ,
hi gh d e n s i t y  interconnections for the CMOS/SOS circuits. However , a primary
need was the development of a fabrication technique whi ch would provide a
high yield at the hybrid level and the large number of interconr rections with
the LSI circuits complicated this problem. In addition , CMOS/SOS technology
had not been transferred to large scale hardware use; thus wiring rules
tailored to the technology had to be developed.

5.1 CHIP CARRIER HYBRID PACKAGING

5.1. 1 Selection of Chip Carriers

A basic problem in the mounting of large complex LSI devices on ceramic
hybrid substrates is the low hybrid yield if tradit iona l wire-bonding techniques
are used. This effect is illustrated in Figure 36. The fioure plots f inal
hybrid package yield versus the number of devices wi th  individual chip y ie ld
as the third var iab le .  If individual chips are mounted by the wire-bonding
technique , a chip yield of 90% would be good under the conditions of an
advanced technology LSI component. The number of devices on the PW P module
wi l l  be from seven to sixteen giving a total module y ield of on ly from 10. to
50% for the 90% chip yield case. However , if the chip yield is around 98
as would be expected wi th  packaged , tested products , the module y ie ld increa ses
to about 90% or better. This hybrid y ield effect was the over-r iding factor
in the decision to package each individual LSI c ircuit  in A ls ipak ® chip
carr iers.  The chip carr iers offer a compromise between the efficient but

• developmental beam lead fabricati on -assembly technique and standard large
commercial packaging. The LSI chips are mounted in the carriers by conventional
bonding techniques. The carriers are then hermetica lly sealed and tested. The
tested circuits are attached to the ceramic hybrid substrate by re-f low solderi ng.

In addition to the initial hybrid yield improvement which reduces fabrication
cost wh i le increasing rel iabi l i ty , the chip carrier approach improves maintain-
ability . A defective device is replaced much more easily than if conventional
device attachment procedures are used.

5 . 1 .2  Module Description

An important consideration for the PWP was the selection of the module size
and the number pins. Examination of the various partitioning alternatives for
the PWP indicated that the most efficient package from the point of view of the
system architecture should have over 88 signal pins to encompass the full radix -2
I/O pipeline. However , this would impose a requirement for at least a total of
110 I/O pins and no connectors of this capacity were available. A partitioning
approach was derived which permitted the system to be efficiently modularized
with a total module pin count of 80.

® Registered Trademark of 3M Company
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Internal development work at RCA had provided a ceramic hybrid paC k~cin~
concept called HYPAK. The basic HYPAK design is shown in Figure 37, and
contains a 1.0 in. x 2.0 in. ceramic circuit substrate with a forty p in
connector. The HYPAK modules mount on 0.2 in. pitch.

FP~~1E - ~~UTC/~” B5~~0 E~o(9
sLn, ~~~ 

,,tgr ~ct’/oL~ s~orS

2.620
cFA~/ !1/C -51)8.9 TTM7E
/00 X ~~.00 .~ -02 5 7//K
0 1(1/760 TO fl/’A1~fE

H0~E3

s os/iw~c.9 £2.
OOH,/fC70Z LE ,405LE/~D pEv/c~~� 

~~~~~~~~~~~
CO/ WVfC 70~ ~~ 

~ EPZ OW $oLL~FfIrp
.~ r~ S j Bs rr -c 7 ’~’/ 8 ~EAD ,9LS//L4a

i’Q P/N
C4,eeJfFS 1 ’

~~~~~~~~~~~~~~~~~~~ 
S/I ’P 7YP .E

Ii
—_ .~ oornr c,1 F ~E 7 ;~. r r W

,VOPLJL ES

FIGURE 37. HYPAK MODULE WITH BEAM LEAD DEVICES

The HYPAK modul e was designed to mount all beam lead devices on ce r~rric
substrate . However , they will accommodate ceramic chip carriers. These
carriers are up to 0.5 in. square and consume too great an area to allow
efficient partitioning of all circuits on the HYPAK module. In addition , the
number of pin interconnections required exceed those available on the HYPAK
module. If CMOS/SOS beam leaded devices and a high capacity connector were
available , there would then be no area or pin problem in packaging the elements
of the PWP on the HYPAK module.

A double length HYPAK module form was selected for the PWP since it-
permitted sufficient pin capacity and space for mounting the chip carriers .
The standard double length HYPAK module consists of a 1.4” x 5” alumina
substrate mounted on a metal frame as shown in Figure 38. There are two 40
pin connectors (Jl and J2) on either side of the bottom of the module. The
connector makes contact with the substrate by means of fingers on 50 mil pitch.
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C AR R IE R S  ~.:- --~ - A L U M I N U M  F R A M E

C A R f l I E R  

U’j ~~~.

- 
— cERAM Ic SUBSTRATE

140 X 5 .O OXO O 2 ST HK

MOS-SOS B E A M  U
L E A D  CleF

14 LEA P STO
F L A T  PACK

0200 STD HYPAK

NOTE DIMENSIONS IN INCHES 
0 3 0 0 . I N T E R I M H Y P A K

TWO 4OPIN
CONNECTORS

FIGURE 38. HYPAK MODULE - DOUBLE LENGTH

On the substrate , there are two sets of 40, 30 X 100 mu pads on 50 mil center-
to-center spacing to accommodate these fingers.

Power and ground pins on the connector are dedicated to make the module as
compatible wi th the Navy ’s Standard Hardware Program (SHP) as possible. This
is outlined in the chart below .

— DOUBLE HYPAK

+5V 1 (21)
+l5V 1
-5V 20 (40)
GROUND 10 (30 2 ,6 ,10,15 ,19 2 ,6 ,10 ,15 ,19
FRAME GROUND 1 1 ( 31
Numbers in parenthesis are OPTIONAL
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In the doubl e HYPAK module , the principle power suppl y voltaye is br~~yIi tthrough pin 1 of Jl . If there is mainly a TTL System , +SV would be brought
through this pin. In the case of a mixed logic system , +5V is brought through

— pin 1 of J2 which is compatibl e with a single length SHP module. Pins 20 and
40 of both Jl and J2 are to be left open for any auxiliary power or system clo~i<~ ,
if necessary . Preferably, pins 20 and 40 of J2 handle phase 1 and phase 2 c lo ks
respectively. The double HYPAK module has a total of 10 ground pins evenl y
spaced over the connector to l ower the inductance of the signal return pat h .

5.1.3 Nests and Backplane

The nests for both the single and double HYPAK are similar in construct iur , .
Fo rmed sheet metal slots ac t as gu id es for the modules an d also prov i de a ir
passages through the closel y stacked modules .

The nests for both type modules mount on a common wire wrap backplane
s u rface allow ing automat i c mach in e w i rewra ppi ng of all i nterconnectin g wirir lg .
R ibbon cable connectors for interfacing with A/D’s, cent ral com puters an d ot f lc r
equipment , plug into the backplane in the same manner as do the modules. The
nest frames have mounting flanges for mounting onto standard 19.00 in. [IA
frames.

5.2 CMOS/SOS DESIGN RULES

5.2.1 Overall Consideration

Rules based on laboratory measurements were developed which enable
calculation of capacitive loading on output gates and potential crosstalk

• problems. The rul es are presented in as general a way as possible so that
they can be adapted to various cases of dielectric thickness , li ne spacings
and device capabilities. The power distri bution rules apply specifically for
the standard double length HYPAK module used in the PWP , but can be adapte d
to other module types.

5.2.2 Module Power Distribution and Decoupling

The rules for the layout of the power bus and decoupling on the thick
fi lm rllodules are based on the followi ng assumpti ons:

1. For CMOS/SOS devices , the device current is approximated by a
unifo rm current pulse of 20 nanoseconds duration. The standby
current is assumed to be negligible. The total device
dissipation , therefore , is assumed to be the resultant average
of the series of uniform pulses at the operating repetition rate.

2. The module power bus , decoupling capacitors and IC tap on the
bus were sized to provide approximately equal drops for all
CMOS/SOS modules independent of power dissipated. The average
drop is budgeted at about 0.5 volts with a peak drop of 0.75
volts.

3. The main power distribution bus to the modules in a nest is assumed
to have the following characterist ics:
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PARAMETER BULK CHARACTERISTICS

R 0.00022 Ohms/foot
L 4.4 nanohenries /foot
C 490 picofarads/footZ0 3 Ohms (Approximately )

4. The resistivity of the conducti ve inks used in the,.~~ick film processis 0.02 ohms per square for modules usin g CMOS dy/ices.

5. The bus l ayout for TTL devices is similar to )f(at for CMOS/SOS
devices except the drop is budgeted at O.03,4olts .

6. The resistivity of the conductive inks j.i-�~d in the thick film
process is 0.001 ohms per square for

,j
p6dules using TTL devices .

5.2.3 Design Rules

The power bus for CMOS modules s~ja1~I be routed around the perimeter of the
module as shown in Figure 39.

C

L~~~f *  CL

—1p4 I.—\,’/

-t• I,S v~508 STR,4TE

FIGURE 39. POWER BUS ON HYPAK MODULE

The width of the bus (WB) is determined from the following expression where
4 ~d 

is total module power in watts :

WB = ~d 
(22.88) MILS

The width of the IC tap (WT) is a function of the location of the IC (L)from the main bus and is determined from the following expression where 
~d 

is
the IC dissipation in watts:

Pd L
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Three capacitors (C) are located along the bus as shown in Figure 39.
The capacitors are 0.1 microfarads , -f 1O~, 50 V such as Varadyne #5BX050S104K.

5.2.4 Special Considerations

High current devices such as clock drivers require additional decou pling
if they are not located near one of the existing capacitors on the board. Each
case is evaluated in terms of peak load current and allowable supply voltage
di~~p to determine the line widths and decoupling required to maintain suppl y
tolerances.

Additional suppl y voltages may also be required by the devices ~kich must
be decoupled. Depending on individual circuit characteristics and loading, a
minimum of one decoupling capacitor must be included for each additional supply.

5.2.5 Capacitance Measurements

In order to obtain data from which wiring rules can be generated , a series
of test substrates were built.

The capacitance between two parallel lines in Table 25 was measured for
various line widths and spacings and various thicknesses of dielectric covering
the lines. The 5 mil lines are set on a 10 mil grid , the 8 mil lines are on a
15 mil grid and the 10 mil lines are on a 20 mil grid. The spacings are multiples
of these stan dard gr id s. For an exa mp le , a 5 mil line on 10 mi l center-to-center
spacing is designated as a 5 mil line on lX spacing; an 8 mil line on 30 mil
center- to-center spacing is designated as an 8 ml? line on 2X spacing.

TABLE 25
CAPACITANCE BETWEEN PARALLEL LINES

CAPACITANCE BETWEEN TWO PARALLEL LINES
DIELECTRIC OVER LINES - M ILS

WIDTH SPACING 0 1.4 2.4* 3.4 6.6*
MILS 

_______

5 lX 1.9 2.0 2.3 2.6 2.9
5 2X 1.3 1.4 1.8 1.9 2.2
8 lX 1.9 2.0 2.6 2.8 3.1
8 2X 1.3 1.4 1.7 2.1
8 3X 1.1 1.2 1.5 1.9 1.9
8 4X 0.9 0.9 1.3 1.7
10 1X 1.8 1.9 2.3 3.0 3.3
10 2X 1.2 1.2 2.0 2.4

* - ESTIMATE
— INSUFFICI ENT DATA

Adding a thin dielectric coating does not increase capacitance appreciabl y
un til its thickness exceeds 1.5 mil s.
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The capacitai~ce of one l ine to its neighbors is given i E I  Table 26. Mi
~f tie c~s~~ are of one li ne to its iIIme di ate neighbo r on either side of it

- :  - ~~~~ for that marked 1
÷

1 which is the ~~pacita nce to t h~ two li nes on e~ th~-r

~ iue of it. Again , all of the capacitances are in pf/in.

Note that in the case of 8 mil lines at lx spacing the capacitance between
a line and its irmiediate neighbors and that line and its two i mmediate neighbors
is almost identical. This indicates that the capacitance between one line
and all other lines is essentially that between it and its i mmediate neighbors.

The capacitance of a line to a ground plane appears to be relatively
i - I - 1~ pendent of the dielectric thickness over the line. For a 5 mil line , the

TABLE 26
CAPACITANCE TO NEIGHBORING LINES

- 
DIELECTRIC OVER LINES - MILS

~NJ DTH
‘IlLS SPACING 0 1.4 2.4* 3.4 6.6*

5 lX 2.9 3.1 2.5 3.7 4.4
8 1X 3.3 3.5 3.8 4.0 4.9
8 l X  + 3.4 3.7 A 4.0 A
8 2X 2.0 2.3 A 2.6 3.0

10 J X 3.1 3.4 4.0

* - ESTIMATE
A - INSUFFICIENT DATA

capacitance is 1.8 pF/in , for an 8 mil line , 2.0 pF/in , and a 10 mi l line , 2.3
pF/ in.

The capaci tance due to the crossi ng of lines is due mainly to the fringinc
i ields. A straightforward application of the parallel plate formula yields
crossover capacitances that are much lo ‘er than the actual measured values.
Measurements were made of crossovers in three cases; l ines on a close spacing

- - 
crossing line s on a close spac ing, l ines on a close spacing crossing lines on
a far spacing, and l ines on a far spacing crossing lines on a far spacing.
The term “close spacing ” means that the lines are set on their standard grid
as defined previously. “Far spac i ng” indi cates that the lines are on 100 mi l
center-to-center spacing. Table 27 gives a compilation of the data generated
for the three cases.
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TABLE 27
CROSSOVER CAPACITANCE

TYPE OF CLOSE SPACING! CLOSE SPACING! FAR SPACING/
CROSSOVER CLOSE SPACING FAR SPACING FAR SPACING
MIL X MIL pF/CROSS. pF/CROSS . pF/CROSS .

5X5 .13 A • 33*
8X8 .14 .13 .28*
1OX 1O .18 .19 39*
8X20 A A .48*
1OX2 O A A .43

* - ESTIMATE
A - NO DATA AVAI LABLE

The thickness of the dielectric between the lines for all cases is 3.4 riv~l s
with 

~,- 
11 . Notice that the capacitance per crossover is about the same

for the close/close spacing and close/fa r spacing, but is much higher for the
far/far spacing. This indicates that the capac i tance i s i ndee d due la rgel y
to fringe fields .

• 5.2.6 Crosstalk

The propagation delay down an 8 nil line is 220 ps/in as measured usinq
a time domain reflectometer. Since the rise times involved in the CMOS/SOS• technology is 5 ns or greater , a l umped parameter model for crosstalk can be
used. The equivalent circuit is given in Figure 40. R0 represents the output

~ impedance of a gate driving the passive line and CL represents the total capacitive
load on the passive line due to gate inputs . CS is the total amount of coupling
capacitance between an active line and the passive line. Measurements have been
made on crosstalk using the critical test substrate which verify the above model.
If the output waveform of a gate is an exponential , v0(t) = V [l-EXP(-t/-r)], the
percent crosstalk is given by:

Ro(CS+CL) T

100 R0 C f R (C +C ) 
- Ro(CS+CL)-t [R (Cs+C )1 

- 
Ro (C S+CL)-T

% CROSSTALK = ____________ ° - °

-r- R0 CS+CL t L J

where -r is defined as the t ime constant of the exponential.
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FIGURE 40. CROSSTALK MODEL

If the lines are dri ven by a source whose output is characterized as a
ramp ,

v0 (t) = V [ ~~
- u(t) - (t-a) u(t-a) ] ,

as with a clock dri ver , the percent crosstalk is given by:

1 0 0 C R
% CROSSTALK = a 

S ~ 1 - exp [ - RQ (Cs+CL) ~
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On a module , lines wi l l  be dri ven from sources with different output
impedances and different rise time capabilities. In the event of a significant
amount of coup ling between li nes , each case must be anal yzed separately.
Depending on the rise time of the signal on the act ive line and the output
impedance of the gate on the passive line , varying amounts of coup ling
capacitance wil l  be allowed. For CMOS/SOS circuits , the crosstalk is limited
to 30%. A set of curves is plotted on Figures 41 and 42. They show the
maximum amount of coupling allowed for various cases of rise time and outout
impedance. A fanout of one (C L = 2 pF) is assumed on the passive line. This
represents a worst case. A larger fanout will l ower the crosstalk , but also
raise the total capacitance to be driven by that particular gate which w i l l
lower the li ne length due to a restriction of total capacitance on the gate .
Any combination of parameters fall ing below a particular curve represents an
allowed condition.

Crosstalk between lines over a ground plane should present no problem . A
- - case wi th more than four inches of parallelism with the possibil i ty of two

lines straddling a passive line switching simultaneou sly should be avoided. In
such a case , the lines can be simply spread further apart or located elsewhere .
This is the worst case condition.

5.2.7 Design Rules for Signal Lines

A general method for determining if a particular signal path is allowabl e ,
is outlined below :

1 . Determine the drive capability of the source. The amount of
capacitance that the gate will dri ve with a given rise time

• is the major constraint put on a CMOS/SOS device.

2. From the maximum capacitance to be driven , subtract 2pF for
each load to be driven in an “ALS IPAK” carrier and 5pF for
each load to be driven in a flat pack. This gives the total
amount of capacitance that can be budgeted for wiring.

3. The wi ring capacitance due to neighboring lines and crossovers
can be calculate d from the data . The appropriate crossover
value for the particular case , i.e. , a closely spaced groun of
lines or far spaced lines , s hould be used .

r
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4. Examine the routing of the path for excessive para llelism which
could present a crosstalk problem. The amount of coup linq
capacitance between lines can be determined. Knowin Q this and
the characteristics of the signal that will be present on the
neighboring lines , Figures 41 or 42 will determine if the cross-
talk is below 30%. In searching for possible crosstalk problems ,
avoid cases where clock lines run next to signal lines or a
signal line straddled by two lines that are likely to be
switching simultaneously.

5. Wiring Restrictions: Avoid running cloc k lines near inputs to
latches because crosstalk could cause a bit error. Avoid
running input lines over output lines . Do not run lines over
one another.

6. There may be cases where control lines , or clock lines , will have
large fanouts and an on module driver is needed . Exami ne such
cases for the need of series damping resistors to guard against
ringing.

When laying out lines that go off module , consideration must be taken for
the module pin capacitance , backplane wiring capacitance and drive capabilities
of the source. The capacitance of the connector pin in the backplane ranges
from 2.3 to 2.5 pF depending on whether the signal pin is next to a ground pin
or not. The capacitance of backplane wiring is from 1 to 2 pF/in depending on
whether there are many wires near the signal lin e or not. In the case of a
critical path , or the need for a long run on the backplane , it is best that
other lines with low impedances to ground be kept away from it. The fanout
onto a module must be limi ted to one in most cases due to the capacitance picked
up by the connector pins. For an example , suppose a line runs from the mi ddle
of Jl to the middle of J2 on the neighboring module. This represents a length
of 3.5” . This could be considered a long path , so assume that it picks up
(3.5 in) (1 pF/in) = 3.5 pF due to the backplane wiring capacitance. With a
fanout of one on the module (2 pF), this leaves 15 pF - 3.5 pF - 2 pF - 5 pF =

4.5 pF for on module wiring capacitanc e which allows very little on module
wiring.

5.3 MODULE LAYOUTS AND FABRICATION

5.3.1 Applicon Layout Procedures

All of the modules used in the PWP are designed with an App licon computer-
aided design -layout system. This technique greatly improves the quality and
reduces the cost over a manual l ayout. The App licon procedure eliminates three
of six of the process steps required by a manual procedure as indicated by
Figure 43.

An example of the artwork -design generated by use of the Applicon system is
shown in Figure 44. The figure shows the interconnections of all l ayers of the
FFT memory module. The actual plot from which the figure was reproduced has
each 1~ ver presented as a separate color.

84



MANUAL APPLICON- CUTTER

~DESIGN & LAYOUT IS DONE TO r~~~I G N & 1LAYOUT IS )PN- ~,

I LAYOUT SCALE ON GRIDDED LAYOUT IINTERA CTIVF i~PAHL * PAPER *]TERMINAL

ISTRIP & lEACH LAYER IS CHECK
I CODE INDIVIDUALLY PLOT

L * CODED

KEYPUNCH CUT
* RUBYLITH

~VERIFY j
[CHECK CUT
PLOT RUBYLITH

* DIRECT LABOR

FIGURE 43. COMPARISON OF MANUAL AND APPLICON HYBRID DESIGN PROCEDU~[~
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5.3.2 Module Fabrication and Assembly

The primary approach for attaching devices to the PWP module will be reflow
soldering of ALSIPAK Carriers , conventional surface attach flatpacks and a
minimum number of ceramic chip capacitors. The projected size of the substrate
is 5” x 1.4” x .025” . A maximum of 13 ALSIPAK carriers are incorporated on the
FFT memory module design and a maximum of 8 flatpacks on the control module.

Two different interconnect techniques are utilized. The fi rst consists
of two l ayers of interconnect with the ALS IPAK carriers and flatpacks reflow
soldered to the second l ayer as in Figure 45. This method was utilized
to interconnect moderate density circuits. The second method for high density
circuits utilized three interconnect l ayers with the ALSIPAK carriers and
flatpacks reflow soldered to the third layer as in Figure 46.

- 

AL SIPA K C A R R I E R

r1 __________________

~~
INSIILAT IO : AL ( SUD ST 1~ TE( 1~21 PT AU 

2 3

SOLDER

FIGURE 45. 2 LEVEL INTERCONNECT ALSIPAK

ALS IPAK CARRIER

X 2 (J~~~L~~ ~~~~~~~~~~~~~~~ A~~~~~ J~~L~
~1

x~ / i~?7]
AL 2 03 SUBSTflATE

~~~~ PT AU

SOLDER

J INSULATI0~I

FIGURE 46. 3 LEVEL INTERCONNECT ALSIPAK
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• 5.3.2.1 Low to Moderate Density Circui ts - Initial examination of the inter-
conn c~. t drawing determines if the circuit can be fabricated utilizing two
l ayers o f i n terconn ec ts . Fo r two la yer i n terconnect systems , the fo l low i ng
levels are  assigned.

1. Conducto r Level (1). Platinum G3ld Conductors . The traces
run parallel to the long dimension of the module (4.950 in).

2. Dielectric Level (1). Two separate print and fi red
dielectric l ayers are utiliz ed. If the circuit density is
light , a mul tilayer construction is modified to minimize
i ntralayer ca paci tance , to utilize cross-overs only.

3. Conductor Level (2). Platinum Gold Conductors . The traces
run orthogonal to conducto r level (1).

4. Solder Level (1). Solder Level . DIP Soldering conventional
60/40 solder or solder paste screening will be used to
deposit a solder coat on the second l evel conductor.

Devices (carriers, flatpacks and chip capacitors) and the connector are
fi~ tured and the entire assembly is reflow soldered. The connecto r pads are
screened with both the firs t and second level platinum gold.

5.3.2.2 High Density Circuits — When more than two levels of interconnect are
rn quired because of the circuit density , a three level system is employed
consisting of the following:

1 . Conductor Level (1). Platinum Gold Conductors. The traces
run pa ra l l e l  to the lon g dimension of the module (4.950 in.).

2. Dielectric Level (1). Two separate print and fi red dielectric
la yers are use d .

3. Conductor Level (2). Platin um Gold Conductors. The traces
run orthogonal to conductor level 1 .

4. Dielectr ic Level (2) .  Two separate print and fired dielectric
layers are employed.

5. Conductor Level (3). Platinum Gold Conducto rs. The traces
w ill generally run orthogonal to conductor level 2.

Attachment of the components is similar to that for the two conductor
system.

The  in i t ia l  test sample fabr icat ion of the control sw it ch module  uncov ere d
a ~rohlen with the foregoi~ q fabrication technique; the formation of small solder
bump s on interc onnection paths on the top l ayer p r i or to the p lacemen t of t he
chip ~irr iers. These bumps prevented firm positioning of the carriers on the
~ubs~~~te for the reflow solder operation. A fina l dielectric l ayer was , there-

• .~r I r ied  on t : ’I~ ) of the f inal interconnection for all module types.
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SECTION VI

FUN CTI ONAL MODULE DEVELOPMENT S

A total of eight special module designs are used in the PWP , including two
universal modules , one for CMOS/SOS circuits and the other for TTL control
circuits . This low number has been achieved by careful partitioning of the
system and by making many of the modules serve multiple functions. A ll of the
modules have the same 1.7’ x 5.6” physical size with 80 input/output pins and
are mounted on 0.3 inch spacing.

6.1 MODULE FUNCTIONAL DESCRIPTIONS

6.1.1 Complex Multiplier

The most functionally complex module in the PWP is the complex multiplier
which serves as a vector rotator in the FFT ’ s and provides the de-ramping, phase
correction and weighting functions external to the FFT ’s.

The functional diagram of the complex multiplier is shown in Figure 47. It
consists of four TCS-O57 9x9 bit sign-magnitude multipliers which form the four
magnitude products required for the complex multiplication.

(a + jb)  (c + jd) = (ac - bd) + j (ad  + bc)

The multip lier outputs are rounded to 8 bits plus sign and fed to retimer
registers . The multiplier outputs are converted to signed products in the
retiniers by inputting the sign to the retimer complement control. The bd product

• must be subtracted and its sign is , therefore , inverted prior to being tied to
the comp lement control. The output of the retimers are 9 bit l’ s complement
numbers which are inputted to the TCS-065 adder arrays where l’ s complement

• addition is performed. If an overflow occurs in either adder , the output 0 +
both adders is left shifted one bit , the last bit is truncated and an ove rf l~ w
signal is sent to the floating point logic control . In the final retinier
provision is made for conjugating the output by bringing out the inverted s i a n
and complement control of the imaginary (Q channel ) output. Similar outputs
are brought out of the real channel for test purposes.

6.1 .2 Adder/Subtractor -

The second module making up the FFT arithmetic is an adder/subtractor
unit. The required functions to be performed are the addition and subtraction
of two complex data words. The tota l number of signal inputs and outputs to a
full , complex adder-subtractor is 4 x 22 = 88 for the 22 bit (91 , YQ 4 exponen 1
compl ex words used in the PWP. Packaging the add/subtract module either as a

• full complex word (88 I/O pins) or as separate complex adders and subtraction
(66 I/O pins plus controls) is not realizable on the 80 pin module with 12 pins
dedicated to power and ground. The partitioning selected for the add/subtract
module is to split the inputs into their I and Q components and obtain the sum
and difference of each component on separate modules. In this way , the basic

• number of I/O pins required is only 9 x 4 (mantissas) + 16 exponents = 52. This
allows 18 pins for controls of which 9 are used.

A functional diagram of the adder/subtractor module is shown in Figure 48.
Based upon the relative magnitudes of the respective inputs , the IR (from compln~
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multi p lier rotator ) or ‘A input are scaled in the dual 8-bit scaler TCS -0 l6.
The scaler outputs are retimed and both the positive and negative representation
of IR is provided for inputs to the two adder circui ts.

Since the I and Q components of an output word are located on separate
modules, the overflow interchange for keeping a common exponent must cross
the module i nterface. Other inputs to the modul e include the clock and
multiplier overflow signals.

6 .1 .3  FFT Memory

The FFT memory module is used for the input and output buffers in addition
to the FF1 interstage delays. in each case , the delays are programed depending
on mode and location. A genera l block diagram of the FFT memo ry module is
shown in Figure 49. Functional descriptions of the three applications of the
module can be found in reference (2), pages 60-68.

Up to 11 programmable shift registers (GUA ’s) can be mounted on the FFT
memory module. With the module fully populated , two modules are required to
provide the 22 bits per word for the FFT interstage delay. In the input buffer ,
eight GUA ’ s are required since the input word size is 8 bits for both the I and

• Q components with no exponents. Driver circuits are provided on the module to
contro l the FF1 memo ry and Output buffer swi tches .

The FFT memo ry modu le functions are summarized in Tabl e 28. One complication
the appl ication is the fact that the GUA gives inverted outputs . The correct
n/magnitude (S/M) output to the complex multiplier is obtained by comple-

~
ting in the GUA which gives S/N out followed by inversion in the retimer to

S/M. The delayed output of the FFT memory is obtained by complementing
Lne retimer. The delay function of the input buffer is obtained by usingt. the discretionary wiring package to bypass the retimer. Correct delay incre-

ments are obtained in the switched register section of the buffer by crossover
of the delay sets.

6.1.4 Control Swi tch

The contro l switch module has three operating modes :

1. Simple selector switch of two 22 bit words operated either
statically for mode control or dynamically for control of
data flow.

2. Complex multiplier with 1 bit by 8 bit inputs.

3. Selector/Complementer .

The schematic of the contro l switch module is shown in Figure 50. Particulars
of the design of the module were governed by the large number of I/O pins. The
basic swi tching requirement dictates the use of 22 x 3 66 I/O pins. The
controls must , therefore , occupy no more than 2 pins after the allotment of 10
grounds and 2 power pin s. The control inputs have been minimi zed by using a
discretionary wiring package to enable the module to accommodate the three modes.
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TAB LE ~8
FF1 MEMORY MOIIULE FUNCTIONS

FUNCTION REQUIRE MENT 
-- - - 

OBTAINED BY

FFT Memory SIN Output Complement in GLIA Gives S/N Followed
by Inversion in Retimer

l ’ s Comp. Output Complement in Retinier
Delayed

Input Buffer Delay (32,16 ,8) Bypass Retimer
(Sample Clock) Cascade Delay Sets (4,6,16) & (4,10 ,16)

Switched Buffer Cascade Delay Sets with Crossover
S/ M Output Pattern
(Sample/Process
Clock)

Output Buffer Switched Buffe r Norma l Operation with or without
(Sample/Process Retimer
Clock)

In the selector switch configuration , which always holds for the exponent
bits , the complement controls of the retimers are tied to o-~ und and the inputs
go to their normal switch locations. When operating as a complementer , the
sign inputs are tied to the retimer complement controls.

Operation as a 1 x 8 bit complex multiplier functions by shifting the
t. phase angle 00 or 900. The two desired output conditions are :

0° : (1 + jO) (a + jb) = a + jb
90° : (0 + j l)  (a + jb) = -b + ja

T herefore , for the 90° shift , the imaginary output is selected from the
real input and the negative of the imaginary input is fed to the output. Negating
the imaginary input requires not onl y complementing the data , but also inverting
the sign bit. The sign inversion is accomplished by a discretionary wiring of
the sign of the imaginary input to the real channel switch.

6.1.5 Level Translator

The level translator module shown functionally in Figure 51 provides TTL
to CMOS/SOS interfacing for the PWP contro l functions . The data is re-clocked
once on the module in hex-D flip-flops (74S174), is l evel shifted with 75365 TTL
to CMOS drivers and is rec locked at the CMOS/SOS levels with the TCS-0 l 5 retimer.

6.1.6 Reorder Memory

The reorder memory module is a 11 bit x l~24 word random access memory . The basic
design of the module is straight-forward as shown in Figure 52. All of the mode and
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a U r ~~is  ~ Of l t u l 5  ir~~ut to the module at TTL levels and use 75365 TTL CMOS / SOS
level t ranslator-dr ivers as interfaces to the CMOS / SOS RAM ’ s. Three driver
circuits are used .

6 1 . 7  Universal Modules

The purpose of the universal modules is to permi t packaging of discrete
CMOS /SOS or IlL IC’ s in cases where the quantity used does not justify a separate
module design. The universal CMOS/SOS module shown in Figure 53(a) holds one
48 pin ‘ ALS I PA K’ chip carrier for any CMOS/SOS circuit together with a wired-in
75365 TTL CMOS/SOS level translator driver. The universal IlL module shown in
Figuro 53 (b) holds four 16 pin dual-in line (DIP) packages and one 14 pin DIP
package. The ten dedicated ground pins prevented placing five 16 pin packages
on the module wi th all pins accessibl e.

6.2 MODULE SUMMARIES

A l isting of the components used on each module is given in Table 29.
Table 30 lists the number of each module type in the system and FFT ’ s only
together with the power dissipation estimate for 15 volt 10 MHz operati on. The
total number of modules in the PWP system increased from 154 in an earlier estimate
to 192 in the final configuration. This increase is due to an increase of 20
TTL modules used for clock drivers and 18 TTL modules added for various control
functions . Since the maximum number of 16 pin circuits which could be mounted
on each IlL module was four instead of the estimated fi ve , the efficiency of
these nodules decreased by 25 percent. In addition , the original estimate
did not include sufficient control circuits for the variable length programing
of the FFT ’ s and system timing. The number of control modules is divided
among the reorder memory , I/O buffer , FFT ’ s, and various PI~OM storage functions .

The power dissipation given in Tabl e 30 is for 15 vo~t 10 MHz operationand represents the maximum expecte~d level.

Figures 54 through 61 provide summary data sheets on the eight module
types developed for the PWP. The figures provide a physical and functional
description together with electrical characteristics.
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SECT I ‘iN V I I

PWP CONTROL S Y ’ -7L M

7.1 OVERALL DESCRIPT ION

The PWP uses pipeline architecture to implem ent the FFT and ~i à i r~t i i n
the data rate. This architecture creates complex control system problems
when mode changes are required and delays are dropped f ruis or added tu the
p ipeline. This is because new sets of contro l s i gnals are required and C o s t
be resynchro nized to a new pipeline of larger or s~rR1l er siz~- .

A block diagra i-i of the PWP pipeline is shown in Fi juse 62. The f:rst two
stages of t he  forward FF~ can be bypassed and the lay two stages C I’ t e  r ,’c- -- c &
rFT can be bypassed. When a mode charge is r ,adp , one or ore u f  these C t ~~c-
are bypassed.  Not onl y does this ~~~~~ t 4 -n -~~nt --l sign a l t i~’in; , but -

~~~‘~~

data sets must be gener ated in the sin/cos refe rence Jer e~-~~tors ~~l ~~~~~

deramp ing and phase correction memories. These da ta  sets r u s t  also be s,’:crs ~c~ i zE:
with the data window.

INPUT 

~~~

- - -- _

L

UFFE R 
~~~~~~~~~~~~~~~~ 

S’)AGES 3 - ~

FORWARD FFT

_ _ _  

4

INV ER SE FF1

FIGU RE 62. PWP P IPEL T NE

Several approaches can be taken in the contrc l system design. However ,
it has been determined that si gnificant Savings in the number of circuit
corpcrsents as well as more efficient operation can be obtained by using
Programmable Read Only Memories (PROM ’ s) to store many of the control functions.
Those contro l functions which change when a mode change is effected are stored
in PROM ’ S. In addition to control functions , all the ramping, sin/cos references ,
phase correction , and amplitude correction information is stored in PROM ’s.

The control systems for the input and output buffers , forward and inverse
FFT 1 s, and reorder memories are separate ,disconnected control systems which are
synchronized by means of a sync bus. There is an address link between the
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input buffer contro l system and the forward FF1 control system.

[~~~~~~~~~~~~1’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ CHAN 1
- - (8) INPUT

INPUT BUFFER ‘8) CHAN 2

(8) (8)

~~ CMOS

~~ ~~~ TTL
TO CONTROL
COMPUTER

RAMPING
PROM

—-.‘—~~ O IR ECT
ADDRESS BUS

SYNC BUS

FIGURE 63-. INPUT BUFFER CONTROL SYSTEM

Figure 63 shows a block diagram of the input buffer. The control system
generates the address for the control PROM’ s in the input buffer control system
as wel l as the addressing for the ramping PROM’ s and the DIRECT ADDRESS BUS for
the forward FF1 control system. The input buffer control system also generates
timing signals to the computer interface to indicate the start of an aperture .

S The input buffer is an i nterface between the 8.75 MHz input rate ar~l the 10 MHz
process rate and requires that the clock to the registers in the buffe r be
switched from 8.75 MHz to 10 MHz. The input buffer control system rjerforms
this function also . The ramping multipliers are considered to be a part of
the input buffer and so the PROM ’ s which contain the frequency ramps and input
weighting are considered part of the contro l system. They are addressed directly
from the contro l counter. The circuit elements marked ~ represent digital
delay s in the level translator module.

A block diagram of the forward FF1 is shown in Figure 64. The contro l
• signals into the FF1 are the sin/cos references and the sign/ switch controls.

S The s in/cos references are stored in PROW s all of which are identical . The
addressing and timing for the reference PROM ’ s is contained in the INDIRECT
ADDRE SS PROM. W hen the mode changes to char.ç~e the length of the FF1, a different
area of the INDIRECT ADDRESS PROM is accessed . The address from the DIRECT
ADDRESS BUS then cycl es throu gh the proper add ress sequence for the INDIRE CT
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TEST BE”
REG 8

S 
FORWARD FFT 

,
CHAN I STAGE STAGE STAGE STAGE STAGE STAGE ~~‘ C ’ C A ~( 1

1 2 3 4 5 6

CHAN 2 ~ C, C’~. 2

A A 
~ 

(~ CNII ,S

I A A A A A A (;~
;-) A ~~~~~(~)TTL

I CON TRO 
I.1 PROM

CONTROL BUS

DIRECT
ADDRESS—
BUS S IN / SIN! I 5 N /  SI’S!

ros cos Cns cos
PROM PROM R M PROM

IN-
DI RECT
AD ORES 

A 
-

PROM IND IRECT ADDRLSS BUS

FIGURE 64. FORWARD FFT CONTROL SYSTEM

ADDRESS BUS which in turn accesses the proper sin/cos reference. The change in
timi ng encountered by changing modes is accomplished by rotating the address
sequence in that section of the INDIRECT ADDRESS PROM accessed by the mode
control bits. The switch bits and sign bits for the cos reference are contained
in the CONTROL PROM and transmitted along the CONTROL BUS . The switch bits
contro l the switching in the FF1 memories. Several static controls such as
stage delay codes for the FFT memories are hard wired at the module inputs.

A bl ock diag ram of the reorde r memory i s sho wn i n Figure  6~. The reorder
memory control system controls not only the reorder memory but also the sync
generator. The reorder memory control system contains a counter which spans
the entire length of an input waveform. Since thi s is the largest counter in
the system, i t  make s sense that  i t  shou l d  be the basis for the sync generator.
In this case , the sync generator is nothing more than a PROM which has a sing le
bit programmed to sync the counters for the rest of the system . The timing is
accomplished by rotating the pulse in the memory . The oscillator is also
contained in the reorder memory control system.

A block diagram of the inverse FF1 is shown in Figure 66. The contro l
system is almost like that of the forward FFT. The most notable exception is
the fact that the sin/cos reference PROW s are addressed from the DIRECT ADDRESS
BUS. The reason for this is that neither the timing nor the reference sequence
are altered by a mode change because th~ ou t p u t  da ta  is tapped off the pipe ’ine
by a switch at the output. The inverse FFT control system also includes Lr~
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r - -___________________

~H~ N I __________ 1 —~~~ 
~~~~~~~~~~ CU/ N I

~

OSC IL AT OR

cONTROL1 1~1T~SYNC BUS ~ _ SY N C BUS

CLOCK BUS ~ ~ CLOC K BUS

FIGURE 65. REORDER MEMORY CONTROL SYSTEM

INVERSE FFT

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
2~~~~~~~~~~3 ~~~~~4 5 6

I I

~~~~~~~
)
~~~~~~~~~ c~~

cMos
ICORP ECT ION I
LEaQI~~ -_J

S 

A A A ~~~ (
~)

f 

-‘, TT L

PROM CONTROL BUS

_ _ _ _ _ _ _ _ _

~~

f f

~~

M

~~~~~~

S R

~~~~~~~~~~

ROM

COUNT P ~~~ DIRECT ADDRESS BUS

SYNC BUS

FIGURE 66. INVERSE FF1 CONTROL SYSTEM
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PHASE CORRECTION PROMS at the beginning of the FF1.

:::: 
~~~ 

_ _  

= j + ~2 

H

TEST BED
REG 8 1~~~~ CMOS

TTL

CONTROL
NIPL ITUDE
IC ORRECTION

_____________ ~ ROM

10 MHz 8.75 MHz

~~~~ H ~ ______

SYNC BUS

FIGURE 67. OUTPUT BUFFER CONTROL SYS IEM

A block diagram of the output buffer is shown in Figure 67. The output
buffer function is to discard the redundant data processed due to the overlaps
at the input buffer. This reduces the data output rate from the 10 MHz process
rate to the 8.75 MHz sample rate. A dual set of controls are required for this.
One set operates at 10 MHz and the other at 8.75 MHz. They are synchronized
by the sync bus. The input control system sets the switching time for the
memories and the clock. The AMPLITUDE CORRECTION PROM is addressed by the
output control counter.

7.2 INPUT BUFFER

The purpose of the input buffer is to provide the overlaps in data input
apertures required for the PWP algorithm , and to split the data for the radix-~2
operation. A block diagram of the input buffer is shown in Figure 68.
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KAB K

_ _ _ _ _  RET

DAT~~~

J

~~~ 

DELAY

FIGURE 68. INPUT BUFFER BLOCK DIAGRAM

The data input is 7 bits pl u s a sign bit at a rate of (7/8) 10 MHz = 8.75
MHz. The delay element shown in Figure 68 is an eight bit GUA module which is
programmable to give 8, 16 , or 32 delays . This splits the aperture for the
radix-2 operation.

There are 3 register sets A , B , and C which are programmable in length. The
three sets allow for the overlap of input apertures. The length is determined
by the aperture length.

The register sets are the two registers on a GUA chip. Al and Bl share
the same chip sets , A2 and B2 share the same chip sets ,and Cl and C2 share the
same chip sets . This organization allows the output switch of the GUA chip to be
uti lized for part of the muxing thus eliminating the need for a second control
module. However , this requires cascading the GUA ’ s to obtain the required delays .
Figure 69 represents the two cascaded registers of the A or B register sets.

DATA 
___________ ___________

IN PUT 
__j “

~fI~;1 ~ f Y ] U4~~~
J ~ DATA OUT

BUFFER 
_________________________________________

CLOCK

PROCESS _________________________________________________________
CLOCK

FIGURE 69. A/B REGISTER SET ORGANIZATION
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X represents one of the 16 bit registers in a GUA . The block design ated
2 represen ts the 2 dela ys af ter the out put sw it ch of the GIJA . Y re presents
the 16 bit register of the cascaded GUA . The block marked 3 represents t~ r-
sum of the 2 delays after the output switch of the GUA assoc ia ted w i t h  Y dr - I
the one delay in the control module switch which follows the sec’s d GUI O , i n
order to obtain the proper delays for the 3 input modes , the f rj l 1o~-. i r c j  eq u a t io r s
mus t be satisfi ed.

1. X + 2 + Y = 8
X + Y = 6

2. X + 2 + V = 16
X + V = 14

3. X + 2 + Y = 3 2
X + V = 30

Equation #1

Solution X Y Only Solu tion 2 and Solution 4
represent valid delays for X dnd

1 1 5 V in the GUA . Either may he c~( -~~- I .
2 2 4
3 3 3
4 4 2
5 5 1

Equation #2

Choosing only val id values for X , the values  for Y are :

• Solu tion X V

1 1 13
2 2 1 2
3 4 1 0
4 7 7
5 8 6
6 14 0

Of these , only Solution 4 is a valid delay for V.

Equation #3

Again , choos i ng only val i d values  for X and also keeping in mind X and Y
< 16 by definition , then the values of Y are : -

Solution X V

1 14 16
2 16 14

Both of these are val id delay s for V.
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-
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COY PO L

FIGURE 70. A/B REGISTER SET SHOWING VALID DELAYS FOR INPUT BUFFER

The resul t ing structure is shown in Figure 70, This applies only to the
A and B register sOho . For the C register set , i f the Cl and C2 registers are
contained on separate chips , the f o l l ow i ng  lengths must be used :

Let U Leng th of t he  upper registe’- on tC e c h i p
• L = Len Uth of the lower register on the chi p

4 . U + L ~ 2 = ( = B. 15 , 32)

o’- i f the del ay -;witch on the GUA i~ used

5. L + 4 = -
-

- (~ o = 8 , 16 , 32)

U and L must be eq ual because the U and L registers are on t-~e same chip ,
The rehore , the 3bove equations become :

5. L = ( -2)/2 = t/2-l ( ‘ , = 8. 16, 32)

a n d ,

T L = /2-2 (- . = 8 , 16 , 32)
S 

-
~ 

- - -  
L Uy Eaia ti 1 By E~~at ion 7

o - 3 2
h o -  7 6
32 15 14

Y nce ~ , 6 , and 15 are not va l id  GUA delays , then Equation 7 must be used ~ Li ’

=8 and ‘ =32 and Equat ion 6 for ho16. This means that the delay swi h on the
fll~ must be used.

118

I

- ~- ~~~~~~~~~~~~~~ ~ ~~~~~~ - ~~~~~~~~~~ ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~ 
..
.~ -- •_--- -~~-- -,--- -~~- ---



~~~~~~~ ‘~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - -.—--

If the registers are cascaded as in the A and B case , then the delay
equation is:

8. X + Y + 4 = t ~ (~~= 8 ,l6 ,32)
X + Y =

~~~ 
- 4= [4,12 ,28]

[X ,V] = (2,2), (4,8), (14,14)

The cascade d metho d e l imina tes  the need for decod i ng the i nput sta ge
mode code to produce the DS bit. However , s i nce the modules are cascaded ,
there is additional inter-module wi ring that would not be encountered in the
previous case. The decoding of the DS bit can be eliminated by choosing the
p roper code . Since there are onl y 3 i npu t cases , a valid 2 bit code is:

CODE
Case Delay CB CA

1 8 0 0
2 16 0 1
3 32 1 0

Since a lo g ical  0 at the DS i npu t causes the 4 b i t delay in  the GUA an d
a log ical 1 causes a 2 bit delay , then choosin g the least significant bit of
the mode code for the DS bit of the C register set eliminates the need for
further decoding.

7.2 .1 Data Overla pping

Since the GUA is a shift register and thus continuously loading, the
overlap function must be done by selectively looking at the output of the
registers and changing clocks. Figure 71 illustrates how data is processed
through the input buffer. Consider register set A in Figure 72 in the
followin g discussion.

The case in Figure 71 is for input case 3 where the aperture length is 64
and ~=32. Thus the length of Al , A2 and DELAV is 32. Data comes into the
buffer at data rate 8.75 MHz. If some data word is designated as the start
of a win dow and to is designated as the time at which that word is present
at the input of the buffer , then at t64 (64 clock pulses later) Al wi ll
contain the fi rst 32 points of the aperture and A2 the second 32 points. At

• this time , the A set is considered loaded and ready to shift its contents out
at the processing rate of 10 MHz . Since 32 clock pulses at the process rate
exactly equals 28 clock pulses at the sample rate , then the output process
takes 28 sample pulses . However , if the B register set were to start its
loa ding at the time the A register set started processing, i t  would not be
filled with the proper data when A is finished. Now A is finished at t64 + 28 =

tg2. It takes 32 pulses to fill B so B must start its fill at t92 - 32 = t60.
The registers do not start filling or stop filling at a particular time , but
are continuously fill ing even when they are dumping. If a word were designated
as word 1 and for the shift register lengths stated for case 3, then word 1
woul d be the fi rst word out of register Al after t64. Likewise , since A2 has
sh i fted the first 32 words out by t64 the word 33 will be the fi rst out of A2
after t64. Likewise for the B register set , word 29 is the fi rst out of Bl
an d word 61 is the first out of 82. The same goes for register set C. By
the t ime Cl and C2 are rea dy to dump, they conta in the word sets [57-88] and
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FIGURE 72. REGISTER SET A

[89-120] respectively. This creates a 36 word overlap between apertures in
A , B , and C.

In a free runn i ng system , the definition of to is unimportant and the
input side of the buffer needs no control. The only constraints are on the
processing or Output of the buffer. These constraints are as follows :

1 . The buffer clock must switch at a time when the process
an d sam p le clocks are in phase .

2. The length of the buffer must be one hal f the aperture
length .

There are two cases when the system is not free running.

1 . When data is being input to the system from the computer
in which case the input waveform must be aligned with
respect to the starting point of an aperture.

r
2. When the system is in the waveform generation mode , in

wh ich case an impulse is to be inserted in the starting
point of the fi rst aperture to be processed and zero
for a l l  other aper tures.

In the first case , the f i r s t  wor d of the inpu t waveform mus t be th e fir st
word of the fi rst aperture into the FF1. Referring to Figure 71 , this means
that the fi rst word of the input waveform must occur at t0 or t28 or t56, etc.

Now a counter must be used on the process side to count the points in art
aperture . Constraint number 1 means that the counter must sync or go to 0
when the clocks are “in phase ” . Also , when the counter goes to 0, th i s
indicates to the contro l system to select another of the 3 buffer registers .
So when the counter syncs , the fi rst word of an aperture is dumped from the
buffer. The problem in case 1 is to get the start of the waveform into the
first location of one of the 3 registers when the counter syncs. The
difficulty lies in the fac,t that the data enters the buffer at the sample
rate (8.75 MHz) and the counter operates at the process rate (10 MHz) and the
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point in time at which the data must enter the buffer is a non-integral unit of
process time . Consider the first part of the A register cycle in Figure 73.

0 32 64 96 SAMPLE TIME

I I I I

J. ....._ t~~
___

~~64 33 J 32 1 LOAD Al

DUMP Al
I 

~54 33 LOAD A2

:1 __________

I I I I
-96 -64 -32 0 32 PROCESS TIME

FIGURE 73. REGISTER A CYCLE

For the 64 poi nt a perture waveform , the start of the waveform into the
i nput buffer  mus t be at t0 for the proper orientat ion within the aperture .
The only points which can be defined as truly common to the two clock systems
are at the sync points of the counter. So the only common point before the
start of the waveform is at t_g6 on the process time scale. The variable tX
is the number of pulses after t_95 at which the data must be input into the
input buffer. More importantly, tX is in the sam ple time domain.

tX represents 5/8 of the length of one half an aperture . Thus , for
aperture lengths :

64 1/2 (5/8) (64) = 20
32 tX 1/2 (5/8) (32) = 10
16 tX = 1/2 (5/8) (16) 5

The second non-free-running case is wavefornl generation in the transmit
mode . This is not strictly non-free--running since there is no input other
than zero for all time. However , for one pulse at the start of the waveform
generation cycle (the first point of the fi rst aperture), an impulse  must be
inserted in the zero data stream. This can be done by complementing the output
of the shift register using the complement control (Figure 74). Note that this
is to be a real i mpulse , not comp lex . Thus , only the FPM output is to be
complemented. Since only the first point of the first aperture is to be
comp l emente d , the complement signal must be coordinated with the GO signal
from the computer interface.
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FIRST POINT

PREVIOUS APERTURE NEW APERTURE

f~~~
]_____________ 

COMPLEMENT CONTROL

FIGURE 74 . COMPLEMENTIN G THE FIRST POINT IN AN APERTURE

If the GO pulse from the compu ter is less than 100 nanosecon ds , then a
simple R-S flip flop can be used to enable the complementer. Figure 75 shows
such a c i rcui t.

- PROCESS
MODE ~ 

;:t 
TRANSMIT CLOCK

ALL ONES FROM
APERTURE COUNTER

130 I 3 1  o L i  I _ L~~L~I E  o h  I

ALL 1’ S

PROCESS CLOCK JLJ LE’Lf5-Li’’L J LfL[LFLf L
GO U ~~~L~JENB 

~~~~~~~~~~~~~~~~~~~~~~~ 
.—_‘.j~~~-~ - ---—NOT LESS TH~ ’~ 5 ‘,5.

• START L_ _[ Li
COM 

_ _  

_ 
_ _  _ _

GO OCCURS BEFO RE ALL PS GO OCCURS DURINO ALL l’ s

FIGURE 75. IMPULSE GENERATION FOR T RANSMIT MODE
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As can be seen from the timing diagram , the GO pulse cannot occur within
5 ns of the rising edge of the inphase clock pulse. However , s i nce the GO
pu l se  i s to be rec loc ked i n the test bed w i th the sam p le clock , this condition
,- ij i l  never O C C Ur . r-J 0 f e  that the MODE signal will block the ALL l ’ s  in the
receive m ode so COM will remain LOW in that mode .

• The balance of the l B con trol sys tem cons i sts of the clock sw i tch an d
the register multiplexing. These functions could be programmed into a PROM.
However , the addressing is based on a 3 x 32, 3 x 16 , or 3 x 8 cycle because
there are 3 18 register sets A , B , C. Th is means tha t the address generating
counter must be reset at 96, 48, or 24. The PROM contains the bits required
for  switching the clocks. Figure 76 shows the PROM organization for the clock
switch and t u e control circuit.

RESET C’ • AO

1 • Al PROM

‘COUNTER 2 • 
RETIME 

• A2 4

3 ..— -— • A3 ~

‘ A4 2 
2 

-

* RESET BIT

ADDRESS 

{ 24 112— 128

FIGURE 76. PROM ADDRESS GENERATOR AND PROM ORGANIZATION
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Figure 77 shows the phase 1 and phase 2 clock switch for the A register
of the input buffer. When ECpA , which is the first bit of the PROM , is in the
HiGH state , then the output clock is the process c1oc~ and when ECpA is LOW ,
the output is the sample clock. It is this swi tching between process and
sample clock coupled with the muxing control which causes the data overlap.

FIGURE 77. CLOCK SWITCHING FOR A REGISTER SET . TYPICAL OF B AND C.

7.2.2 Multiplexing the Input Buffer

Referring back to Figure 68, it can be seen that there are two sets of
switches in the input buffer. The first set is the output switch of the A ,B
reg ister set. The second is the select swi tch of the control module. Note
that the clock switching takes place for the registers up to the output swi tch
of the GUA . The 2 delays after the switch are continuously clocked at the
process rate and t0 for the system timing is at this point. However , the lB
consists of the GUA ’ s and the control module so data comes out of the lB at
t2 .

Now at the end of an input cycle say for the A register , the next clock
to come along will be the first output clock.

Care must be taken in defining the inphase point of the clock. Due to the
dual phase requ i rements of the GUA , there are 2 points which can be defined as
the inphase point. Data is loaded into stage 1 of a GUA register cell when ~l
goes LOW and data appears at the output when 02 goes LOW.

Consider the clock pulse string in Figure 78. Data appears at B when 01
goes LOW and is held until 01 goes LOW again. However , while 01 is LOW A B
so data must not change until after 01 goes HIGH. Data then appears at C when
02 goes LOW. Now the LOW to HIGH transition of the 01 clock appears to be the
logical choice for the reference edge . If th i s is so , then the propagation
delay of the GUA cell can be considered to be:

t~, = t0 = the overlaps

The advantages of this choice are:
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FIGURE 78. CLOCK REFERENCE EDGE

1. Retimer registers output on the rising edge of the clock.

2. The rising edge of the clock is the natural reference for
TTL devices.

3. The phase locked loop oscillator locks on a rising edge.

So now the timi ng diagram for the input buffer can be defined with respect
to this point (Figure 79).

Now at t5p, wh ich is the last 02 of the A register load cycle , the f ir st
po int of an aperture i s at the output of the last regi ste r cell of A. On the
next clock pulse , data w i ll start out of regi ster A at the p rocess rate.
Since the last 2 retimers are GUA cel ls , then data 1 must be through the
switch and set up in the master side of the cell before CpOl goes high at t0.
This means that the output switch of the A-B GUA must switch to the A position
after tSF and before t0. Since the contro l is TTL , the most logical place is
t — 1/2. However , it is desirable to have the switch change at the same time
as the clocks change. Since we do not wish to add any spikes , the clock must be
switched when both C 5Ø1 and C pOl are low. Due to the fact that the ~ow time
of C501 is longer than CpOl , we can just say that the switch must switch when
CpOl goes low before t0. Thus , no effect wi l l  be made on the c locks  since the
last  cell of A wi l l  be loading with data point 2 and w i l l  continue to load ,
and the ~1 register wi l l  be in the master load condit ion long enough to al low
data 1 to propagate through the switch and set up in the t~l interstage capacitive
memory .
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In order to qet A(t), let us generalize the function p(t,t).



CBP [1_ _ J 1 _J 1 _J~ 1_ ..r1_ _ f 1.__F L
C~0l

Cp02 LF LJ U U LF U U~C501 ‘ L_!tSF ~~ ~~ L
C5~2 L.~

[ LJ
D0A — I 1 1 2 1 3  1 4 1  5 1

— 1 1 1 1 1 1
-

- 

0o~
2 1 x 1 x 1 l 1 2 1 3 1

0o~
3 

— I Cr2 (C F-i I C F 1 1 2 I

CBP = BASE PROCESSING CLOCK (TTL)

CpOl PROCESS CLOCK 01

Cr02 = PROCESS CLOCK 02

C501 = SAMPLE CLOCK 0 1

C502 SAMPLE CLOCK 02
-~~

‘
~A OUTPUT OF REGISTER SET A

D0td, D0~2, D0a3 = DATA OUTPUT OF REGISTERS ~~ ~2 , t~3

FIGURE 79. INPUT BUFFER TiMING

Now referring back to Figure 76, it can be seen that if the information
in the PROM is rotated back one address location , i.e. , D(192) becomes D (lgl),
D(223) becomes D(222), D(0) becomes D(223), etc. , and if the retimer number 2
is clocked with the inverse of CpOl , then the switch will switch at the proper
time and the clock will switch at the proper time .

Refer again to the timing diagram in Figure 79. At t1 data 1 appears at
the output of the GUA or register u~2 and the output of register ~3 is CF (the

-• last point in  the previous aperture). Between this clock pulse and the next ,
the switch on the control module must switch. Since ~3 is a retimer register andrequires a monophase clock (01 ) and since the master loads when the clock is low ,
then the data cannot change 15 ns before the end of the 01 low period. Since
the ~3 register output is CF at t, which coincides with the leading edge of
CBp(t), then CBp(t) is used to clock the switch control pulse out.

7.2.3 Summary of the Input Buffer and Control System

A detail of the input buffer and its control inputs is shown in Figure 80.
The input buffer consists of 6 sets of GUA circui ts wi th the organization shown
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FIGURE 80. INPUT BUFFER WITH CONTROL SIGNALS

in the figure. Each set consists of 2 modules of 8 bits each; one for the real
and one for the imaginary input. The control module se t at the input buffer
output consists of 2 modules and the delay set at the input consi sts of 2
modules. In addition to these modules, there are 2 complex multipliers for
ramping, 7 clock dri vers , 3 universal TTL modules containing the contro l
circuits, 2 universal TTL modules for the ramping PROM ’ s an d 2 level translators
for the rampi ng data. The module totals are :

14 - GUA Modules
2 - Control Modu les
2 - Comp lex Mult ipl i ers
2 - Level Translato rs
7 - Uni versal TTL Clock Dri ve rs
5 - Univ ersal TTL Control Fun ct ions

32 - Total M o d u l e s

A block diagram of the control system with all the control signals is shown
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in Figure 81. The signals CA and CB are inputs from the test bed REG8. The
GO signal is also from the test bed and is a response to the START instruction
given by the computer.

~1~Tf r]—_ ___-
~~

COM CA I - ~ OS (REG C)

~~~~~~~~~~~~~~ 

[___4~.____ # L..J i L...l>c ~ ~ . B~ .Bc .Cy
CB 

~~~~~~~~~~ 
:~

C4 — —t-
~
-----—’

COU

~

uTE R

~~~~~~~~~~~~~~~~

4S k

74S ll5

PQ4 R
— 74S 175

FIGURE 81. INPUT BUFFER CONTROL SYSTEM

The control PROM contents are shown in Table 31. These bits are the
• ECpA , ECpB, and ECpC signals for swi tching the clocks. The multi plex controls

KAB and K are derived from these signals and have the relationship:

KAB = ECp~ -

K ~~ECp C
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TABLE 31

LB CONTROL PROM CONTENT

PROM

CONTENT
ADDRESS 1 2 3 4

• 
- 

21 1 0 0 1
22-23 1 0 0 0
0-4 1 0 0 0
5-12 0 1 0 0

-
- 13-20 0 0 1 0

109 1 0 0 1
11 0-111 1 0 0 0
64-76 1 0 0 0
77-92 0 1 0 0
93-108 0 0 1 0
221 1 0 0 1
222-223 1 0 0 0
1 28-1 56 1 0 0 0
157-188 0 1 0 0
1 89-220 0 0 1 0

I’
• The in put buffer timing diagram is shown in Figure 82. The data and

control r gnals shown there are as follows :

CBP - Base Processing Clock

C~0l - Process Clock Pha se 1
C~~2 

- Process Clock Pha se 2
• C501 - Sample Clock Phase 1

C502 - Sample Clock Phase 2
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PSI - Control Counter Reset

CNI - Control Counter Output

D0A 
- Output of GUA Register Set A

D0B - Output of GUA Regi ster Set B
KAB - A/B Register Set Multiplex Control

D0A1 
- Output of Al Delay Element on A ’ B  1 GUA Chip Set
- O u t p u t  of ~2 Delay Element on A /B 2 GUA Chip Set
- Output of GUA Reg ister Set C

U0 IC - Output of ~ Delay Element on Cl GUA Chip Set

D0A2C — Output of A2 Del ay Element on C2 GUA Chip Set

r - Control Module Mult iplex Cont rol
EC ,A - A Reg ister Set Clock Switch
EC~ B - B Register Set Clock Switch
EC~C - C Register Set Clock Switch
COM - Comp lement Control for Register Set A/ B 1

7 R EORDER MEMORY CONTROL SYSTEM

7.3.1 Reorder Memory R e q u i r e m e n t s

rhe step transform processor requires a reordering of the samples out of
the first FFT before they are fed to the second FFT. Specifically, the dataF ‘ samples must be transformed from a column-row matrix sequence to a diagonal
across the matrix. There are a number of requirements whic h complicate the
reorder memory design:

1. The inp Ut data from the first FF1 is in an unnatural (bit
reve rse d ) se quence.

* 2. The data fed to the second FFT must also be in a bit reversed
sequence.

3. The system must handle diagonal s with slopes of 1 and 1/2.

4 . The input and output are two parallel data streams corresponding
to the radix-2 FFT processor.

The f i rst three requirements are handled by the addressing scheme implemented
in the contro l system . The last requirement is handled by the architectur e of the
re~ rder r ef’ory .
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7 .3 . 2  Double Mul t ip lex Imp le m ent at ion

In a double mult~p 1ex i r I p le lnenta t ion , a t~ L*] of 8 he -o r  i* ~~~ - - - . -

so the read/wr i te  cycles can operate at one-hal f  t n -  Lasic c 1oc~ sp~~t d - A
block diagra m of the system is shown in Fi gure 83. T h~ t~-~ input c r d r  nr-l s
are fed to alternate registers which hold the data ~or t -ic c 1oc~’ pe r iod - ~. T PIL ~registers each feed two memory units which a l te rn a t e  on ~r i t e and . ;J cy. let ,

• Figure 84 shows the basic timing diagram for the ~~-~~t -~- - - ~he ~ead ‘-r h: ~r :~~~ -
wr i te  mode during operation. Therefore , the r-e~ud a— i -U -es~es a m  e~ce~natural order directl y from the control *~our,teu . [ac h ‘erory mit is
in the read mode at the first ruiernory word. The read addre~ -:e- . ~cr c-c h ~~~~~
then occur with a period of 400 rsec . The total span of the f r st  rn I
for the four memories is 500 nsec making it necessary to ~rov ide an int ~~~ r 1 ’ I I

store of the read addresses for the B memories.

~ INP~L.~~~~~~~~~~~
L A :A X

~~~~~~~~~~~~~~~~~~~~~ O 

~Lfi ~

X OUT

a INPUT DELAY A A x ----_ _- 7__’; 
i ,4::~~~~ -

SEL

FIGURE 83. REO RDER -
~ 
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BOTH MEMORIES IN HIGH Z STATE

FIGURE 84. REORDER MEMORY TIMING DIAGRAM FOR CASE 1 -‘

(N=16 , b=1) ~ CHANNEL A
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The two memory groups numbered wi th the prefix 1 and 2 handle the z and t
FF1 outputs respectively. For the double mu l tip lex operation , the memory
capacity is given by:

1/b (N(N/2)) = N2/2b for the E cha nnel

and

1/2 (N2/2b) = N2/4b for the a channel

where N is the number of samples in an input aperture and b is the slope of
the diagonal.

Since there are 4 memories in each of the ~ and a channels, then the
storage capacity of each memory need only be one quarter of the total. Table
32 sumarizes the storage requirements for each of the cases encountered in
the PWP.

TABLE 32
REORDER MEMORY STORAGE

SAMPLES STORAGE/
IN INPUT SAMPLES MEMORY
APERTURE IN OUTPUT SLOPE TOTAL

CASE N APERTURE b STORAGE a

1 16 16 1 128 32 16
2 16 32 1/2 256 64 32

• 3 32 32 1 512 128 64
4 32 64 1/2 1024 256 128
5 64 64 1 2048 512 256

Ii
I 
I

There are several signals which must be generated by the control system.
The LOAD X an d L0~D Y , CS and R/W si gnals are generated by decoding a counter
and combining with the clock. The addresses , however , are computed. The
read address is a straight sequential address and the write address is
computed from a stored base address.

7.3.3 Address Generation

There are 2 addresses being generated for the memories.

1. Read Address
2, Write Address

The read address is in sequential order and spans 5 clock cycles. See the
timing diagram (Figure 84). The read address is common to all memories. The
write address is unique to each memory , must be generated at the system clock
rate and must be held at each memory input for 2 clock cycles . The write
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-
~ ~es -ire ie nei ated using a base address table contained in a PROM and adding

s j ~c es s ive  mult iples of a constant K for successive apertures.

Case N b _4.K 4~1 16 1 2 8
2 16 1/ 2 2 8
3 32 1 4 16
-
~ 

32 1 / 2 4 16

-: : 5 64 1 8 32

-. = Numbe r of points in the base add ress sequence

Let 1(t) be defined as the greatest integer function of t.

e.g. , 5 = 1(5 .2 5 )

Also le t ,

1. m(t ,~ ) = ~ I(t/z) t = 0 ,l,2 ,...,N2/2

V , 
-

2. p (t,t) = t - z I(t/~) t = 0 ,l,2 ,...,N2/2

Then the calculated address is given by:

3. A 1 (t ,c ) = B [p (t,~ )] + m(t ,~~)

where B[n] is the base address whose address is n. The base address  sequence
is g iven in Section 9.3 , Reorder Memo ry Softwa re .

e . g . ,  N=l6 t=8 t=33 b=l

ni(33) ~ I [(33) 18] = 2(4) = 8

p(33 ) = 33 - 8 1(33/8) = 33 - 8(4) =

* A 1 (33 ,8) = B[l ] + 8
- .  = 2 5 + 8 = 3 3

N ow the address cannot exceed the maximum l ength of the memory for that case so,

~~. A~ (t) A ( t ,c) mod (N 2/8b)

5. A~ ( t ) A~(t,~ ) mod 1/2 (N 2/8b)

so fo r the above example , b = 1

A (t) a 33 mod (16 2/8)
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A ( t )  33 mod (32) 
-

A~(t) = 1

Th is answer corresponds to the address given in the case number 1 address
table in Section 9.3.

The control system must generate the two components of A (t) given ~

m(t)  = ~~ I ( t /~)

and

6. B[p(t)] B(t - I(t/c)]

for 9. = 8,16 ,32
t = 0,1 ,2,... ,N2/2

t is generated in a counter which is referenced to the first point in the first
aperture . The maximum count wi ll be (64)2/2 = 2048.

Thus , the counter must be 11 bits. I (t/C) can be obtained by sca l ing  ~l0
counter out put by M b i ts to the left . -

C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

10 L~ 12 13 14 15 16 17

I

Now 9. can be represented by,

9 . 2 M

M = log 2 9. = [3,4,5]

referenced to the minimum value of M and dropping the 3 least s ignif icant  hi ts ,

M = ( lo g2 9.) - 3 = [0,1 ,2]

an d instea d of sca l ing  C0-C10, we scale I O
_ 1 7.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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8

M (LOG 2L)-3

FIGURE 85. SCALER IMPLEMENTATION FOR OBTAIN ING I( t/z) FROM COUNTER OUTPUT

Now m(t) = 914 I(t/9.) so the scaler output must be mu ltiplie d by 9./4. This

can be accomplished by scaling I(t/9.) to the right .

2. M—22

then M = M -2 = [1,2,3]. Again referencing this to M we get M = M =

[0,1 ,2] and 1k becomes I
~+l 

where k = 0,1 ,2,... ,6. 
MIN

I~~~ 0

S CAL AR

I 

- 

Io
_ 16

__

fuT

_ __
—
~~~1 1; 

- - 
-

FIGURE 86. GENE RATING I FROM I

Th i s scalar approach is very costly in terms of hardware since sca ling in

TTL requires quite a few chips .
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Another approach would be to p artially perform rn (t) in the memo ry so that
all tha t need be added to the base address is a multiple of £MAX/4 = 8. This
is possible because for every four cycles of the base add ress i n cas es 1 an d 2 ,
the augend is a multip le of B and for cases 3 and 4 it is every other cycle.

The number NC of augmented base address cycles that need be stored then
are:

7. NC = 
~~~~~~~~~~ - 

-

= M/~X
’’ = 32/i

Thus the new A (t) becomes

8. A ( t)  = B {pMAX (t)] + -~~~~ ~(t)

9. mMAX (t) = M,’~X
/4  I (t/ ~~

= 8 1 (t/32)

10. P
~1px ( t )  = — - r~n”x I (tI

~.MA x
)

= t - 32 I (t/i~ )

and

11. B[P MAX (t)] = B[p(t)] + m(p MAX ( t ) )

= B[p(t)] + z/4 I [(t-32I(t/32))/~ ]

It can be shown that m(pMAX (t)) is 0 for case 5, [0,4] for case 3 and 4,
and [0,2,4,6] for case 1.

12 . ••A ( t)  a A ’ ( t)

The address generator now looks like the circuit in Figure 87.

-* 

~~~~ 
~ MA X~ 

t)] 

A 
- 
(t ~-

FIGURE 87. BASIC WRITE ADDRESS GENERATOR
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In order to get A ( t) ,  let us general ize  the f u n c t i on p (t ,~ ).

13. q(n ,m) = n-rn I (n/rn)

now let n = Ar (t)

N214.

and we get , I

• 2 8bA(t)
15. A~(t) = q(n ,m) = A~(t) — ~~~~~ ~ ~ N~
The nice thing about this is that A~(t) can be 

obtained by blankin g all
those bi ts of A~(t) greater than ,

N216. ME= log 2 ~~

The complete write address generator for the z channel is shown in Figure
88. The gating required for bl anking those bits greater than M~- is shown in
Figure 89.

Looking at the tables of E and a base addresses , the followi ng relation-
ship is evident for each case:

Case N b A~ Minus Aa

1 16 1 16
2 16 1/2 32
3 32 1 64
4 32 1/2 128
5 64 1 256

Since the maximum a memory length is the same as Az-Aa , then Aa can be
formed from AE by dropping the most significant bit of the A: address.

The a wri te address gating is shown in Figure 89. The complete control
system block diagram with all read/write chip select and address controls is

H shown in Figure 90.
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FIGURE 88. BLOCK DIAGRAM OF z WRITE ADDRESS GENERATOR

A0-A 3 
____________________________ —

A4

-

. ~~~~~~~~~~~~~~~~~~
-

~~~~~~~~~~~ 

- - - D~~~~
Az 6

A7 — 

~
—::::::[II::)-—•-•--•--- 

SWITC — —
A8 — — —

~~
y . . .  

— 

— ...J~~~
__._... Az 8

r —J~~~~—-——-~~Aa0-Aa3

E — — — __________________ — —

E — — _________________ — _ 1III ~ ~~J~
- Aa 5

h E — ____________________ ~~~~~~~~~~~~~~~~~ 
Aa5

E8 ~~~~~~~~~~~~~~~~~~~ 
Aa 7

FIGURE 89. GATING TO OBTAIN a RAM ADDRESS FROM 2 RAM ADDRESS
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7.4 VARIABLE LENGTH PIPELINE FFT S

The forward and inverse FFT s are identical except for the switching requir ed
to make them programmable. The factor which makes one a forward FFT and the
othe r an inverse FFT is the difference in control signals to each stage of the
FF1. Figure 91 shows a typical FF1 stage with its corresponding control
inputs. The FS signal into the FFT memory causes the split in the input
apertures which corresponds to a butterfly diagram. The length control into
the FFT memory changes the effective length of the shift registers in the
memory. The only other inputs are the sin/cos references to the comp l ex multiplier
in the arithmetic section of the stage.

—
~
L
~
I
~
I 

COMPLEX MULTIP LY -

—
~
ø- - 

SUBTRACTOR 
_ _

INPUT 
FET MEMORY ~~ OUTPUT

FS LENGTH SIN/ COS
REFERENCE

FIGURE 91. FF1 STAGE

The control system for the FFT ’ s need only suppl y the FS and sin/cos
references to each stage at the proper time. The l ength controls are hard
wi red at the physical stage location. The same basic approach is taken in
both the forward and inverse FF1 control systems. The FS and sin/cos
referen ces are stored in PROM’ s. There is a reference set for each sta ge
an d all the FS signals are stored in a single PROM set. The control PROM
co n ta i ning the FS b i ts and also the s i n/cos refe rence sign b i t are addressed
f rom a d irect address bus wh i ch comes from a counter.  In the i nverse FF1,
there is a single sequence of bits stored in the PROM since the FF1 timing
does not change with mode changes. The forward FF1 control PROM , however, has
3 distinct sections containing different sequences because the timing changes
when a mode change is effected. The different area s of the PROM are accessed
by using the mode contr ol bits as part of the address. In the inverse FFT ,
the sin /cos references are also addressed by the direct address bus. However ,
each PROM has a data sequence which is unique to the stage for which it is
associated. In the forward FF1, the reference PROMs cannot be addressed
directl y from a counter because not only does the timing change for a mode
change but so does the actual data sequenc e. For this reason , an indirect
address PROM lies between the direct address and the reference PROM. The
indirect address PROM contains the addresses of the different sequences to be
accessed in the reference PROM. The different indirect address sequences are
accessed by the direct address and mode control bits. All  the forward FF1
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reference PROMs contain identical date. The direct address for the forward FFT
is obtained from the input buffer control counter. There is an address counter
in the i nverse FFT , howe ver , wh ich i s synced from the sync PROM in  the reo rde r
memory contro l system.

7.5 OUTPUT BUFFER

The coeffic ients out of the inverse FF1 are ordered in time with CO to CN/2
on the ~ channel and C (N/2+1 ) to CN-1 on the a channel . N is the total samp les
in the aperture . The coefficients are ordered in frequency as shown in Figure
92a. The fi rst sample out on the 2 channel is DC and increases in frequency to
fMA X . The first samp e out or1 the a channel is 

~~~ 
and decreases to D C. The

region between sample K on the : channel and N-K- l on the a channel in Figure
92b is the guard band. Thus only the fi rst K samples of the 2 channel and the
las t K samples of the a channel are to be taken out of the output buffer. In
addition , they are to be reordered as shown in Fi gure 92c. The output waveform
starts at the most negative frequency a~ sample N-K- i and increases through DC
and up to the highest positive frequency at sample K.

INCREASING COEFFICIENTS N

1 2 3 N-3 N-2 N-l
_I I I I I I

POS iTIVE FREQUENCY -
~~~~ —‘b NEGATIVE FREQUENCY

0 
~MA)( 

-

~

FIGURE 92a . APE RTURE COEFFICIENT TO FRE QUE NCY RELATION

~o 
~ N ~ N 

f’
0

C

’ 

N J  i: 
- 1 _______

2 K -
~~ N K I  N 3 N 2 N 1

_______________  _ J~~~~~
2 CH A NNEL a CHANNEL

FIGURE 92b. DATA STORED IN OUTPUT BUFFER

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

J

N-K- i N-2 N-i 1 2 K

FIGURE 92c. DAT A OUT OF OUTPUT BUFFER
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A block diagram of the output buffer is shown in Figure 93a . In order to
reor der the a per ture as descri bed above , an en ti re aper ture must be store d
before it is read out. This requires a double buffer architecture where one
side is loading while the other side is dumping. The side that is loading is
clocke d with a ga ted p rocess frequency an d the si de tha t i s d um p in g is c loc ked
wi th a gated sample frequency . The registers shown in Figure 93a are GUA
registers . The A and B switches are the output swi tches on the GUA chip. The
C switch is a control module switch function.

Az REGISTER

SWITC

_______ — Aa REGISTER 

A

W Ild ______

BE REGISTER

SWIT H
B

_____ .Ij Ba REGISTER

• FIGURE 93a. OUTPUT BUFFER

PROCESS - LOAD LOAD LOAD LOAD
FREQUENCY A : Aa 8: Ba
SAMPLE - DUMP Ba DUMP BE DUMP Aa DUMP A :
FREQUENCY

AP€RTURE 1 APERTURE 2

FIGURE 93b . OUTPUT BUFFER OPERATIONS

Figure 93b shows how the buffer operates. The AZ register loads by turning on
• the process clock for the first K samples of the aperture and the Aa register

is loaded by turning on the process clock for the last K sampl es of the aperture.
Durin g the period of time that the A register set Is being loaded , the B register
set Is bein g dum ped . First the B~ regis ter is dumped , since i t contains the
nega tive frequencies , by applying the samp le clock to it  for K pulses. Then
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the posi t ive frequency B~ register is dumped by applying the sample clock for
K pulses. By the time the B register set is dumped , the A regi ster Set is
loaded. At this point , the A and B register sets switch functi ons. The output
switches always point to that register which is dumping.

_____________ SW A: CLOC K

SW A~ CLOCK

::::
~~~NTR O L CONTROL I ~ SWITCH CONTROLS

PROM PROM J

_ _  

_ 
_INPUT OUTPUT

[C0UNTER
] J

COUNTER 
] 

RESET

SYNC 1 1  - 

_ _  

1
PROCESS CLOCK ______________________________ ___________

SAMPLE CLOCK ______ - -

FIGURE 94. OUTPUT BUFFER CONTROL SYSTEM

A block diagram of the control system is shown in Figure 94. The two
-, counters count the samples over a two aperture period. One is clocked at

the process rate and the other at the sample rate . The counter being clocked
at the process rate addresses the input contro l PROM which contains control
bits for gating the process clock. The sample rate counter addresses the
output control PROM which contains bits for gating the sample clock , switching
the output switches , and resetti ng the counter. In addition to addressin g
the Output control PROM , the samp le counter also addresses the ramping and
amplitude correction PROM before the square root approximator.
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7.6 CLOCK GENERATOR

The c lock generator produces the dual phase dual f reque~~ y cloc k requir~-d
b~ t h e  PWP system . The generator is divided into three se t ions.

1. Process frequency generator.

2. Input buffer sample frequency generator.

3. Output buffer programmable sync sample frequency generator.

A block diagram of the basic frequency generators is shown in Figure 95.
The process frequency is generated by a simple voltage controlled oscillator
(VCO) with a variable RC contro l network to obtain different process frequencies.
The input buffer sample frequency is synthesized from the process frequency
using the phase locked loop l (PLL1 ) in Figure 95. The sample frequency has
the following relationship to the process frequency :

f5 = 7/8 f~

~~~~~~~~ f~

PROCESS 
~ 

PHASE

~

OScILLATOR1 .
~—j ~~ 1 R 

~~

COMPARATOR

1 

_
HFILTER 1__l

-~~ 
LOOP # 1

VOLTAGE f

• 
_ _ _ _ _ _ _ _ _  

____i 
_ _ _ _ _ _ _ _

N BIT SER IA L
IN P A R A LLEL
OUT SHIFT
REGISTER

N:1 RECLOCK PHASE FILTER
MULTIPLEXER REGISTER COMPARATOR

PROGRAMMING BITS
LOOP #2

f = PROCESS FREQUENC Y VOLTAGE fP CONTROL so Af 51 
= INPUT SAMPLE FREQUENCY ~M OSCILLATOR
~ OUTPUT SAMPLE FREQUENCY

= REFERENCE FREQUENCY

FIGURE 95. SYSTEM CLOC K GENERATOR
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A reL - e c e  f requency , 
~~ 

is obta ined for the loop by dividing the process
cq~en cy by 8. The 7/8 ratio is obtained by dividing the loop 1 output ,

t~~1, b~ 7 and feedi ng this to the loop phase comparator. The phase comparator
w i l l  output a voltage which is proportional to the difference between 

~R and
~~i /7 .  The comparator output is f i l tered and fed to a VCO which produces f~~.The two frequencies fp and f~ are exactly in phase , their leading edges rise
toge ther , when fR makes a low to hi gh transition. This is important because
the input and output buffer clocks can only be switched at this point.
Consequently, the transition of 

~R 
is used to sync the system. This places

trw~ start of an aperture at the input at the in phase point of the clocks.

A problem i s  enc ounte red , howeve r, with the output buffer sample frequency.
Since the PWP is programmable and the pipeline length changes by a non-integral
number of reference puls es , then for each operating mode , a new sync point must
be def ined with respect to the start of an aperture at the input of the Output
buffer . A new sync point can be defined for the output buffer phase locked
loop (PLL2 ) by delaying the reference from one to eight pulses of the process
clock.  This is accompli shed by using an eight bit serial in parallel out shift
register as a delay line for 

~R and by tapping off the right delay by means of
an 8:1 sultiplexer. The multiplexer output is reclocked w it h a register which
has the same propag ation delay as the divide by 8 counter used as the reference
frequency generator . Th is eliminates the skew which would result from the
propagation delay through the multiplexer. The reclocked output of the
mu l t iplexer is then applied to the reference input of loop 2. This loop is
identical to PLL1 and produces a frequency which is 7/8 fp. The onl y d i fference
in the output of PLL2 and PLL1 is that the in-phase point of PLL2 is programmable
wi th respect to that of PLL1 .

The t h r e e  outputs of the oscillator fp, f
~i, and f5~ are then fed to phase

sp l i t ters which produce the two phases for each input frequency . The two phases
have adjustable overlapping up times required by the GUA dynamic shift registers .

7.7 CLOCK DISTRIBUTION

The clocks are distributed through a tree distribution system. Each
output of the oscillator drives one or two TTL drivers which fan out over
twisted pair lines to the clock driver modules distributed throughout the
System.

Each clock driver module contains a receiver which drives several TIL to
CMOS level shifter drivers. There are two inputs on each module for the phase
I and phase 2 of a single frequency . A Texas Instruments SN75365 TTL to CMOS
driver is used . Each Output of the quad driver chip is capable of driving 68 pf
at 1 0 MHz. The capacitive loading of the PWP system is approximately 4000 pf
per phase. There are a total of 20 clock driver modules in the system.
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A H Y S IC A L  D E S C R I P T I O N  HF SY 5 T L - 1

8.1 MECHANICAL DESIGN

8.1.1 Overall Description

A straightforward mechanical desi gn and layout of the PWP was u~eJ t~ r
ease of operation and test of the harr4ware . The general configuration is sr~ - -
in Figure 96. It features a single back p lane construction with a s~~; o~ cooli r~-fans mounted at one end. Channels for air flow are formed by t H -  inc ili ~ i r ~
manner permitting air to pass directly over the components. The top edge ~f
each module fo rms the closure for the air path. This permits individual m odu lc-~

- 
- - to be removed or placed on extender cards while the systeri is in oO~~r~~t o r .

Very little cooling efficiency is lost with the rem oval of one or two modules.

The summary data in Figure 96 covers the total PWP hardware which
essential ly f i l ls the four-nest conf igurat ion.  A total of 1745 integrated
circuits are employed giving a component density of 1560 I C s  per c~~i c  ~c-~ t
including cooling, but excluding power supp lies .

The modules in the PWP are mounted on 0.3 in. centers although the ‘°odu1e ~are designed for a potential of 0.2 in. centers if the narrowe r connector wert~avai lable. The 0.2 in. spacing would give a component density of 2340 IC’ s or~r

cubic foot and reduce the PWP volume from 1.12 to 0.75 cubic feet.

8.1.2 Thermal Control

The estimated maximum dissipation for all of the modules is abcot 4F9 watts.
The highest dissipation module is for the FFT memory at about 3.5 - - ‘a tt~ -

blower unit is provid ed that fits on top of the nest assemb l y. It co’~~~i ns 5
small fans that provide a unifor mly distributed ai r flow throu~A m the nodule
air passage s lots.  The fans are low speed quiet units which p roduce less than
a total of 45 dB of audible noise. At the ant ic ipated pressure drop t r r o uq A

the  nests , the fan assembly wi l l  pull about 50 CFM. With this air flow and
heat dissipation , the temperature rise through the nests -~- ii1l not exceed 10 C.
The efficiency of this method of cooling limits the worst case junction
temperature rise above ambient to about 15°C. Since it is assumed that th is
equipment will be operated in room ambients of 25°C , the ~aximu n’ junction
temperatures will be at about 50°C.

C 8.2 NEST - BACKPLANE AS SEMBLY

- 
The l ayout of the functional modules in the next -backplane asne~~~i is sA c - ~.n ir

Figure 97. The space occupied by the forward and inverse FFTs and contro l is cot-
lined. Figure 98 is a photograph of the FFT’ s i n the nest . A c~ oto -~~ ph o f U t-

completed hardware together wi th the test bed is indicated in A iouro 99. ~~ Pfl P-1 1/20
computer used for all simulation and testing is in the backgrd ~ r5i : - -- 

- -  --

The extended cards with cables attached are test bed input and outp ut
probes. These have data registers incorporated on th~-~m so that test dnta can
be inserted into the processor or p icked off at m ax i m u m  cl oc A sceed. f m ~epanel below the four nests is the 5 vo l t  power suppl y.

It was necessary to design a spe cial module ext r-i tion tool for r i O S d i

of modules pl igged into the nests. This is shown in Fi~ u -  100.
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SECTION IX

SYSTEM SOFTW ARE DEVELOPMENT S

9.1 PWP SYSTEM SIMULATION

The PWP system performance simulations were presented in detai l p r e v i o u s l y
(1 , 2) and will only be summari zed here . The objecti ves of the siti u lat ion efforts
1~ei -e to verify the step transform algorithm and determine its performance level as
a function of various hordware design choices particularl y the number of quantizat i n
bits . Simulations were conducted for all fi ve time—bandwidth products and two
SAR cases .

The spectrum of a linear FM pulse wi th  a rectangular time envelope is not
exact ly rectangu lar in amp litude nor is its phase exactly a l inear group delaj .
This deviation from the ideal is especial ly severe for small t ime bandw idt h-  prodoct ~t herefore , the use of -40 dB weighting en a small t ime bandwi dth product wave f r y - -

fails to achieve a -40 dB sidelobe level (l0 ). This fact accoun ts for tne tw .; ,/€ i~~t t

ings of -40 dB and -35 dB used in the step transform fi l ter. Sidelobes of -40 lB
are readily achieved for the higher time bandwidth products (>295), huwe C.r, -40 ‘iF
sidelobes require special wei ghting function desi gn with the smaller time bano-
width products , the re fore  a -35 dB wei ghting has been selected as a practical sida --
lobe level for those waveforms with WT < 147.87.

The processor performance with noise was de~- - : ; ~ined by using a single poi nt
target as input , adding a known noise , and findin g the output signal to noise ‘S, -

Measurements were made as the range of the target was varied. The measurement ; ~~ 1

output si gnal-to-noise ratio were within 0.1 dB of the theoretical values for -3F d~and -40 dB Tay lor weighting.

Integrated sidelobe level measurements were made by finding the ratio of the
sum of the squares of the values c:~stituting the main lobe to the sum of the squares
of the values comprising the remainde r of the compressed pulse. Table 33 s hows the
results of the integrated sidelobe measurements for all time -bandwidth cases as a
functi on of quantization level . The results for the PWP system are also shown . and
all bit values include si gn. An interesting observation from Table 33 is that tne
integrated sidelo,e levels for the system are less then -25 dB for time b~ :dwidth
products 295.8 , and that there is very little increase in integrated sidelobe
levels dS the number of bits is decreased from 13 to the system configuration ,
No appreciable deterioration due to quantizati on is observed until the word s i ze
is reduced to 7 bits (6 bits plus sign).

Simulations run in studying PWP pef c ormance inc luded both dO .3n~ l v t 1 c a l
mode l for waveform generation and the waveform generator har dwa m- 0 s i lm u lator ,
There was no discernible difference between the analyt ic wavefo r~’ case and the
PWP hardware case for TW products less than 1183 and even in this case the
diffe rences were only observable in the sidelobe levels below -55 dB.

Another function of the PWP , in addi tion to range pulse compression , is
compress ion of azimuth samples for fine azimuth resolut ion . This mode of operat io
uses three t ime bandwidth products and acts as a matched fi lter only since no
waveform generati on is invOlved. The firs t case is WI = 73.9 which is the - -identical configuration for the range pulse compression of the same W T . In add ition
to the WI = 73.9 case , LFJQ other cases were studied for azimuth focus ing ’ . The
f o c us i r- g cases are con fi gured by varying the slope of the wave ~n’ - - reference .
In all cases the azimuth sodelobes are maintained at the wei ghting leve l of -35 H A .
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TABLE 33
INTEG R ATED SIDELOBE LE V ELS

AVEMGE INTEGRATED SIDELOBE LEVEL (dB)

WT PRODUCT 13 BIT 1 1 BITS 
— 

9 B I T S  7 B I T S

73.9 -21.38 —21.35 —21.32 —20.66 —21.22

1137 .9 —22.’45 —22 .133 —22.31 —21.13 —22.37

295.8 —26.131 —26.39 —26 .18 —213.06 —26.11

59 1 . 5  —28.02 —27.99 —27.59 —213.69 — 2 7 .5 1

1183 .0 —26.81 —26.76 —26.36 —23.6 —26.36

9.2 WAVEFORM GENERATION MODE SOFTWARE

A great deal of effort was expended in the devel opment of the waveform
generati on software. Several problems were encountered which were extremely
di fficult to solve . The three major problems encountered were :

1. Originally two separate simulato rs were written. One was for the
pulse compression mode and the other for the waveform generati on.
The two were not similar. In order to have a simulator perform
both pulse compression and waveform generati on as the hardware
would , it was necessary to reconfigure the pulse compression
simulator to perform both functions.

2. The pulse compression simulato r simulated the hardware functions
but not the final hardw are structure . It was necessary to
restructure the original simulator to match the hardware as close
as possible. This was necessary not only for the waveform
generati on but also the pulse compression in order to extract the
reference data to be contained in PROM’s in the hardware.

3. The reference informati on was not analyti cally deri ved for the
pulse compression simulator and there was therefore no analytical
means of obtaining the waveform compression reference data from the
pulse compression references .

The solution to the first problem did not so much involve a physical change
of the pulse compression simulator but understanding how to stimulate the system
input to produce the proper input to the inverse FF1 for waveform generation .
It was previously known what that input to the inverse FF1 should be because of
the ori ginal waveform generation simulator. However , a stimulation at the
system input is transformed by the forward FF1 amd reordered in the reorde r
memory. It was found that an impulse at the input would produce inversely
or dere d coeff i c ients at the reorder memory output and that these coeffi cients
carried the wrong phase terms. To correct this situation is the subject of
the third problem and proved to be extremely di fficult.
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The second problem applied to both pulse compression and waveform
generation . The major difficulty here was in the fact that the phase correction
in the simulator took place prior to the reorder memory and prior to the PAK
subrout ine. The PAK subroutine corrects the difference between the forward FFT
simulator output coeff ic ient order and the coefficient order required by the
al gori thm. The hardware was des igned to have the phase  correctio n occ ur after
the reorder memory . This difference involved translat ing the phase refere nces
through the PAK subroutine and the reorder memo ry and then rewri ting the phase
generation program to generate the new phases in the required sequence . The
al gorithm was then changed to perform the multip lication after the reorder
memory and the new algorithm was verified in the pulse compression mode by cross
checking the response wi th the equivalent response of the old algori thm.

The third problem was by far the most di fficult and time consuming. By
stimulating the PWP input with an impulse , it was possible to obtain impulses
in each aperture of the reorder memory output. However , each impulse had a
phase term associated wi th it from the forward FF1 and was in decreasing rathe r
than increasing frequency order. Since there was no analytical basis for
c a l c u l a t i n g  the proper phases and wei ghting, the output of the new wave form
generator had to be compared to the output of the ori ginal simulator and the
phase diffe rences divided out. The output was then ramped down instead of up
and the complex conjugate taken to obtain an increasing linear FM waveform.

A An analysis program was written which would take the waveform generator output
and divide the phase diffe rence out of eac h aperture and detect a common phase
difference between all apertures due to the ramping waveform. The di fference
due to the phase correction prior to the inverse FFT was then applied to the
phase reference terms . The ramping difference was left alone unt il zero phase
diffe rence due to the phase correction term was detected. This required a
repetitive procedure in which a correction was made , the program rerun , and a
new correction made. Each pass through the program improved the response unti l
finall y there was no difference between the ori ginal simulati on and the new
simulation except for the fixed phase difference due to the ramping. At this
point, the program corrected the output ramping -waveform by dividing out the fixed
phase diffe rence which was due to misali gnment of the ends of the ramp wi th
the phase of the aperture. The result was a match to four decimal places with
the ori ginal simulation . The program run spanned three passes in 30 minutes
for a 16x l6 configuration to 16 pa sses in 8 hours for a 64x64 configuration .

9.3 REORDER MEMORY

A functional model of the reorder memory was simulated in order to verify
the hard w are con f i gura t ion and to obta in the base address sequenc e requi red  f or
the addressing al gori thm.

The model used coefficient numbers instead of actual data in order to track
i ndividual words through the memory and observe data patterns in the memory . A
bit reversed coefficient sequence was gene rated to si mu l ate the coe f f i c i e n ts
leaving the forward FET on ~ and ~ channels. An unordere d coefficient matri x
was then g enerated for a fu ll waveform an d diagona lized. Since the data is read
out of the memory in order, then the bit reversed order along the diagonal
corresponds to the coefficient number in ordered sequence to be read out of the
memory . By locating the coefficients in bit reversed order along the diagonal
in ordered sequence in the memory and then reading the addresses of the bit
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eversed input sequence in aperture order , the address sequence is obtain e~ for
the entire memory. By studying the address pattern , it became apparent that trie
dddress sequence is simply a base sequence with increasing multiples of a

~~nstant added for each successive ape rtur e . The progr am then used this
— sequence as a basis for address generation and printed the ou tput sequence

~‘ihich was verified as the bit reversed sequence along the diagonal of the~
ordered coefficient matrix. The tables of base addresses for each of the
five PWP system configurations are given below.

16 x l6
PROM Recorded Base Address Sequence

- Channel

- 

-. Count Men~~~ Address

1 AX 1
2 AY 25
3 BX 29
4 BY 21
5 AX 0
6 AY 24
7 BX 28
8 BY 20

Subsequent add resses are generaged by adding increasing multiples
of 2 to the above sequence.
16 x 32
PROM Recorded Base Address Sequence

- Channel

Count Memor~y A dd ress

1 AX 1
2 AY 49
3 BX 57
4 BY 41

- 

- 5 AX 62
6 AY 46
7 BX 54
8 BY 38

Su bsequent add resses are generated by addin g increas i n g mul t ip les
of 2 to the a bove sequence .

~~~~
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• 32 x 32
PROM Recorded Base Address Sequence
E - Channel

count Memory Address

1 AX
2 AY 97
3 BX 113
4 BY 81
5 AZ 122
6 AY 90
7 BX 106
8 BY 74
9 AX 127
10 AY 95
1 1 BX i l l
12 BY 79
13 AX 120
14 AY 88
15 BX 104
16 BY 72

Su bsequen t addresses are generated by a dd ing  increas i n g mul tip l i es
of 4 to the above address sequence.

32 x 64
PROM Recorded Base Address Sequence
E - Channel

Count Memory Address

1 AX 1
L 2 AY 193

3 BX 225
4 BY 161
5 AX 242
6 AY 178
7 BX 21 0
8 BY 146
9 AX 251

10 AY 187
11 BX 219

- - 12 BY 155
13 AX 236
14 AY 172
15 BX 204
1 6 BY 140

Subsequent add resses are generated by ad d in g increas i ng m u l t ip les
of 4 to the above sequence.
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64 x 64
PROM Recor ded Base Ad d ress Sequence

- Channel

Count Memory Add ress

1 AX 1
2 AY 385
3 BX 449
4 BY 321
5 AX 482
6 AY 354
7 BX 418
8 BY 290
9 AX 499

10 AY 37 1
11 BX 435
1 2 BY 307
13 AX 468
14 AY 340
15 BX 404
16 BY 276
17 AX 509
18 AY 381
19 BX 445
20 BY 317
21 AX 478
22 AY 350
23 BX 414
24 BY 286
25 AX 495
26 AY 367
27 BX 431
28 BY 301
29 AX 464
30 AY 336
31 BX 400
32 BY 272

• Subsequent addresses are generated by adding increasing multiples
of 8 to the above address sequence.
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SECTION X

PWP SYSTEM TE ST FAC ILITY

The PWP system test facility is a computer based multifunction system
with a high degree of flexibility for operating and analyz ing the PWP system.
The test facilities design objectives are:

1. Allow the PWP system to be operated in both the pulse
compression and waveform generation modes .

2. Allow the pulse compression mode operation with either
the computer or PWP as the waveform source.

3. Al l ow subfunctions of the PWP system to be operated
independently of the rest of the system.

4. Al low flexible probing of the PWP system on a module to
module bas i s for trou ble shoo ti ng pur poses.

5. Provide a means for displaying a real time output of the
PWP system.

The PWP test facility is shown in Figure 101 . The facility consists of
a PDP-ll/20 computer system and a high speed configurable memory and contro l
system. The computer system consists of the PDP-ll/20 CPU with 28K of core
memory, two RKO5 high density disks and one RKO3 low density disk , a TU-lO
magnetic tape unit , a line printer and video terminal . The computer is used
to generate input wavefo rms , s imulate the PWP system or subsystem under tes t,
perform data transfers to and from the high speed memory and load test
conditions into the high speed memory control system, perform erro r ana lysis on
the PWP ou tpu t wave form , and display the PWP output waveform.

The high speed memory consists of forty four lKxl TTL random access memories
which are capable of read or write cycles in excess of 10 MHz. The memories
can be mul tip lexe d for lKx44 , 2Kx22 , or 4Kx ll con fig ura ti ons . T he bas i c
conf igurat ions are for the 44 bi t data probe , PWP input/output buffers , and
PDP-ll interface respectively. The memory is capable of reading out data and
transmitting it to the PWP and then writing data back in from the PWP at 10 MHz
or simultaneously reading and writing at 5 MHz. It can operate in a burst
mode where the memory contents are dumped and then overwritten by the PWP
output or in a continuous mode where the memory is continuously read but not
overwr itten.

T he memory con trol system cons i sts of computer i nterfac i n g har dware , PWP
interfacing hardware , and memory addressing and multiplexing hardware and data
normal izing circuits. The memory and controls are contained on two 9 inch x
9 inch Cambion wire wrap cards. The system consists of 230 standard and
Schottky clamped TTL circuits with a total power dissipation of 60 watts.

10.1 PDP-ll/20 COMPUTER SYSTEM

A PDP-ll/20 computer with 28K 16 bit words of core memory was used for
this job. The computer utilizes a disk operating system through which the
user can call programs into core from di s k or magneti c tape. The user i nterfaces
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with the computer through a video terminal. Programs and data can be printed
out on either a line printer or the video terminal or through a parallel
interface device. This latter device a l lows the computer to communicate with
a user defined hardwa re system such as the high speed memory of the PWP test
system.

Programs are input into the computer through the file utility program
or the edit program. Programs can be written in either FORTRAN or assembly
language. The FORTRAN or MACRO compilers create machin e language programs
called OBJECT modules which are then linked together as a unit called a LOAD
module. The LOAD module is the actual program called into core by the DOS
monito r when the user requests the computer to run a program .

Computer programs can be structured in two ways. The first is the standard
main program/subroutine structure used in all computers . The main program
calls on different subroutines to perform specific functions required. All
subroutines are linked with the main program and loaded as a unit into core.
The second structu re is called an overl ay structure and is a result of limited
core space. Sometimes a program and its associated data arrays are too large
to fit into core. In such cases , the program may be broken into functional
units called overl ays. An overlay consists of a main program and associated
su brou ti nes . Howeve r, w 1ie- the prog ram is run a program called the core resident
program is loaded into core and it is this program which calls into core the
various overlay programs ass~ ~iated wi th -it. The distinction is that the
overl ays do not exist in core when the user loads the program as the subroutines
do for the subroutine structt~red approach. The overlays reside on disk until
they are called by the resident.

Very large data arrays are generated and manipulated by the PWP simulator
• and test software. These arrays consume core space at an enormous rate so

that an alternative approach must be used for treating these arrays . In
general , data files are created on the disk which are accessed by the program
for data transmission. The data files used throughout the PWP software are
formatted files which require contiguous disk space. For this reason , mos t
data is stored on a separate disk from the system operating disk. The system

Mi operating disk randomly stores programs wherever it finds free space and
contiguous disk space is generally at a premium. Disk space is defined in
terms of blocks. A file block is 64 words and a disk bl ock is 4 file blocks
or 256 words. There are 3650 disk blocks available on a high density disk.

Severa l problems were encountered with the computer system during the
course of the PWP program. The fi rst was that the computer was reconfi gured
and a second high density disk added in the system disk position. This change
requ i red a new DOS mon itor an d system software . How ev er , the version 9 system
which we received had an error which prevented data transfers between overlays.
By the time version 10 software was issued by Digital , a significant amount of
software had been wri tten for the module test bed .

A second problem was when a disk which contained the transmi t mode phase
anal ysis program and system development programs was physically dropped and
dented making the programs unrecoverable. Several man months were lost
re-deriving these programs .

In addition to these problems , several hardware failures occurred which
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took weeks to diagnose.

10.2 PWP SYSTEM TEST HARDWARE

The system test hardware consists of the high speed memory, the memory
- - 

- con trol system , a data normal izer, and computer and PWP logic Interfacing
hardware. Fi gure 102 shows a block diagram of the hardware system. The heart

4 of the system is the l Kx44 random access memory. The memory is designed to
accept inputs from four sources:

I . 1. PDP-ll/20 computer via the DR11-C parallel interface module.

2. The 44 bit test probe from the PWP .
- . 3. The norma l i zed I and Q channel outputs of the PWP.

4. The normalized /i2 + output of the PWP .

In the di agram , M des ignates the / 12 + Q~ PWP ou tput and I and Q the
other outputs . The memory outputs data to one of three devices:

1. The PDP-l1/20 computer via the DR11-C parallel interface.

2. The PWP i nput bu ffer.

- 3. The PWP i nput test probe.

• UX ~-~M iOR11- C

~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 1 ~~~~~~~~~~~~~~~~~~~~

•
0 (9J

TEST PROBE 
I-Ax

1 V5) ~~~ CONTRDL

- FIGURE 102 . PWP TE ST BED HARDWARE FUNC TIONS
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The memory outputs to only one of the above de-~i c~s at a tl u-e . Iii eaU
of the above cases , the memory is configured in either 4Kxll bits , 2Kx22 bits ,
or l Kx44 bits.

A test is performed by first loading the test wdveform into the niemo ry
and test parameters into the control system. The data is then passed at
speed to the PWP system. The PWP system output waveform is then stored into
the memory before being transmitted back to the computer. There are fi ve
functional tests designed into the memory contro l system .

10.2.1 Funct ional Des ig n
- - The PWP test system was designed to perform fi ve separate test functions :

1. Waveform generation where the PWP output is transmitted back
to the computer for analysis.

2. Pulse compression where the waveform is computer generated and
the number of samples in the waveform is less than 1 024.

3. The same as 2 except where the number of samp les are greater
than 1024.

4. Pulse compression where the linear FM waveform is generated by
the PWP , stored in the memory , and returned to the PWP .

5. Subfunction testing with the 44 bit test probes.

Figure 103 shows a functional block diagram of the waveform generation
test. In this mode , the PWP generates its own impulse input upon a signal
from the memory controls. The system is to operate at 10 MHz and the linear
FM o u t p u t  of the PWP is  to be stored i n  the I and Q format in the memory.
The wavef orm is then transferred to the computer for analysis.

~~~~~~~~~~~~z t ~~~~
}

~~~~~~~~~~~~~

0 H

FIGURE 103. WAVEFORM GENERATION CONFIGURATION OF PWP TEST BED

Figure 104 shows a block diagram of the system in the pulse compression
mode where the i nput waveform is computer generated . In this mode , the w a v e f uri ,

which is less than 1024 samples is stored in one half of the lKx44 bit mei-~~ rv
This memory is read out to the PWP at the 10 MHz rate where it is processed
and returned to the other half of the memory. The second memory may then
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FIGURE 104. PWP TEST BED IN PULSE COMPRESSION CONFIGURATION WITH COMPUTER
GENERATED WAVEFORM NUMBER OF SAMPLES < 1024

transfer the PWP output back to the computer. The advantage to this is that
the input waveform is not destroyed by overwritin g. The input waveform can be
recycled through the PWP and d isplayed on an XV video display or oscillos cope.

Figure 105 sh ows the system in the pulse compression mode where the number
of samp les is greater than 1024. In this mode , both sides of the memory are

required to store the input waveform. In this case , writing back to the
memory destroys the original contents and prohibi ts real time display . This

i s not seen as much of a di sa dvantage , though , because the Waveform can be
displayed through the computer ’s D/A converter and XV display. There is no
processing performed on the actual data in the computer.

FIGURE l05 PWP TEST BED IN PULSE COMPRESSION CONFIGURATION WITH COMPUTER
GENERATED WAVEFORM NUMBER OF SAMPLES > 1024

-6

Figure 106 shows the system in the pulse compression mode where the input
waveform is generated by the PWP . The l i near FM is generated by the PWP and
stored in the memory . The memory is then read out to the PWP and the processed
waveform is stored aga in in the memory. This output waveform is then transferred
to the computer for analysis.

Figure 107 shows the system in the subsystem probe configuration. In this
mode , the memory is loaded with 44 bits of data from the computer. The data is
then transferred to the PWP in one of three ways :

166

IL R - - 

~~ 
.- - . -- -. - - - - - -- •—- — - , .

-— -- --~~~~~~~-~~~~~ --~~~- - — --



------ - -- -—~ — - - - - ~~~~~~~~~—-—- - ----- 

• H ~ H::
2Kx22

j
~~~~~~~~~

P P;ii/2o
T

~~~

1

~~~~~

FI GURE 106. PWP TEST BED IN PULSE COMPRESSION CONFIGURATION WITH PWP
GENERATED WAVEFORM
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FI GURE 107. PWP TE ST BED IN PROBE CONFI GURATION

l . The data is continuously read from the memory and cycled through
the su bsystem un der test.

2. The memory is read once and overwritten with the test probe output
at 5 MHz. The delay throu gh the su bsystem is less than the len gth

• of the input waveform.

3. The memory is read once and overwritten with the test probe
output at 10 MHz. The delay through the subsystem is

L greater than the length of the input waveform.

The first method Is used for running the subsystem in a cyclic manner
so that the states of some i nterme di ate po i nt i n the su bsystem can be manual l y
probed and observed by oscilloscope or logic state analyzer. This is done
mostly for intermi ttant problems and finding wiring shorts. The other two
are for computer ana lys i s of the su bsystem ou tput and el imina tes most of the
labor of manual probing.

All fi ve of the above test functions are designed into the test bed and
w i red on the w ire wra p boards . However , onl y the last  funct ion , the su bsystem
piobe configuration , was populated with circuits , s ince the FFT ’ s are the
onl y PWP subsystems imp l emented with SOS modules. The remaining four functions
can be imp l emented by populating the balance of the wire wrap boards with the

- - p roper c i rcu i ts.
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10 .2 .2 Haid w - 11 -e and Interface Design

• The ~W P system test bed hardware (Fi gure 108) can be partitioned in
f i v e  f -~nc t io n al categories:

1. Cont~-ol System
2. Data Directing
3. L~a t a  Normalizer
-1. Hi gh Speed Memory
5. Data Transmission

The control system is responsible for interfacing wi th the PDP-l l /2 0 computer
arid directing the progress of the test once the com puter has given the START
o~nniand. It is a s lave to the computer v ia the DR11-C parallel interface.

The DR 11-c parallel interface is t ied to the PDP-1l / 2 O UNIBUS and responds
to the computer programs in the same way as any other periphera l device
attached to the UNIBUS. It provides to the user hardware 16 data output lines ,
16 data input lines , two user defined contro l lines cal led REQA and REQB , and

wo program contro l led lines cal led CSRO and cSRl . Data and control signals
~~~ t - i~ s n i t ted  to the test bed control system across the 16 DR11-C data output
ii ies and da t a is returned to the computer across the 16 DR 11-C data input
lines . The DR 1J -C Jata output lines are divided into two fie lds ; the data
f ie ld  wh ich con sists of the 12 least s ig nificant bits of the 16 bit output word ,
and the bus control f ield which consists of the 4 most signif icant bits of the
16 bit Output word.

The ccntro l system consists of a number of data registers , two address
registe rs , two address comparators , two address mult iplexers and a control word
decoder . The control system block diagram is shown in Figure 108. The control
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word consists of the 4 bit bus contro l field of the DRll-C data output bus ,
the 12 bit contents of REGS loaded from the data field of the DRII-C c’ata
output bus, and the CSRO , CSR1 program defined bits. Figure 109 shows the control
word organization. The bus control field is used to direct the contents of the
data field into one of the registers tied to the DR11-C data output bus. The
function code contained in REG5 is used to give the control system instructions

~~~~~~~~~~~~~~~~~~~~ l 2 8 4 O

BUS CONTROL t
REG 5 FUNCTION

CODE

CSR 1

CSRO ~~~~~~~~~ -—_____ 
-

FIGURE 109 . PWP TEST BED CONTROL WORD
— 

about what type function it is to perform. CSRO is used as a load pulse for
latchi ng data and CSR1 is used as a clock pulse for incrementing the address

• counter when the test bed is in the load mode.

Data or instructions are loaded into the control system by placing the
k data to be transmitted in the data field of the DR11-C output word and the

destination in the bus control field . The test bed contro l system decodes the
bus control field and activates the destination register , counter or memory.
When CSRO is pulsed , the data field is loaded into the destination.

The fi rst instruction of any operation is to STOP and clear the system.
Then REG5 is loaded with the function code for the operation. The control
system decodes REG5 and primes the system for the operation. If the operation
is a test , then REd , REG2 , REG6, REGB and the address counters ~re loaded with
test parameters. If the operation is a data load or data read operation , the
address counters are preset to the starting address and data is then directed
to the memories by decoding REGS and the bus control field. After the memory
has been completely loaded and test parameters set, the START coninand is given
and the control system assumes control of the test bed. Control is returned
to the computer only when the test is complete and the computer is flagged
by REQA . Table 34 shows the instruction set for a typical operation. The
memory is loaded with data , the test parameters are set and the START instruction
is given. The program shown is for a 44 bit subsystem test operation.

A block diagram for the h igh  speed memory and multiplexer is shown in
Figure 110. The memory is divided into 11 bit quadrants. The quadrants are
paired into the base ha l f a nd displ aced half. This is to provide a unique
address for each 11 bIt word cell in the memory . Since the memories are only
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TABLE 34
PWP TEST BED TYPICAL CONTR OL PROGRAM

PROG [BUS CONTRO l DATA
STEP j F I E L D  F I E L D  DESTINATION SRO CSR 1 F UNCTION

L~JP~~~
_ _  0000 CONTROL X STOP S15T~~

2 05 0063 REG5 X SET CONTROLS FOR 10/AD OPERAT ION

3 17 0000 ADDR CNTR A X PRESET COUNTER FOR START ADDRES S

4 00 
— 

DATA 1A MEMORY X X LOAD DATA - A MEMORY ADDR 0

5 00 DATA 2A MEMORY X X LOAD DATA - A MEMORY ADDR 1

00 
— 

DATA NA M EMORY X X L OAD DATA A M EMORY AD DR N
N+4 17 2000 ADDR CNTR A X CHANGE ADDR TO DISPLACED iE t l OR?

N~ 5 ~9O DATA lB kMORY X X LOAD DATA - B MEMORY ADD R 0

N+6 - 00 DATA 28 MEMORY X LOAD DATA - B MEMORY ADOR 1

_ _ _  _ _

- 2N+4 00 DATA ~ MEMORY X LOAD DATA - B MEMORY ADDR N
01 P A P / - C i r R  CMPR A X LOAD COMPARAT OR REG A ________

2N+6 02 PAkA M ETE R CMPR B jx ~~~ _çQ~P~~~TOR_ P E G B
2N+7 05 PARARETER REG5 J X J ~~~~ SET CONTROLS FOR TEST

_ _ _ _ _

2N+8 08 PARAMETER REG8 X SET PWP CONTROL SYSTEM
2N-f 9 17 0000 ADDR C N T R A X  -- PRESET ADDRESS COu NTER A 

______

2N +1O 16 0000 ADOR CNTR E~ X PRESET ADDRESS COUNTER B 
_______

2N + 11 03 
— 

0000 CONTROL jX START TEST

h

I ~ 1K long, the address extension to 4K is in the control sys tem wh i ch  enables
the read/write and multiplexer controls.

The multiplexers direct data into and out of the memories. The input
multiplexers are controlled by the contents of REdS. They are generally static
multiplexers which are fixed at the start of the test and not changed throughout
the test. The output multiplexers are dynami c in that they are controlled by

- address. Thus , the memories all recei ve the same address and the
multiplexers provide the extension. The data inputs or outputs are either
11 , 22, or 44 bits depending on the multiplexer setting.

The return data from the PWP in some cases must be normalized . This is
accomplished In the normalizer circuit shown in Figure 111. The reference
exponent is stored as a test parameter in REG6 at the start of the test. The
data stream exponent is inverted and added to the reference to produce a
difference. The reference Is constrained to be at least as great as the
maximum exponent encountered in the data stream to prevent a negative output
from the adder . The difference word then shifts the magnitude towards the
least significant digit in the scaler. A shift enable control is provided
to disable the normalizer and allow the output to be unnormalized .
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SHIFT ENABLE 
______ _______________________

DRl

~~

c I EXPONENT ADDER DIFFERENCE

OUTPUT EXPONENT

DATA ~~~~ ~~~~~~~~~~~ ______— -— —~~ SCALER _ .
~~~

NORMALIZED
DATA OUT

FIGURE 111. NORMALIZER CIRCUIT FOR PWP TEST BED

10.3 PWP SYSTEM TEST SOFTWARE

10.3.1 Objective

The objectives of the PWP system test program are to provide:

1. A troubl e shootin g aid during system integration , and
2. A means of exercisin g all or portions of the PWP system.

10.3.2 Program Organization

The program is user interactive overlay structured system with a high
degree of fl exibility . The user directs the core resi dent program to call
up one of four overl ays which represent major functions in the program. Once

- - an overl ay is in core , the user can direct it to perform numerous specialized
functions most of which are contained in subroutines .

10.3.3 Disk Files and Data Transmittal

Data is transmitted between overlays via disk files. A separate disk
from the system disk is used for data storage. A listing of the variou s fi l es
stored on this disk is shown in Table 35. Source fi l es such as file 1 and
file 8 are read only files . They are serviced by separate programs so that
there is no chance of unintentionally modifying them. Other files such as
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TABLE 35
PWP SYSTEM TEST DISK FILES LOCATED ON DISK #1

FILE ECORDS! WORDS !
NUMBER ILE RECORD 

______ 

FUN CTION

15 80 SIMULATOR STEERING ARRAY
- 
2 97 198 INPUT WAVEFORM LIBRARY

3 1 32 PROGRA M OPERATING PARAMETERS

4 6 32 SIMULATOR WORK SPACE

- 

- 

7 6 32 TE ST BED WORK SPACE

8 30 64 SIMULATOR REFEREN CE ARRAYS

the two work spaces and the parameter array are modified many times during
system operation. Fi le  2, the input waveform libra ry is modifi ed only
occasionally when the user wishes to store a new waveform or edit an existing
wave form. The total amount of con tig uous di sk space needed to store all  fi les
is 356 blocks.

Data trans fers between su brou ti nes wit h i n an overla y is accom p l i she d
throu gh the use of common b locks an d su brou tine i nput out put field s.

10.3.4 Overl ay Func tions

Figure 112 is a flow diagram of the major overlay functions for the PWP
-

- ~ test program along wi th the disk files accessed by each overlay. The core
resident program is called PWPTST and calls into core one of the overl ays

1. ARRAY - In put Wavefo rm Mana ger
stored on the system disk. The four overl ay functions are:

2. PWPSIM - System Simulator
3. TBIO - Test Bed Interface
4. PWPER - Error Checker

Figure 113 shows the subroutine stacking structure for each of the overlays.

10.3.4.1 Overlay ARRAY - This program is used to generate the input waveform
li brary for the simulator program and the test bed hardware. The user has the
followin g options at his disposal to perform this task:

1. Zero the library - Thi s is the default option and requires user
verification.

2. In put a new wavef orm.
3. Read a waveform from disk.
4. Edit an existing waveform.
5. Write a waveform to disk.
6. Print the directory for the waveform library .

- * 

- 7. Print a selected waveform.
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START OVERLA YS DISK FILES

PW PTST :
cORE R~~~~~~~~~~~~~ 

_

ARRAY : INPUT , STORE EAD , MODIFY
WAVEFORMS FOR INPUT TO SIMULATOR 

__________

—~ 
AND HARDWARE SYSTEM .

_ _ _ _ _ _ _

PWPSIM: SIMULATE HARDWARE
PIPELINE TO OUTPUT OF A SPECIFIED 3

~~ --—---- ——---ø MODULE IN HARDWARE SYSTEM 

-- W- 
-~
_ _

TBIO: TEST BED INTERFACE
WRITE TO OR READ RAM ,

• ~~~~~
— -------- ~ START OR STOP TEST -‘

PWPER: COMPARE SIMULATOR OUTPUT
WAVEFORM TO TEST BED OUTPUT

___________ 
WAVEFORM. PINPOINT ERRORS 4

( E~~~~)

FIGURE 112. OVERLAY FUNCTIONS AND DI S~ FILES ACCESSED FOR PWP
SYSTEM TEST SOFTWARE
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All operations are performed on a dummy array within the program. Disk
- 

- files are transferred on request to or from the dummy array . Returning program
control to the resident through an exit command automatically transfers the
contents of the dummy array to both the simulator work space and the test bed
work space.

10.3.4.2 Overl ay PWPSIM - This program is used to perform an exact hardware
simulation to the output of any module in the hardware system. This is a unique
program which allows the user to simulate the output of any hardware system which
can be constructed with the module simulators contained in the module library .

The module library is a collection of subroutines each of which exactly
simulates the operation of a hardware module mostly on a bit by bit basis .
In some cases , such as the complex add/subtract module and complex multi ply
module , simulations are broken down to perform chip level functions on a bit
basis. Other modules such as the FFT memory module , which perform no arithmetic
function , are simulated on a word basis. The module library consists of the
following modules :

1. Complex add/subtract module.
2. Compl ex multiply module.
3. FFT memory module.
4. 1 bit x 8 bit control module multip ly functicn.
5. Contro l module complement function.
6. Delay module.

The input waveform stored in the simulator work space upon exiting the
• ARRAY overlay is steered through each of the module simulators by means of

the steeri ng array stored on the disk. Each module is accessed by an address
in the steeri ng array. Support parameters such as FFT memory l ength and sine-

• cosine reference address are also contained in the steering array.

Simulator and hardware input and output points are selected by the user
allowing any serial combination of modules to be simulated . The outputs of
each module can be printed on the line printer in either binary or decimal
format. This provides a powerful tool in troubleshooting the pipeline with
a logic state analyzer while running the test bed in the continuous mode.

10.3.4.3 Overlay T8IO - This program is the test bed interface software.
The user may select one of the following options:

1. Start test
2. Stop test
3. Examine test bed RAM content k
4. Rea d out put waveform from test bed RAM

The test bed is automatical iy loaded with the op-code for the test to be
performed and the input waveform which is contained in the test bed work space.
The START and STOP commands are non-destructive commands. They do not alter
the contents of the work space or the RAM contents . The EXAMINE AND READ
commands alter either the test bed op-code or the test bed work space. The
onl y ways the RAM con ten ts are a l tered are throu gh a LOAD or a spec i f ic test.
On the completion of a test, the RAM is read and upon exiting the program the
RAM content is transferred to the test bed work space.
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10.3.4.4 Overl ay PWPER - This program reads the contents of the simulator work
space and test bed work space and performs a bit by bit comparison of the
information. The total number of errors are summed over the waveform and
indicated on the video terminal. The user may elect to print out the waveforms
in which case the input waveform , simulator output waveform and the test bed
output waveform with error indicators are printed in binary format.

10.3.4.5 Support Programs - There are two external support programs for the
PWP test program.

1. SETROM - Wri tes reference files to disk
- .- 2. SETSTR - Writes steering arrays to disk

The first program allows the user to input in decimal format those values
which would be contained in the reference PROM ’s in the hardwa re. The user
may select the file length and address for use by the steering array.

The second program allows the user to generate steering arrays which are
used by the simulator. In this program , the user stru ctures the hardware
system to be simulated. Any system can be designed using the module building
blocks contained in the module library .

This program architecture can easily be extended to a general purpose
digital test system by making word quantization programmable and expanding the
module library .

L
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MODULE TEST FACILITY

The module test facility , Figure 114 , was designed to provide cor : lete
test capabilities for all the PWG modules except the Universal ITL nodu le.
It allows faulty chips and/or wiring problems on the module to be detected
and isolated so that the module can be quickly and accurately repaired. Tu;~-
system is designed to completely test the modules and to some degree iso ld t~the problem to a chip or functional block without the use of internal probes.
However , some probing is necessary to further isolate some of the more
di fficult faults such as cascaded faults.

It had previously been thought that faults could be isolated to a single
chip input strictly by sequentially inputting data and controls and eliminating
good data paths. The magnitude of this problem was not fully appreciated at
the time and it was subsequently realized that we would not be able to develop
this software within the scope of this program. An alternat ive approach was
taken in which as many major signal paths as possible would be activated and

* the module response compared to a simulation of the module. In this way ,
coupled with a knowledge of the circuit , th~ operator could isolate the
problem to a chip or logic area. Then by probing the circuit internally with
probes , the problem is isolated. This procedure proved to be modc~ate ly fast.
The average time to isolate a problem on a module is about 20 m inu~~s.

The facility acts as a high speed interface between the PDP-ll computer
and the module being tested. The computer generates input data , transfers
it to the test facility and receives the module response from the facility.
It then tests the module response data for correctness and informs the operator
of any discrepancies. If the operator can determine the cause of the fault

• from this information , the test is complete. If not , he may select any
input pattern he wishes for cycling through the test facility to enable him
to probe the module and isolate the problem.

The test interface is divided into three sections. The input and sto rage
section transfers data from the computer memory to the interface s~~rage.Several data transfer cycles are required for this process. When ~il the data
has been transferred , the input stage signals the second stage that it has
completed the transfer. The second stage is the high speed sequencing and
module timi ng stage. This stage sequences the stored data into the hybrid
and produces the clock pulses required to clock the data to the module
output. When the data has been acted upon by the module and is ready at
the module output , the sequencing stage then signals the third stage that
it is finished. The third stage , the output stage , then sequences the data
back into the computer for examination.

The system is designed using TTL and TTL Schottky logic and consists of
150 circuits . It is mounted on two Camb ion wire wrapped boards and is
installed in a Cambion cabinet. The modules plug into sockets mounted
on a plane at the top of the cabinet.

11. 1 MODULE TEST HARDWARE

The module test hardware consists of a 62 bit parallel data registe r , data
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i nput gates , a 44 b i t paral lel  data ou t pu t regi ste r , and associated lin e driv ers ,
level shifte rs and controls. The input and output registers are contai ne d on
one 9” x 9” Cambion wire wrap board. The contro l c i rcu i ts  and o s c i l l a t o r  ~~ econta i ned on one 5” x 9 Cambion wi re wrap board. The level  sh i f ters ~ re in a
separate chass is which houses the connector panel for the d~fferent modules.
There is a separate connector for each module.

The tester operates by first loading the data input registers with the
appropriate data and control b its from the computer. This operatio n requires
6 data transfer cycles since 86 bits must be loaded and only 16 lines are
ava ilable on the !)Rll-C output bus. The 86 bits represent 62 bits of data
and four 6 bit control words. The 62 data bits are forriatted in differer!t size
input and control words depending on the type module under test. The fou r
control words tell the test bed when to start the test , how to sequence the
data into the module , and when to sample the module out put.

Upon completion of the load cycle , the sequenc ing logic is given a si ’n al
to start testing the circu it. Data is then made available to the module un -~er
test in a manner dictated by the control words. The data sequencing circ - i~~t

operates at the same speed as the module and is var iable from 500 hHz to 10 ‘~P
When data should appear at the output of the module , a signal is given to the
data output register at which time the states of the module outputs are latched.
At the same time , a signal is given to the DRll- C requesting a data transfer
from the test bed to the computer. This transfer requ i res 4 cycles because the
output register is 44 bits wide and the DR 11— C input bus is onl y 16 b i ts .  af t e r
the module response is recorded by the computer , the test cycle is repeated
with different data in accordance with the test program being executed by the
computer.

11 .1 .1 Data Input Control

The data input control loads data into the test bed at the sta rt of each
test cycle. Figure 115 is a simplified logic diagram for this ci rcuit. All
operations are completely under the control of the computer.

The test cycle is initiated by the computer by strobing the CSR1 output
of the DR11-C. Th is action clears all counters and resets all flip-flops in
the test bed. The computer then places the first of the 6 input words on the
DRll-C output bus. A 3 line to 8 line decoder in the test bed interprets the
initialized state of the control counter and enables the latch gate for the
word 1 data register. The computer then strobes the CSRO output of the DR 11- C.
This action latches the contents of the output bus into the word 1 register.
The CSRO line is again strobed by the computer. This advances the control
counter to the next input state. The decoder , in turn , enables the latch gate
for the word 2 register and disables the latch gate for the word 1 register.
The computer then places word 2 on the DR ll—C data bus and the cycle is repeated.
This procedure is repeated for all 6 input ~‘ords. After the sixth word is
loaded , the control counter is advanced to the seventh state. The seventh
output of the decoder is act ivated which triggers an impulse from the one shot
circu it. This impulse starts the data sequence circuit.

11.1.2 Data Sequencing Control

The data sequenc ing circuit controls when data is presented to the input
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FIGURE 115. DATA INPUT CONTROLLER FOR MODULE TESTER

of the module under test. Figure 116 is a block diagram of the data sequencing
control.

The START SEQUENCE line from the data input con t ’ol initiates the sequencing
circuit. When the START SEQUENCE line goes low , the control R-S fl ip flop is
set allowing the high speed clock to drive the sequencing counter. Also , the
dual flip flop which controls the 4:1 multiplexer is in the zero state as a
result of the CSR1 strobe at the beginning of the test cycle. The 4:1
multiplexer allows the contents of the number 1 control register to be present
at the comparator input . When the counter reaches that value indicated by the
first control register , the sequencing cycle is started.
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FI GURE 116. DATA SEQUENCING CONTROL FOR MODULE TESTER

The decode logic responds to the switc h panel setting , the counter output
and the OP s ignal from the comparator to ena b le the data input gates by
activating the ENB1 to ENB5 control lines. Which of the 5 lines are enabled
depends on the type module being tested.

When the fi rst compar i son occurs , the OP signal also advances the dual
flip fl op to its second state. This allows the contents of the second contro l
register to be placed at the input of the comparator. This word either
represents the test termination point or the point at which another input
enable gate is activated. Which of these functions is valid is determined by
the swi tch panel . The comparison cycle conti nues unti l an end of test word
is experienced. At this point , the one shot is strobed causing the output
state of the module under test to be latched in the output register and the
output control circuit to be activated.
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11. 1 .3 Data Output Control

The data output contro l signals the computer that the test is complete
and the computer should start reading the contents of the output registers.
Figure 117 is a block diagram of the output contro l circuit.

The output cycle is initiated by a pulse on the START OUTPUT line given
by the sequencing control . This action sets the control flip flop which
signals the computer by means of the REQA input to the DR11-C that the test
bed is ready to be read. The control counter is in the zero state as a
result of initializing pulse of the CSR1 line. This allows the contents of
the first outDjt register to be placed on the DR11-C data input bus through
the 4:1 m~1tiplexer. When the computer sees the REQA signal , it reads the
DR11-C inpu ’ bus and then pulses the CSRO line. This places the counter in
the second state which in turn puts the contents of the second output register
on the DR11-C input bus through the multiplexer. The computer reads the
second word and repeats the process for the remaining two registers. At this
point 1 the computer software takes over and either initializes another test
or analyzes the results of the preceding tests.

MOUtiL B
O’JTPUT LATCHES

72 BITS

4:1
MULT I PL EX

‘9 QU~).~~~~~~~
DR11-C

~~~~~~~~~
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FIGURE 117. DATA OUTPUT CONTROL FOR MODULE TESTE R 
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11.2 MODULE TEST SOFTWARE

Test programs have been written for 6 of the PWG modules. These modules
are:

1. FFT Men ory
2. Complex Multipl ier
3. Adder/Subtractor
4. Contro l
5. Level Translator
6. Universal SOS - Retimer Function

• No software was written for the reorder memory module because this module
was not implemented in the system. Al so, the universal TTL module software
was omitted because all functions imp lemented with these modules are unique
and the amount of software required would be enormous.

Different approaches were taken wi th each test program based on module
complexity , program size , data storage requirements , program run time , and
experi ence gained from early programs . Consequently, early programs are large
and slow , while latter programs are more compact and fast. Learning how to
circumvent deficiencies in the PDP-ll system software was a large factor in
this.

11.2.1 Test Program Philosphy

Most of the modules in the PWP incorporate a high degree of large scale
integration and all modules have a large number of inputs. The complex multiplier
module , for example, has a total of 10,500 devices and 36 inputs. To simply
test all possible combinations of inputs would require 236 iterations . The
storage requirements and program run time would make this approach too impractic al.

• To check all possible stuck-at—zero or stuck-at- one conditions for all devices
is clearly an unattainable goal .

For these reasons, a functional approach was chosen. In this approach , the
different LSI chips used to buil d the di fferent modules were carefully studied
and a set of input patterns chosen for that chip which would exercise most or
all major signal paths. An example of this is the type A full adder in the
TCS -065 adder chip.

• FIGURE 118. TYPE A ADDER CIRCUIT ON TCS-065 ADDER CHIP
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Figure 118 shows the type A adder logic diagram. The circuit inputs are
A , B and C m .  The outputs are ~ A ® B  and C0 . The inputs each must make
at least one transition from low to high , and high to low in the test in such
a manner as to stimulate at least one low to hig h , and high to low transition
on each output. The patterns must exercise as many gates in the circuit as
possible. In order to do this , the circuit is broken down into different
i nput to output signal paths. Figures 119 to 122 show four such major
signal paths for the type A adder. After the various combinations for the
other circuit types in the adder chip are taken into account , a set of input
test patterns is compiled which exercises most of these paths . Tabl e 36
represents a typical test pattern set for the TCS-065 adder chip.

~a. A~1 8~O

~b. A=O B~1
0

C IN O

FIGURE 119. ADDER TYPE A SUM PATH 1 - NO CARRY ~N, A ~ B

A ® B~~~O

t p

4 C IN =1~~~~~~~~~~
0
~~~~~~~~~

0
~~~~~~

FIGURE 120. ADDER TYPE A SUM PATH ~ - CARRY IN , A = B
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FIGURE 121 . ADDER TYPE A CARRY PATH 1

A (A+B)= ~

FIGURE 122. ADDER TYPE A CARRY PATH 2

B

A set of module input patterns is then designed to provide the chip level
set of inputs to each chip on the module. In this way, every chip on a working
module sees the full set of test patterns . This system breaks down of course
if cascaded faults occur on a chip level . However, the software is designed
to allow manual intervention and test pattern manipulation by the test
technician to isolate these faults. The drawback is that the technician must
be very familiar with the circuit operation.
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TABLE 36
TEST PATTERN SET FOR TYPE A AND TYPE B FULL ADDERS ON TCS-065 ADDER CHIP

_ _ _ _ _ _  _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

• INPUT PATTERN TEST PATH

A: A7 
- A0 OUTPUT: C7 - C0

8: 87 
—

1. TYPE A&8 CARRY PATH 2 (EXCLUSIVE
• A~ 111 1 111 1 OF ADDER #0)

B: 0000 0001 OVERFLOW SHIFT
C= 1000 0000

2. TYPE A CARRY PATH 1
A- 0101 0101 TYPE B SUM PATH 2
B; 0101 0101 C = 1010 1010

3. TYPE B CARRY PATH 1
TYPE A SUM PATH 2

B 101 0 1010 (EXCLUSIVE OF ADDER #0)
C=Ol Ol 0101

H 4. T Y P E A & B S U M PATH 1A

• f A: 1111 1111 
= 1111 1111

B: 0000 0000

5• T Y P E A & B S U M PATH 1B

A: 0000 0000 C = 1111 11 11

B: 1111 1111
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• The test bed programs , althou gh different in structure , have the same bas ic
macro funct ions. Each program has a test pattern generation program which
either has all necessary patterns stored or allows the technic ian to input
the patterns . Each program simulates the hardware response to the input
pattern . Each program has an automatic test program which steps through all
test patterns in the pattern library . Each program has a comparison program
which matches the hardware response to the simulator response and indicates
to the technic ian the number of erroneous responses . And finally, each program
has a manual intervention program which allows the technician to cycle a
selected pattern through the hardware and observe the response by means of an
oscillosco pe or logic state analyzer.

11. 2.2 FFT Memory Test Software

This program is an overlay structured user interactive program with the
follow ing features:

1. Test Pattern Generator and Hardware Simulator
2. Automatic Module Tester
3. Manual Intervention
4. Individual Chip Test with Error Logger for Intermittent Problems
5. Var ious Error Mask and Output Modes

This program is the first test software written for the PWP and , althou gh it
performs its designed goals , it is inefficient and requires 10 to 15 minutes to
run. There are two major reasons for this. Firs t, the program is bit oriented
and is written in FORTRAN language. We have learned that assembly language is
far superior and faster for bit oriented operations. Second , all data trans fers
between overl ays and within overlays are performe d by disk transfers . The
reasons for this are the error in the PDP-l l system software which prevents

• common block transfers between overlays , and the requirement by this program
for very large data array due to the FORTRAN language. Subsequent programs
were written in assemb ly language and avoided the overlay structure by reducing
array and program size.

11.2.2.1 Disk Files and Data Transfers

All disk files with the exception of the chip test program ’s error lo gger
are on the system disk. T he erro r logger is on disk 1. Table 37 l ists the
disk files and their functions. The requirement for so many disk files is that
the binary format in a FORTRAN program uses a whole word for each bit and thus
requires huge arrays. Usable core space is limi ted and so these arrays must be
stored on the disk . The total disk space required for this program is 2945
contiguous blocks. This is almost one quarter of the disks storage capacity .

All transfers between overl ays are by disk transfer. Some subroutine
transfers are by disk transfers while some are by common block.

• 11.2.2.2 Overlay Functions

Figure 123 is a flow diagram of the major overlay functions with the disk
files accessed. The core resident program is FMT and calls one overl ay at a
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~~~~~~~~
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CHP AT : TCS 040-600 GUA CHI P ~ (])
________ 

AUTO TEST
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-

• CHPMSK: TCS 040-600 I~ T [~ MITTA NT ~~
_______ 

TEST ERROR LV ~ ER 

_____ 

~~~~~DISY I
ERM FT11Et~~RY ERR1~~ MA~K -

PR I NTS ER RORS ON L Y 
~~~~

_.

ERMA: FFT ME MO RY EP~ 0’~ M A S K - ’~~ 
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PRINTS ALL PATTERNS 
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_

~~~~~~~
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__~~.

c~D
FIGURE 123. OVERLAY FUNCTIONS AND DISK FILES ACCESSED FOR FF1 MEMORY

MODULE TEST SOFTWARE
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TABLE 37

DISK FILES FOR FF1 MEMORY MODULE TE’~T PROGRAM , DISK 0 AND

RECORDS WORDS / - . . . -

• NUMBER FILE RECORD 
______

F U N C T I O N
- . — — . —.— -- —=—— ——— — — —  — — 

~~~:
_ __

1 2048 15 MODULE INPUT PATTERNS (BINARY FORMAT )

2 , 2048 6 DELAY PARAMETER 
~~~~~~ ~~ . .

- 
I 2048 6 SIMULATOR OUTPUT

4 2048 26 
- 

TEST BED OUTPUT (BINARY FORMAT)

7 2048 37 ERROR LOG (BINARY FORMAT )

8 
- - -  

1  42 PROGRAM PARAMETERS

DISK 1 j 2 2048 INTERMITTANT TEST ERROR LOG

time into core in response to directions given by the user. The overlay functions
are:

~ 1. FMSIM — Simulator
2. FMAT - Automatic Test
3. FMMT - Manual Intervention
4. CHPAT - Chip Auto Test
5. CHPMSK - Chip Test Erro r Mask
6. ERMO - Error Mask
7. ERMA - Error Mask
8. APAT — File Print

Figure 124 shows the subroutine structure for the program.

11.2.2.3 Overlay FMSIM

This program generates the test patterns for input to the simulato r and
module by generating all possible combinations of the 11 inputs to a GUA chip
and simulates the FFT memory module. This method of pattern generation is
used because the number of inputs are small. There are 2 data inputs for each
of 11 chips on the module while there are 9 control inputs which are shared by

• all the chips. The 2 data inputs are not considered as unique for each chip
because there is no interaction between chips . Therefore , there are only 9
contro l and 2 data inputs for 11 unique inputs . These represent 2048 unique
Input patterns.
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The FF1 memory is simulated by a set of Boolean equations which model the

memory functions. If the two data inputs are designated S and D and the Outputs
FM and FPM, then the outputs can be speci fied in terms of S and 0 and the
contro l inputs IS , FS , OS , SF , SI , and CR. The equations are :

XA = S . + D . IS
XB = D . + 5 . IS
XC = XA f~

’
~ + XB - FS

XD = XB • + XA . FS
XE = XC • + XD OS

CXE = XE ®~ T
CXC XC ® S F

FM =

FPM = 

~~r®CR

The simulator must also calculate the time delay from i nput to output for
a pulse to pass through the memory. This is accompl i shed by a look up table
wh ich uses the A , B , C length control bits as an address. The delay parameter
is stored for each input pattern and later fed to the test bed to control
the output sampling point.

11.2.2.4 Overlay FMAT

This program performs data formatting operations and input/output operations
to the test bed for the total test pattern library . Prior to outputting data
to the test bed , the data must be formatted to occupy the 16 data lines from
the computer i n such a way as to occupy the proper regi sters i n the test bed• to match the i nput requi rements of the FF1 memory modu l e. The test parameters

~ mus t also be formatted to occupy the proper data lines . After completion of
- - the test and the output is latched in the test bed output buffer, the program

reads the data back into the computer and reformats it for processing by the
error anal ysis program.

11.2 .2.5 Overl ay FMMT

This program is the manual intervention program which allows the user to
repeatedly cycle a given input pattern through the module under test. The user
selects the input pattern which is then put through the hardware simulator before
being sent out to the hardware. The pattern is then continuously cycled through
the hardware until a signal is given by the user to terminate the test. Upon
receipt of this signal , the test bed latches the module output and sends it back
to the computer. The program then performs a compari son of the module response
to the simulator response and displays the exclusive OR of these two patterns
on a bit basis.

11.2.2.6 Overlays ERMO, ERMA, APAT

These t~wee programs are test output programs . Two of them perform an
error mask of the test bed output by performi ng an exclusive OR between each
bit of the simulator response and the module response. This exclusive OR is
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stur~d along with the input pattern . In the ERMO overlay only the errors are
stored and subsequently printed. In the ERMA overlay , all patterns , erroneous
or not , are stored and subsequently printed. The APAT overlay does not perform
an erro r mask and is used solely to print out the test pattern library and the
simulator response library .

- 

- 
11 .2.2.7 Overi~ys CHPAT an d CHPM SK

These programs were added to the FFT memory test program after it was
discovered that there was an instability in the TCS-040-600 chip. At the time
there was no way to effectively test these devices other than to continuously
cycle a test pattern throug h a ch ip and observe the response on an osci llosco pe.
This was very time consuming because there were no laws governing the time to
failure of a device or whch test pattern if any would cause the failure .

These programs were written to continuously cycle through the test pattern
library , sample the ch ip res ponse for each pat tern , compare the output to the
simulated response and log an error cycle if an error did occur. The program
CHPAT performs the same basic functions as FMAT except that in this case only

~ one bit is used instead of 11 required for the FFT memory module. The program
CHPM SK takes the chip response and compares it to the simulator response library .
If an error occu rs , the number of erroneous patterns is recorded in the error
logger disk file for that cycle. In this way , the t i me to failure i s -~ccuratelyrecorded. A record of the amount of degradation with time is also obtained by
observing the number of failures with time . If the chip should recov~ , this
would be indicated by a failure recorded and then no failure recordeu for the
nex t cycle. Up to 2048 cycles can be recorded. The cycle time of the prugram
is 7 j:iriutes so 239 hours of continuous testing is allowed. It was found that
in no case did a failure occur after 6 hours and no recoveries were observed.

11.2 .3 Complex Multiplier Test Software

~~ This program -is a subroutine structured user interactive program with the
follow i ng fea tures :

1. Test Pattern Generation
2. Module Simulator
3. Automa ti c Test
4. Manual Intervention
5. Error Analys is

• This program represents an intermediate step in the realization of a truly
efficient program. The data arrays were reduced in size allowing a subroutine
structure instead of the overlay structure. This was accomplished by using word
oriented data. By going to a subroutine structure , all data transfers coul d be
accomplished by means of common block transfers . This reduced program execution
~ir~e by a factor of ten.

11.2.3 . 1 Disk Files and Data Transfers

Although data transf ers between subroutines are accomplished through commo n
blocks , disk files are not excluded from the program. They are still required
for permanent storage of test patterns and simulator response. Also for
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convenience the test bed output and error log is stored on disk. Table 38
lists the disk files accessed by the complex multiplier test program. The
total amount of contiguous disk space required is 1056 blocks .

TABLE 38
DISK FILES FOR COMPLEX MULTIPLIER MODULE TEST PROGRAM , DISK 0

FILE RECORDS% WORDS !
- 

- . 
N U M B E R  FILE ~R E C O R D  F U N C T I O N

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

1 1024 4 INPUT PATTERNS

2 1024 4 SIMULATOR OUTPUT

1 024 
- 

4 TEST BED OUTPUT

4 1 16 PROGRAM PARAMETERS 

i± iL~~~~~~ _____ _ _ _

ll.2.3.2 Major Subroutine Functions

I - Figure 125 shows the major subroutine functions and disk files accessed
by each subroutine of the complex multiplier program. The main program is CMT
and cal ls on the different subroutine functions in response to instructions by
the user. The subroutine functions are:

1. CMPRM - Input Pattern Generator
2 .  C M S IM  - Module Simulator
3. CMAT - Automatic Test
4. CMMT - Manual Intervention

• 5. CMEM - Error Analysis

Figure 126 shows the subroutine stacking structure for the program.

11.2.3.3 Subroutine CMPRM

This subroutine generates the test patterns for the multiplier module. It
has the fi rst 512 patterns fixed and al lows the user to add patterns to the

• library or change a pre-recorded pattern . The program operates in the edit mode
where the user moves a pointer through the data library and executes add or
change instruction s to modify the library . When the user exits the program ,
the library conten ts are permanently stored on disk for access by other subroutines.
In this way , the pattern generator does not need to be executed every pass
through the program.

195

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~ :t ~~~~~~i~~~~. 

~~~~
.
~~~~~:H:it

• -
~ :i~~~~~~~L~~’ ~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _  ____-



r - 

~~~~~~~~~

- - --- ---

~~~~~~

-

~~~~~~~~~~

-- - -

(jf~R~~ SUBROUTINE DI SK FILE

CM1 :

1EN
PROGR

~1
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ERATION SUBROUT

~~~~~~~~~~~~~~~~~~~~~

MSIM : COMPLEX MULTIPLIER --— - -
~~~~~~~~~~LE SIMULATION SU UTI~~~~~~

; 

1 CMMT : COMPI FX MULTIPLIER ~~~
4— 

MODULE MANUAL TEST
SUBROUTINE

-- -- - - - - - -—-------___

7 CMAT : COMPLEX MULTIPLIE R
MODULE AUTOMATIC TEST \—----- -  -- 

~~~~ 3)
SUBROUTINE

___________ 

MODULE ERROR CHE CK
-• 

<

cMEM: COMPLEX MULTIPLIER

SUBROUTINE

c~D
FIGURE 125 . MAJOR SUBROU T INE FUNCTIONS AND DISK FILES ACCESSED

FOR COMPLEX MULTIPLIER MODULE TEST SOFTWARE
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FIGURE 126. SUBROUTINE STRUCTURE FOR COMPLEX MULTIPLIER MODULE TEST PROGRAM

11.2.3.4 Subroutine CMSIM

This subroutine simulates the complex nultip lier response for each of the
patterns stored in the test pattern library . The program is wri tten in FORTRAN
language and executes an algori thm to s imu l a t e  the multiplier response. This

• program does not exactly model the hardware on a bit basis but does perfo rm
the same function. Inputs and outputs are handled on a word basis and

• multip l ication, addition , and subtraction util ize the FORT RAN library programs
for these functions. The simulated responses to the input library are stored
permanentl y on disk for the same reason as the data library is stored. W henever
a change is made to the data library , the simulator must be re-executed.
Otherwise , the complex multip lier test program may be run over and over wi thout
executing either the test data generator or the simulator.

11.2.3.5 Subroutine CMAT

This su~routir~e handled the data input /output and formatting functions for
the complex multiplier automatic test. Data is read from the library , formatted
for the test bed buffer configuration required for the multiplier , and sequenced

• out to the module. The module response is read back in , reformatted and
stored on disk for ut i l ization by the error anal ysis program.

11.2.3.6 Subroutine CMMT

• This subroutine is the manual intervention program. The user may select his
own input to the module or read one from the data library . The pattern is then
put through the simulator and all intermediate responses are printed. The
pattern is then repeatedly circulated through the module to allow the user to
observe the module response. Upon a signal from the user , the test is terminated
and the module response is read back into the computer. The simulator response
and the module response are then displayed to let the user observe the difference.
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11.2.3.7 Subroutine CMEM

This is the comparator routine for determining differences between the
simulator response and the comp l ex multiplier response. The two responses are
subtracted and if the result is not zero , an error is logged. In this case , the
input pattern , the simulator response , and the module response are stored . After
a l l  patterns have been checked , the user may elect to print the error library .

11.2 .4 Adder /Subtractor Test Software

This program is also a subroutine structured user interacti ve program with
the same features as the complex multiplier module test software . However , there
are two di fferences between this program and the multiplier program. The first is
that the simulator is written in assembly language and performs all the operations
exactly as the hardware does. Data is converted to ones complement forma t and
all arithmetic is perfo rmed in ones comp lement. The second difference is that
magnetic tape is used as a storage medium for input patterns and simulator
responses. The reason for this is that it was anticipated that the system test
data would be so bulky that magnetic tape would be the only convenient storage
medium and we wanted to develop and test this concept on a smaller scale.

11 .2.4.1 Disk Files and Data Transfers

Table 39 lists the disk files accessed. There are si gnificantly fewer
disk files in this program than in past programs . Most data is held in con~iion

• blocks and the data in those blocks are modified by the program. Thus it is
only necessary to read the input patterns from the disk once each time the
program is run. The test patterns are also stored on tape so that on the fi rst
pass through the program the tape must be accessed and data transferred to the disk.

- - As stated above , this method is to test the concept for the system test program.
However , another reason is that there is no algorithm to generate the test
pattern sequence and since the patterns must be input manuall y, some non-
volatile storage must be used. Since d isk  space is limi ted and used by

• ther programs , magnetic tape is employed.

TABLE 39
DISK FILES FOR ADDJSUBTRACT MODULE TEST PROGRAM . DISK 0

r~~LE 1iECORDS/ ORDS/ I -- -

~~JMB~.B4~ILE ECORD FUNCTION 
- - - -

16 PROGRA M PARAMETERS 
-• -

512 13 TEST PATTERNS AND SIMULAT OR OUTPUT

• 1 3 512 2 ERROR LOG 
— --  - — -  • -
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11.2.4.2 Major Subroutine Functions

- Figure 127 shows the major subroutines and disk files accessed by this
- 

program. The m ain program is AST and calls on the three major subroutines in
- - response to instructions by the user. The main program in this case also

compiles the data array from the disk fi les for use by the subroutines. The
major subroutine functions are :

1. DATED - Test Pattern Generation
• 2. ASP.T - Auto Test and Error Mask

3. ASMI - Manual Intervention

Figure 128 shows the subroutine structure for the program.

- 
- 

- 

START SUBROUTINES DISK FILES

- 

~~~~~~~~~~ pR~~~ TI~T~TTE1

• 

f 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~Sr-1T : A DD/SU EJ RACT
~~~~~~ ODU L E ~~~U~ L TEST 

—

~~~~~ 

- -

• A SAT : ADtJ ’S I J~ TR AC T

_ _ _ _

~~~

TE

~~~~~~~~~

)

- FIGURE 127 MAJOR SUBROUTINE FUNCTIONS AND DISK FILES ACCESSED FOR ADD !
SUBTRACT MODULE SOFTWARE
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F~GURE 128. SUBROUTINE ~TIWCTURE FOR ADD /SUBTRA CT MODULE TEST PRO GRAM

11.2.4.3 Subroutine DATED

This subroutine allows the user to perform the following functions:

1. Zero the Data Array
2. Read the Array from Tape
3. Write the Array to Tape
4. Change a Specified Array Element
5. Simulate the Module

The data array contains an input pattern field and a simulator response
field. Any time data is read from or written to magnetic tape both fields
are i nvo l ved . W henever the “change array element” Option 5 executed , only
the input pattern field is modified.

When the “s imula tor ” option is executed , only the simulator response field
is modified. When the “zero” option is executed , all fiel ds are cleare d as
well as the parameter record at the beginning of the tape. Before exiting
the program , the data array is written to the disk file.
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The simulator subroutine is an assembly language subroutine which ~~- r t rj u I s
the adder/subtractor module functions on a bit basis. Data into th’~ mocluli - i~converted to an 8 bit plus sign ones complement word with 4 bits of floati ng
point exponent. The subroutine is partitioned to perform th’~ same functionsas each chip on the actual hardware module. The computer h~ iware registers
are used in as close a way as possible to the hardwa re to shift , add , subtract
and increment exponents . Much of the gate level logic is performed the sa~eway as in the hardware . An example is the exclusive OR function which detects
the all one ’s condition in the hardware .

11.2.4.4 Subroutine ASAT

This program is the automatic test routine. The input pattern field of the
data array is sequenced through the adder/subtracto r module and the outputs
are recorded. The error detection subroutine is also contained in this progra m .
In this subroutine , the adder/subtractor module response to the input patterns
is compared to the simulator response field of the data array . The number of
errors is recorded and the erroneous responses are written to the disk. The
number of errors are indicated to the user and he has the option to print the
erroneous responses.

11.2.4.5 Subroutine ASMT

This subroutine is the manual intervention program for the adder/subtractor
module test program. The program allows the user to select an input pattern
from either the input pattern field of the data array or the keyboard. If the
input comes from the keyboard , the pattern is processed by the simulator to form
a basis of compari son with the module response. The input pattern is then• continuously cycled through the hardware until a signal is given by the user.

• When this signal is given , the computer reads the module response and displays
the simulator response and the module response on the video terminal.

11.2 .5 Control Module , Level Translator , and Universal SOS Module Test Proorams

These three programs are all subroutine structured user interactive programs
which have the same basic features as the other programs . However , this is
where the similarity ends. The major functions such as automatic test and
manual intervention exist in the body of the main program and not as subroutines.

• Al so no disk files are used.

The test pattern arrays for these modules are so small that they are
contained in block data statements either at the beginnin g of the program or
as a separate block data subroutine which is linked to the main program. For
thi s reason , these programs are not re-entrant programs like the previous
programs. They must be ex i ted and restarted upon completion of an erro r mask
operation or before recycling through an automatic test. Figures 129 through
131 show the subroutine structure of the three programs .
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- -- FIGURE 129. SUBROUTINE STRUCTURE FOR CONTROL MODULE TEST PROGRAM

~~~~~~~~~~~~~~~~~~HYBTST

FIGURE 1 30. SUBROUTINE STRUCTURE FOR LEVEL TRANSLATOR MODULE TEST PROGRAM

c

FIGURE 131 . SUBROUTINE STRUCTURE FOR UNIVERSAL SOS MODULE TEST PROGRAM
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SECTION X II

TEST PROGRAM RESU LTS

12.1 MODULE TEST RESULTS

• Six module types were tested in the module test bed. The univ ersal TTL
modules were not tested since each module represented a unique function and
was easily tested in the system because of its low circuit density . The
general test procedure was to extensively bench test the first piece of each
module type to verify the logic , check the substrate , and determine the speed
limitations of the module. When it was determined that there would be no
problems with the substrate or logic , the module was released for quantity

- • fabrication. The modules were then tested in the test bed and non-functional
modules returned for repairs . The repaired modules were then re-tested and

• faulty units sent through the cycle again. Failures on a second test were
generally due to problems which were masked by other problems on the f irst
test. These problems were usually due to shorts , intermittents , or time
dependent failures.

Table 40 shows the results of the fi rst test cycle. These modules
represent newly fabricated , untested modules.

TABLE 40
- INITIAL TEST RE SULTS

NUMBER
MODULE NUMBER FAULTY PERCENT
TYPE TESTED MODULE S FAULTY

FFT Memory 22 12 54.5

Control 18 15 83.3

Retimer-Univ . 13 5 38.5
SOS

Level 14 7 50.0
Transla tor

Multiplier 9 4 44.4

Adder/ 26 9 34.6
• Subtractor

The very high failure rate of the control module was due to a higher
susceptability of the bonding wires of the bulk CMOS devices on this module
to the ultrasonic cleaning process. It is believed that the high failure
rate of the other modules was also primarily due to the ultrasonic cleaning.
However , the adder /subtractor modules and the universal SOS-retinier modules
were not ultrasonically cleaned. These modules reflect actual bad c i rcui ts
or substrate trace faul ts . The FFT memory modul e had several probl ems , all
of which are reflected in its high initial failure . The firs t group of
memories (10 units ) was ultrasonically cleaned and in addition had GUA chips
with the instability problem . A second group (12 units) was not ultrasonically
cleaned but had GUA chips which were insufficiently screened at SSTC for the
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instability problem . This group had a slightly l ower initial failure rate .

The bad modules were returned to the hybrid lab for repairs and then
retested. Table 41 shows the cycle 2 test results.

- TABLE 41
CYCLE 2 TEST RESULT~

- 

MODULE NUMBER NUMBER OF PE’~CENTTYPE TESTED FAILURES - FA ILURES
4

FFT Memory 12 5 41.6

I Control 15 8 • 53.3

Level I 1 25.0
Translator

- Mul tiplier 3 0 I 0

Adder/ 9 2 22.2
Sub trac tor

Three of the FFT memory failures were due to substrate shorts which were
not picked up in the fi rst test. The other two were due to bad retimer chips
wh ich were installed on the modules as a result of the first test. All of the
control modules had bad retimer circuits which were not reolaced on the
initial repair cycle because they were masked by other failures. The two
adder/subtractor failures resulted from one shorted trace and one poorly
mounted circuit.

Only the adder/subtractor and FF1 memory modules were returned for cycle
3 repai rs. There were no failures during cycle 3 testi ng . The control
modules , level translator and retimer modules were not repaired because there
was a sufficient quantity of these modules to implement the forward and inverse
FFT ’ s.

Two mul tipliers , two adder/subtractors and four FFT memories failed during
system test. Three of these failures were hard failures while the other five
were time failures whi ch recovered and were thought to be residuals of the
ins tabili ty problem .

Table 42 gives a breakdown of the individual chip failures. Most of the
initial chip failures were due to ultrasonic cleaning.

12.2 SYSTEM TEST RESULTS

12 .2.1 System Debugging Procedures

In itial operation of the system was at 1 MHz in order to reduce the
possibility of timing problems . It was felt that if the control system checked
out and the modules were tested that the only problems encountered would be
w iring errors. The system test bed was used in the 44 bit probe mode during —

initial check out.
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TABLE 42
CIR CUIT FAIL URE DATA (NOT INCLUDING CURR ENT LY FAULTY MODULE S )

FAILURE S
TOTAL

CIRCUIT TYPE ASSEMBLED INITIAL OPERATING
-H

TCS-01 6 Scaler 26 2 0
TCS-0l 7 Floating 26 2 0

Point

TCS-0l5 Retimer 197 16* 5
TCS-O60-900b GUA 242 6 2
TCS-065 Adder 70 5 0
TCS-057 Multiplier 36 2 1

- • 4019 51 12* 0
75365 136 1

LS174 42 1 0
PROMS 14 0 20

* Mos t Initi al Fa i lures Due To Ultrason i c C lean i ng

A test pattern was introduced at the FF1 input with the 44 hit input
• probe. The output of each module was then sampled with the 44 bit output

probe. The sampling started with the first stage of the FF1 and then pro-
gresse d down the pipel i ne as modules were p lugged into the system. The
computer simulated the system response up to the module whose output was
being sampled. This response was compared to the sampled response and any
erroneous patterns were indicated with an error marker next to the bad
response. Figure 132 shows a computer print out of a typical test. The
fi rst pattern shows the input to both the s imulator and the PWP . The
second pattern shows the simulator output at test point 17 along the pipel i ne.
The thi rd pattern show s the PWP output at test point 17 along the pipeline.
The columns la beled ER1 and ER2 represent the error markers for channel I
and channel 2 respectively. A zero indicates a match with the corresponding
pattern in the simulator output. A one indicates an error. Notice that the
las t four words in the example have errors.

If an error was encountered along the line when there was no error on the
modules preceding this one, then the probe was moved to the input of the module.
If no erro r occurre d , then the prob lem was an output shor t, a control problem ,
or a bad module. If an error did occur , then the problem was an input short
or wi ring error. In this way , w i ring errors were fa i rly qui ckly el imi nated .

However , after about three quarters of the forward FF1 was debugged ,
control problems began to occur in earlier stages. It became i nconvenient
to use the output probe to search for these problems because it was relatively
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di f fi cult to p lug the 44 p robe w i res into the back p lane . In t hi s cas e, a
Hewlett Packard 32 channel logic state analyzer was used to probe the back-
plane. It was eventually discovered that some of the control PROM data
loca tions had become erroneously programmed . This situation was corrected
but occurred again. In addition to control problems , it was discovered that
undershoo t on the data i nput li nes of the 44 bit i nput probe caused p roblems

• with the TCS-Ol5 retimer chips. These problems were found by probing with
osc illoscopes and the logic state analyzer.

After these pro blems were solve d , the forward FFT was extens i vel y exe rc i se d
at 1 MHz with several di fferent input waveforms . Some waveforms heavily
exerc ised the earlier stages while others exercised the later stages. The
FFT len gth was changed and each configurati on was extensively tested.

At this point , the frequency was ra i se d to 2 MHz . No pro blems we re
encountered and the frequency was again raised to 4 MHz. At this point , ~twas discovered that a significant undershoot on the clock lines caused a
similar problem with the TCS-0l 5 retimer chips as the earlier problem with
the i nput p robe. The undershoot was elim i nated by i ncreas i ng the ser i es
damping resistor value on the output of every clock driver. This , howev er ,
increased the rise and fall times of the clock edges and introduced skews
between clock drivers . It is difficult to tell without further investigation
i f this contributed anything to the 8 MHz rate which was finally reached.
After the clock undershoot was corrected , the rate was aga i n increased . A
max imum of 5.2 MHz was reached for the forward FFT. It was determined that
th is limitation was due to some slow devices in the system. The fi rst two
stages of the forward FFT were operated at 8 MHz. This limitation was again
due to slow devices .

12.2.2 Special Problems/Solutions

A number of problems which were encountered during system tests will be
expanded on here.

During operation , it was found that random bits of the control PROM ’ s wer e
becoming programmed. Three possible causes were identified. First it was
found that when the system test bed probe card was inserted into or pulled
from the backplane , it was possible for the plug contacts to wipe against
exposed contacts leading to the PROM bits. This conditi on was eliminated by
insulating the surfaces and as a further precaution , the probe was not withdrawn
or inserted wit h the power on. Additional bits were becoming programmed after
these steps. The only other cause , identi fied after di scuss ion w i th Texas
Ins truments , the PROM manufacturer , was power supply transients. No power
transients could be detected and a 7500 ~fd capacitor is attached to the Vcc
bus . A zener di ode clam p was place d on the PROM ’s to furthe r preven t V cc
over-volta ge. After the zener diodes were added , no further bits became
programmed. However , coincident with this last step was the depletion of PROM ’ s
with a specific date code. Although a poor batch was susoected , TI cla i me d
that no date code dependent problems had been reported . A final determination
between a poor batch and power supply transients has not been made.

During checkout a number of problems were found in addition to the normally
expected bad circuits and wiring errors . One of these was an effect observed
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on the retim ers which appeared to lose data about half way through the clock
- Ty c le. This was at first attributed to faulty circuits , but further examination
‘e- ~-~1ed that the clock had a much larger undershoot at some points in the
3istem t Iu n expected. Substantial tests had been made during the design to
deter lll jne the proper design of the modules . However , these tests did not use

- - a dup lic ~ition of the module and backplane hardware and it must he presumed
tou t  the model was not suf f ic ient ly representative of worst  case condit ions.
The clock undershoot could essentially cause a condition where the data state
stored on a chip had to supply chip power as the clock went negative momentarily.
i f  this negative puLe were of sufficient depth and width , the stored ‘ one ’
st,~te could be lost. Series damping resistors were added to the clock drivers
to eUminate this Dr Ib le l l . Unfortunately, this also slows the system down by
about 10 nsec and the design needs further refinement.

~orIIe circuits ~-ere found to fail after being in operation up to several
hours. It is not known whether this problem is due to residual hydrogen ion
contamination or some other cause. At any rate , until assurance of elimination
of this basic problem can be had from fabrication , circuits placed in a system
should be dynamically burned in at elevated temperatures to screen for this
problem.

The backplane ~-ias machine wired with teflon coated wi re. It was found that
shorts occurred during checkout due to the insulation on one wire pressing against
a pin in the case of a 90 degree turn . The teflon insulation would slowly flow
out under continued pressure. This is an unusual condition caused by improper
tension applied during wirewrap. It would normally not be a problem if point-

• to-po int wiring were used on the back plane.

Clock timing and data undershoot problems were encountered on the test bed
i n t e r f a c e  as the cloc K rate was increased. The timing problem was solved by
using independent laboratory clock generators for each unit although a common

~ clock is a preferred solution. The data undershoot problem which occurred in
the remote probe card was eliminated by increasing the decoupling, and adding
diode clamps and termi nating resistors .

The fi nal problem came to light when the speed capability did not meet
expectations. It was initially found that retimers made during a certain peri od
had propagation delays of up to 40 nsec rather than 15 nsec . Further checking
into this at SSTC revealed that the conductivi ty was lower for these runs.

• Further testing of multiplier circuits also indicated propagation delays up to
35 nsec more than the maximum anticipated. Based on these additional de~~ysof 60 nsec p lus 10 nsec due to series clamping resistor on the clocks thr I dy i r n uni
operating speed would be 5.9 MHz. The forward FF1 has not been exercised without
error beyond 5.2 MHz. The speed problem can be avoided by proper wa fer screening.
SSTC estimates that their yield would decrease by 10-20% if the suspect l ower
conductivity runs were eliminated.

12.2.3 Performance ~-e as ure r onts

A library of thirty test wavefo rms was written which included various
frequency waveforms , random patterns , DC and impulse patterns. These test
patterns were used t •- exercise the PWP and compare with the simulator responses.
The tests were performed at ~ MHz and for all three FFT lengths. In every case
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the PWP performed exactly as the simulation with the exception of an occasional
I bit error. Three of the tes t patterns and PWP outputs are i l lustrated he re .
The first , Fig ure 13 3a and l33b , i s a medi um frequenc y alterna ti ng square wave .
As ex pecte d , an impulse occurs near the center of the aperture . This case
was run for a 64 point aperture . The second case , Fi gure 1 34a an d l34b , is a
random pattern . Th i s pattern exerc i ses more of the har dwa re than any of the
other pat terns . The case was run for a 32 point aperture . There are a few
po i nts with a one bi t error in this pat tern . It is felt that these represen t
hardware problems and not an algorithm airthmetic error. The third pattern ,
Figure l35a and l35b is an impulse pattern for a 16 po i nt aper ture . The ou tp ut
is a step function and there are no errors in the pattern .
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