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COMPW LR-GLNERA’ I ED DISPLAYS ADD ED ~
l-O HEL

HELICOPTER OPERATIONAL TRA INER

INTROD UCTION

In late 1975 , the US Army Human Engineering Laboratory (HEL) initiated a two-phase
effort to interface its Helicopter Operational Trainer (HOT) to the Command Control Simulator ,
thus extending the human engineering aviation des ign support capabilities to provide:

1. Real.time , dynamic , computer-generated visual displays.

2. A means of measuring flight crew performance as it relates to new and proposed
cockpit displays.

3. Automated data collect ion.

4. Replay capabilities for anal ysis and crew debriefing.

The extension of the imaging and computation capabilities of the Command Control
Simulator (CCS) System will permit effective studies to proceed with regard to alternate sets of
visual cues to be presented on head-down pane l-mounted displays or helmet-mounted displays.
The system is sufficiently flexible so that head.up, out-the-window displays could be provided
with the addition of a projection cathode ray tube (CRT).

The development of t his capability has required a significant expenditure of effort in
programming and systems integration to- enab le a limited computer configuration to provide the
support functions enumerated above. Exp loratory software has been developed to provide proof
of the real-time dynamic imaging capabi lities for both line-drawn and solid-surface computer
generated images.

Figure 1 shows the cockpit view of a line-drawn dynamic flight display presented on the
panel-mounted CRT.

The following discussion w ill describe the major system components and some hardware and
software prob lems encountered in this development.

Equipment Configuration

The HEL Command Control Simulator (CCS) system evolved slowly from its initial 1969
configurat ion consisting of a Varian 620i computer with three monochrome CRT’s, paper tape
and te letype input/output and assembl y language programming. The present system , shown in
block diagram form in Figure 2, is composed of three categories of equipment—digita l, analog
and imaging. FORTRAN programming methods and a computer operating system have replaced
the original assemb ly language methods and have reduced program development time.
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.1 1) 1 ‘ s ste m Components

Digital co nt r o l  and storage is provided hs a VAR IAN 6201-100 , a V A R I A N  620i and a CDS
1 14 disk drive. Sup pfe me nta i’, storage is provided h , LINC magnetic tape .

The CDS Ii 4 disk driv e provides storage for 29 million by t s  of data. Routines fur
computation and disp la’ , as well  as imaging data bases and test results res ide in the disk st rage.
D\ nariuc memo! v allocat ion , provided with the software operating sy s tem , permits the
comput er , in associat ion wi iii the disk , to execute programs w hich w i l l  not l i t  in the is a ilab le
main memory.

Analog devices are interfaced to the CCS through an analog input module. I r iu m i ng analog
data is multi plexed at the analog input module . The multip lexer current i ’, provide s a ca pab i l i ty
to select 16 ex ternal analog signals and is expandable to 256. Signal samp ling i t ,  is controlled b ’,
‘ r es et  ~lock or computer program. After analog ~o-di ’,itaI conversion has been Lomp leted , data is

t ra r is ie rre d to t h e  computer on the input/output lines as permit ted h~ programmed sensing or by
in interrupt ‘ r c e d u r e  initiated by t he analog-to-di gital converter rr i r dule .

Line-drawn disp lays are generated through the IDIIO M calligrap hic disp lay system.
Appendix B provides a summary of the capa bilities of this system. The IDIIOM 1 .2L disp lay
processing unit bidi rectiona ll y interfaces with the VARIAN 6201-100 as a disp lay file buffer.

The speed and precision of the calligraphic system make it highl y desirable for human
aLto rs studies that do not require solid surface computer-generated images , i.e. , dynamic

character and symbology study related to information transfer and subsequent man-machine
interaction.

Solid surface image capability is provided by a raster scan imag ing system developed b’,
Interpretation S\stems , Inc. Images are presented on te levision monitors in black and white or
color. The image buffers are separate from the VAR IAN 6201- 1 00 core memory. This system is
different than most in that dua l image buffers are provided to permit massive image buffer
modification wi thout loss of the displayed image. The raster-scan system is oriented toward
providing a simulation of LLTV or FLIR nap-of-the-earth terrain displays. Human factors testing
related to display in these tec hnology areas will be the subj ect ot consiuerab le efforts in the near
future .

Stored image displays are provided by an Owens- Illinois s .5” by S .5” Did ivue flat-panel
disp lay unit featuring 262, 144 addressable points and rear projection capabi l t~ . T h i s  device has
dynamic imaging capability; however , not to the degree that can be attained with the raster-scan
or calligrap hic systems. It can be useful for monitoring the simulator ground track and vert ical
flight profile by the instructor or experimenter or as a cock pit disp lay for a variety of data
presentations , one of which might be a navi gational map display. Digivue specif ications are
summarized in Appendix B.

A Honeywell 5600c analog recorder provides storage for analog data f rom the HOT and also
enables rep lay of the flight following conclusion of the test mission.

Detailed information on the disp lay syste ms can be obtained from references ( 1 )  and (2).
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The final large element of the CCS system to be considered , the Helicopter Operational
Trainer , is the most recent addition to the system and one which repres ents , to a high degree , the
greatest potential for study of man-machine interaction and the resulting human factors aspe cts.

Complex integrated aircraft displays are being developed by various A rmy labo ratories for
w hich little or no human tac tors data exist , especially for thoEc airc rew tasks related 1 . ’ NOE

flights and integrated avionics panel displays.

The Helicopter Cperationa l Trainer (HOT), when attached to the CCS provides an
- 

. inexpensive means of obtaining human fact ors data related to cock pit displays.

The HOT (Figure 1) includes a cock p it , a hydraulically actuated motion system with two
degrees of freedom and a computer . The interior of the cockpit provides the contro ls and
instrumentation representative of a single-rotor helicopter equi pped for 1FR procedures. Engine
sound effects add to the cockp it realism.

Panels and controls arc modified by the HE L as required to ~upport human eng ineering
design tests and research.

HOT characteristics are provided in Appendix A.

HOT DATA CONVERSIO N AND STORAG E MET HODS

HOT Analog Data Conversion and Samp l i ng

The HOT analog data conversion was simp lified by making all HOT outputs conform to DC
levels through hardware signal conversion/condit ioning at the line driver modules. The analog line
receiver outputs are connected by coaxial cable to a multiplexed analog to digital converter
module . Data samp les may be made randomly or sequentiall y as commanded by computer
program control. The selection of random or sequential mode is determined by the programmer

~ and is influenced by the rate and type of data to be col lected. The time between samples also can
be selected by the programmer . Programs w hich require long computation periods after each data
sampling pass will genera lly require a data sample on program demand. The computer generated
flight display program (4) operates in this mode due to the Y2.second computation delay required
to perform matrix multip lication , synt hesis , line clipp ing, projection arl ,! display after each data
co llection pass. Programs which have sufficient idle time after each data collection and
computation pass may be moved from their idle state by the interrupt capabi lity of the
analog-to.digita l converter module at , for examp le , every 100 ms. Interrupt frequency is selected
by the programmer but cannot , however , be of shorter duration than required b’, the
computation process which follows.

The end result of the data-conversion process results in the execution of two computation
procedures. The first procedure will systematical ly and chronologica lly process data related to
f light.crew performance and store the results on the disk for later statistical analysis. The second
procedure resu lts in modifying a display fi le which permits the ‘displayed image to be updated .

7
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Test Mission Data Storage and Hardcopy Output

Data storage for test missions is Provided at two levels. Tha first level is analog data from the
HOT and the second level is digital data pertaining to test-mission activi ty, and activity
assessment .

A Honeyw ell 5600c records a number of se lected analog signals from the HOT to provide
ic’p l.i~ capability. At 3 . 3 14  ips , a single reel will prov ide storage for 2 hours of testing. Slowl y
vary ing DC level analog signals from t he HOT require the use of FM record and reproduce
circuits.

Ana log signals may also be digitized and stored on LINC tape and disc to provide rapid
access to rep lay se lected segments of the test flight.

Selected analog channels are digitized by the analog-to-d igita l system and transferred to the
dig ital system. A portion of this data is used by spec ial software routines to generate data for
disp lay files. Other software routines assess aircrew performance , sirnj latc radar-warning alerts ,
ground-proximity alerts , aircraft emergencies , etc. This data moves from core to disk as required
by the routines currentl y executing in the digixai systems. Long-term digital storage is provided
by the supp lementary LINC tape system.

Hardcopy Output

Hardcopy output on the CCS system is provided by a Statos 31 printer/ plotter. During
program preparation or during data analysis runs it serves as a line printer. During test exercises
or replay, it ca n provide hardcopy of the CRT display.

HOT PANEL MOUNTED CATHODE RAY TUBE DISPLAYS

A high reso lution 10-inch diagonal monochrome cathode-ray-tube display is panel mounted
in the HOT. The CRT is connected by an 8-foot flexible cable to the electronics unit mounted
externall y to the HOT (Figure 3). Some of the pertinent specifications for the panel mounted
line drawing disp lay are provided in Appendix B. Specifications for the raster-scan panel mounted
CR1 are incomplete at this time.

Three large screen (21 “) calligrap hic monitor stations with interactive devices for
experimenter control , monitoring and program deve lopment are located in the CCS room (Figure
4). Development efforts requiring color may utilize the four-color penetration tube CRT.

PROG R A M M I N G  CON S ID E RAT IONS

What appears at f irst to be an overwhelming array of hardware is easily brought under
contro l by computer programs. Spec ial systems and applications programs Written at 1-IEL
perform wit hin the HIGHER disc-based batch-operating system developed by Infor mation
Disp lays , Inc. The operating system permits the generation and control of interactive disp lay
programs to be wr itten in FORTRAN and also permits imbedded assembly language statements

8
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Figure 3. Out line drawing, Multifunction Display Indicator.
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in the coding whenever an operating improvement justifies its use. Special IDIIOM FORTRAN
Graphics subroutines permit the development of interactive display files using FORTRAN.
Routines , developed by HEL , enable ana log.to-di gital conversion processes to run under control
of a real-time clock.

Programs developed by HEL permit physiological data to be collected during
experimentat ion on analog tape and then presented for preview on the CRT’ s in an interactive
mode for analysis prior to processing by math routines. CRT presentations of relevant data may
be plotted. Reference (1) provides details regarding this type of app lication.

Software for Phase II applications requiring the raster-scan hardware for solid-surface
displays is being considered for specification and development at this time.

REAL TIME SYSTEM RESPONSE HARDWARE AND SOFTWARE CONSIDERATIONS

One of the most comp lex problems encountered in integ rating visual devices with complex
motion-based simulators is the realization of rea l-time response.

Within the sphere of simulator applications , at HEL we consider a realtime response as one
which meets the fo llowing definition:

“A response is considered real-time when the computations proceed at such a rate that
the process underway is influenced without creating a perceptab le delay to an operator in a
man-machine loop.”

For practical and economic reasons , it is not always possible to achieve the ideal expressed
by the foregoing def inition. However , wit h regard to training and human factors testing, the
apparent delay perceived by an operator in a man-machine loop must be sufficiently small so as
not to cause the operator to perform different ly than if the delay were non-existant.

Sources of Response Lag

The HEL helicopter simulator will have three sources of motion cues for the pilot . The
standard panel instruments represent one set of cues. Physical motion cues in the form of pitch
and roll are created through a hydraulic motion system. Visual cues are presented in the form of
a panel-mounted CRT.

The physica l motion and instrument cues are adjusted and correlated to produce the desired
response for the aircraft being simulated. The motion computer , block 2 in Figure 5 , has the task
of generating the necessary electronic si gnals for the panel instruments and hydraulic sy stem. The
lag time from pilot input to instrument or physical motion output is on the order of 100-400
mi lliseconds. These are desired values and are built into the system to characterize the act ual
aircraft being simu lated.

Visual simulations , espec ially those requiring psuedo 3-D imaging, expend the major portion
of the computer-processing cycle , in matrix multip lication operations on the data base. Special
hardware array processors are ava ilable which can permit high speed processing of the imaging
matrices. Their cost , at $20 ,000 and up, begins to approach the cost of the main frame of man~
small computers . Good 3-D imaging results can still be obtained, however , without the spec ialized
hardware.

11
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Figure 5. System loop delays.
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Software Methods to Compensate for Hardware Limitations

To avoid the use of special matrix hardware in small computer systems, a few software
concess ions can be utilized to decrease the processing time. Those availab le are integer arithmetic
p r o c e d u r e  s , assembly language procedures , interlaced data-interpolation procedures ,
extrapolation procedures , para llel processing, and comp iler efficiency improvements.

Processing routines which can be converted from floating point to integer , or f ixed-point ,
can ach ieve speedups on the order of 20 to 30 times when implemented on minicomputers not
having floating point hardware. Tables 1 and 2 provide some insight into the amount of speed
improvement that fixed-point arithmetic procedures can provide. For example , the software
floating-point multiply on the CCS requires 258 us. The same operation using fixed-point
hardware requires only 7.86 us—a speed improvement of 34 times.

TABLE 1

Floating Point Arithmetic Processing Time a

Floating Point Add 212 us
Floating Point Subtract 2~ 2 us

Floating Point Multiply 258 us
Floating Point Divide 359 us
Floating Point Square Root 1400 us

Fixed Point Square Root 2230 us

aThese procedure execution times were obtained using
ar ithmetic software provided by the HIGHER operating
system perform ing on the VAR IAN 620f-100 computer.
Times include memory store of result.

TABLE 2

Fixed Poin t Arithmetic Processing Timea

Fixed Point Add 3.00 us
Fixed Point Subtract 3.00 us

Fixed Point Multiply 7.86 us

Fixed Point Divide 7.86 us

aExecution times measured on the VARIAN 620f-100
with hardware multiply/divide. Time includes fetch and
store of upper 16 bits of result.

13
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ftc .ictual overall speed improvement is not usuall y as great as indicated by number
comparisons derived from the tab les. To permit operation over a reasonab l y large range of
numbers , scaling procedures must be employed. This will require at least one more fixed-point
arithmetic operation , thereb y reducing the speedup , on the average , to about 20 times.

The sop histicated arithmetic hardware available in modern medium and large scale
computers i.~~ relaxed the awareness of the problems which may be encountered in using
fixed-point arithmetic procedures. Many digital computing books gloss over or completely ignore
the topic. It is an important procedure , especially w hen minicomputers are applied to real time
systems.

Several problems arise in the use of fixed-point procedures. The first problem , scaling
considerations , is one of adding two negative numbers or subtracting opposite ly signed numbers.
These operations can result in numbers which exceed the word size of the computer. Division ,
wi thou t  appropr iate scale facto rs app lied , may also result in a quotient which overflows. Another
probleni re lated to fixed-point o perat ions in min icomputers  concerns the word length . Most
minicomputers use a 16-bit word length which may not allow sufficient precision to eliminate ,
comp letely , all f loat ing -point calcu lations. The limited word length tends to increase truncation
errors and becomes noticable in display applicat ions by the motion quality.

Differences in procedure execution times can be significant depending on the efficiency and
type of compiler used to convert the source program to machine language. The source language
level used for programming also becomes a factor in the efficiency of the machine language
program. Programs t hat are written in assembly language can be as efficient as the skill and
determination of the programmer will permit. However , the complexity of most imag ing
programs requires , for practical purposes , that high level language such as FORTRAN and ALGOL
be used.

The software system under which a program is compiled will also affect the execution time.
Programs comp iled under an operating system which provides dynamic memory allocation will
not execute as fast as the same program compiled under an efficient standalone compiler. The
lower execution speed results from additional coding required to support the memory
management tec hniques of the operating system .

F
L\ecut ior i time for four programs was measured at the HEL us ing the o p e r a t i n g  ~ ~tcm

FORTRAN compiler and again for a standalone FORTRAN comp iler . Table 3 summarizes the
results of the time comparisons. The program used for t he execution time measurements are
provided in Appendix G.

We would expect to find the operating system to be slower in every case because of the
dynamic memory allocation capability, however , for pecu liar reasons , this was not the case for
routines one and four.

I,

With regard to routine one, it was found t hat the supplier of the standalone s~ stem had
made some expedient and cri pp ling patches in the compiler to allow the use of hardwa re
multi ply/divide which resulted in excessive and unnecessary coding. This problem is also ref lected ~ 

-

in the execution time of routine four. The execution speed of the operat ing systems for routi r’ - .
t w o  (floating point) could be improved with an improved floating point software routine.--,
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TABLE 3

Comp iler Code Ex ec ut io n  l ime Comparisons

Compiler
U.S.a S.A. 1

~Program (see) (see) Rema iks

1. Integer Routine 3.2 104.0 O S . 69 percent f~ts~c r

2 . Floating Point Routine 77.5 60.5 S.A. 22 percent faste r

3. MLxed lnt/ Float ing Pt. Routine 80.5 70.2 S.A . 13 percent faster

4 . Mixed Int/ Floating Pt. Routine 85.2 89.2 U.S. 3.4 percent faster

aOS - Operating System
bs A  - Standalone System

With due consideration to all improvements in both comp iler systems , we can exp e c t  t hat
the standalone system (S.A.) will always provide code which wil l  execute 15.20 percent t , istel
than t hat provided by the operating system. We arrive at these results from an est im, ted 5
percent improvement in the operating system (O.S.) floating point execution time and improving
the S.A. integer execution time to at least equal the U.S. intege r execution time.

For a given installation , there is nothing that can be done to  greatly modif y’ the exist ing
central processing unit architecture. However , if an opportunity exists that would enable a choice
to be made in the selection of a CPU for real-time imaging routines , there are architectural
designs which will influence execution time and also directl y influence compiler code efficiency ’ .
Word size , number of genera l purpose registers , number of registers available for arithmetic
operations , floating point hardware , microprogramming capab il i ty, etc., will affect the amount of
code generated.

Some small processors offer 24- and 32-bit wo rd size \e rsus  16-bit word size for others;
seven access~bIe genera l purpose registers versus three accessible registers; hardware floating point
ad d / s u b t r a c t / mul t ip ly / d iv ide square root versus hardware fixed-point add/ subtract ’
multi pl y/divide.

Every additional general-purpose reg ister that is provided by the central processing unit
architecture can improve procedure execution time in several wa y s .  The amount of
register-to-memory swapping can be reduced. Arithmetic operations can be optimized by
elim inating redundant load and store operations through retention of arithmetic results in
registers. In general , compiler optimiz ation goals that leave values , indexes , and address constants
in registers for future use are desirable.

Word size has a significant effect upon code optimization and procedure execu t ion  speed.
Larger word sizes wi ll reduce the number of double-word instructions thus reducing the amount
of code generated and directl y reduc ing the number of memory accesses required. Larger word
size also provides a versatile instruction set which can , in a single word , specif y comp lex
operations utilizing multiple registers.
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A birdware f loating-point arithmetic unit will probabl y do more to improve the execution
time o~ tea l-time simulation programs than any other available computer option. The time to
produce a floating-point arithmetic result can be reduced by a factor of 10 compared to
f loating-point software methods. A floating-point arithmetic unit will also permit a reduction ii
coding and some units will also permit some concurrent processing with the CPU.

Real-time programs can benefit by the use of optimizing compilers. This is a compiler
feature which rearranges the code to produce a more efficient object program. A few compilers
written for small computers w ill perform some optimization on the source program. It is
doubtful if any compilers perform optimization at the object program level.

An example of program optimization which the alert programmer can utilize when
non-optimizing compilers are used, is one of removing computations from inside a loop to the
outside of a loop when the value does not change inside the loop.

For example , the fo llowing FORTRAN procedure contains values inside the loop which do
not change :

DO 10 1= 1 ,100,1
TF =l
DB(l) = Cl *C2*C3*TF/ 7

10 CONTINUE

Relocating the constants externa l to the loop results in the following:

C=C1*C2*C3*10
DO 1 0 1= 1 ,100,1
TF = I

• DB(I)=C*TF1.7

10 CONTINUE

A 36 percent reduction in execution time resulted for the second case when compiled under
the non-opt imizing compilers of the HEL CCS.

Anot her chance to optimize a loop procedure is one which has the following form :
L

DO 1= 4, 100, 2
Al = l*K
DB(I) = Al + J (I)

This can be optimized , when K is invariant , and A is not altered elsewhere in the loop. The
statement A = I*K can be modified to a procedure using addition (strength reduction), w h i c h
executes faster than multiplication. The loop can be implemented in the following form :

Al =4*K
A2 = 2*K
DO 1=4 ,100,2
DB(l) = Al + J ( l )
Al = Al + A2

16
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1 h i s  ‘ l)t m /a t i ~ n p ’ ~~ edr i r c -  wor ks wi th  integer values onl y .  Loop ro utines w hir l  may
pcrnli t RL \ L ‘, alij es would permit c i  1 )15 , due to rounclol I , ,u rinu t ate  as t i e  lou~ iS I ter a tcd
The reduLt ion in exe ~ it or time util izing the strength redu Lt i i  met hod is 4 percent ‘ r i  the HE L

~ CS ss stern , a rat her d isi. o irag ing result when one is expecti ng a Sf ) percent rnpiu~efli er i t based
upon ‘ i t e ; e r  multip ly ii I addi t ion execut ion time , DO loop overhead u’ a to  sv~. r r i p thc
cxpe ~ ted  ‘u’ ’u~~e nni t ~r l  in thi s case.

Pr ,  gr .in i L xa nrp le

-\ go d example of the app lication of some of the comput er processi ng c . n i ; ’ t  m ises IS d

ds nann i. fl ight drs p la~ is h r .  I ILL has adopted from a program deve loped for the O f f i c e  of Na’S . 1
Research (4 ) .

The program is curre ntl y operating at an average 1 0-fr ame-pe r-see ’ffl d dis i ldy r. te with a
picture r n p l c x i t \  of 60 lines. This rate does not provide a samp ling ‘1 the analog inputs f ro m
the HOT at 100 ms intervals ; instead , analog data is samp led e ve ry  500 us and the di sp ay dat d
files are updated at the 10-frame-per-s econd rate by a frame synthesis ( interpolat ion) pruLcd L~r C’

applied to  d ispl ay points in consecutive frames. A bloc k diagram of the proc .’d i n is shoe, n in
Fi gure ~~~. l i e  data base representing the 60 lines to be disp layed is sp lit in t o  three blo. ks. I he
line endpoints are represented by an array of four-by-one vec to rs . Mult ip lication of the
four-by-one vectors by the transfo rmation matrix is carried out on cacti d a t a blork and
distributed between the frame synthesis procedures.

p The developers of this disp lay techni que were successful in providing sur o ta  d y namic
d i s p la y s  wi th an unsophisticated minicomputer system.

HEL has further analyzed this program development to determine what step s could be t i k e n
to  increase the frame rate. Timing measurements were made on four procedures and it is s

d e termined  that the transform matrix multip lications require 40 percent of the process iu1., t ime
Appendix F).

..\ fast array processor would reduce the transform matrix multiplicat ion time sufficientl y t ’
permit a 2:1 improvement in the frame rate of the examp le program. However , equi pment
presentl y available at HEL could provide the same improvement by using i’ ral ~’.l process :’g in
w i  L ii t he various routines would be divided between tv  o comput e rs. Other ste ps is ‘rich can be
implemented w ou ld  be the use of a more efficient FORTRAN cur ip il ci tha i ~ Pr e~e t l ~
available and the addition of a hardware floating-point arithmetic unit .

Inputs to the visua l system for derivation of the visual cues conic from s ,rrious pick-off
points in the simulator computer. The real-time response of the visu al sy stem p r e s e n t s  tw o

problems. The first requires a determination of the allowable or optimum v s r ,nl deLis rela t se to
the motion system response. It can neither lead nor lag the motion system h~ t i much before it
disturbs the pilot. The second problem is one of maintaining the minimum processing time
around the visual system loop represented by bloc ks 1, 2, 4a , 5a , 6 , 7 and 8 in Figure 5. As the
visual system loop time approaches 100 ms , there wil l  be very l i t t le  t ime to play is t h i  in
optimizing the correlation of the visual output to the physical motion.

To improve the frame rate or to allow an increase in picture ~~niip lex r t y  at the c’ x i s t I n l g
frame rate , it will be necessary to process data in parallel as indicated by blocks 4a , 4b , 5a , ~b , in

Figure 5. An alternative to this approach would be a special high-spced ar i thmet ic processo l .
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Get Parameters Frame Synthesis
from HOT and Projection

Create [ Frame Synthesis
and ProjectionTransform Matrix

1 1 4
J 

Data Block 3 Array
Frame Synthesis Multiplied by

Transform Matrix

Data Block 1 Array Frame Synthesis
Multiplied by and Projection

Transform Matrix

1 _________
Frame Synthesis [ Data Block 2 Array

Multiplied by
and Projection Transform Matrix

Figure 6. Dynamic flight display processing loop.
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Real-time systems having multilevel interrupt c a pabi h i t ’~ can provide an opportuii i  ty to

i educe the quant i ty of s ftie and uiipn ove e x e c r i t i ’  or sp eed ii mu ltip le reg isters are provided at
each interrupt level t hus el iminating the need for the s o f t  is die to tr a nsfer processing unit registers
to memory w hen servicing an interrupt . The IBM syst em/7 is a good ex. rr f l p lc of multip le level
interrupt Ii rd isa re .

To summari ze those points crit ica l to getting an imaging app lication up to speed , look at the
ef t ic iency of t i e  compiler with respect to arithmetic processing speed , and, if the opportUn it is
available , sele c t  t he computer that has the greatest number of accessible general-purpos e registers ,
larger word size , hardware floating-point arithmetic units , multip le interrupt regist e rs , and

microcode capabil ity. This does not require selection of a system having IB M 360/370 level of
capabil i ty. Systems Engineering Laboratories SEL 32/55 , lnterdata 8/32 , Harris Slash 6 and Slash
7 are sonic good examp les of low cost systems with except ional  capabil i ty.

H A R D W A R E  I N T L G R A T I O N  PROBL EMS

-‘s in unfortunate situation exists at HEL regarding t he location of the CCS and thc 1101;
ti re y are se p .nrat ed by a distance of 250 feet. Also , the HOT w as not spec i f ica l l y  desi gned for the
type of imag ing system which HEL has interfaced to it. A number of electr ical / electronic
problems required solution be for e successful disp lays could be genera ted. Thes e problems w e r e

related to AC power systems , analog output signals , data transmission over 250 (eet of’ cab le , and
real-time response problems. The solutions to these problems are considered next

In addition to the complications provided by the 250 foot physical  se paration betwee n the
HOT and CCS , there exists an AC power system problem which results from eac h s~ s t e n ,  being
powered from different AC transformers. Severe ground loop signals develop t r i p In is s; t , r . i

Figure 7 characterizes the HEL system situation. Common mode noise sources , show ii as an Cern
signal, are due to potential diffe rences between the two ground systems. Other common mode
si gnals may develop in the cable due to proximity to high current carry ing lines along the ca ble
r u n .

Noise was also observed on the analog outputs from the HOT in addition to those c r i e d
above. These noise signals co ns iste d of low frequency periodic noise , nig h I reqrr e r l .  \ SI iiUSOiddl
bursts and random transient sp ikes.

Delicate circuits of both systems are protected and the data precision retained by ,  f irst ,
isolating the two systems , second , filtering the HOT noise , and third , conditioning Inc HOT
analog outputs to eliminate undesirable signal types and standardize them where possib le , The
third precedure can significantl y reduce the amount of data processing required to quantif y a
parameter.

The first step in eliminating noise sources along the cable route was to sele c t .i suitable ca b le
type. Twisted pair performs reasonabl y well in these situation; however , when in the v i c i n i t y  of
other cables which may radiate high energy impulse noise , there is a l w a y s  some nick-ut ” . Belden
type 8773 ca ble was selected for providing the desired twisted pair and also for providing a shield
for eac h twisted pair . Shields were terminated at the HOT system ground.

The second step in eliminating the noise components required the use of a differential line
receiver and dual-lin e drivers. Dual differential 747 o perat ional amp lifiers were used for both line
divers and receivers . The method , shown in Figure 8, also provided isolation bet w e e n t he tv
systems.
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Figure 7. System signal equivalent.

HOT CCS

_______ ____________ 250’ —‘_______ Line Receive r A/ D Converte
Signal Filter

Figure 8. Differential line driver/ receiver configuration.
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‘~e le .ted R(. l i f t e r s  ,oid in l t eg i , r I  Os  w e r e  ut i l ized to el imin at e 1101 noise and to prov ide 1) 1
les ek .o in e sp ’ n i i f i ng t i  i_ rh  of .iimb , a l t i tude , . i rs pc ’e d , e t c

\ ppeni d x  E pros  ides some representat ive data analysis of t In e 1 -101 .nalog output af ter
di g i t iz in i ni at the ( ( S end . Data samp les w ere  obtained w i t h  the 1101 el.’ t r o i n i cs  and i s  d r n h i c
si ste in on .ind the simu l,ito r ‘on the ground. ’’

H gIn -s pee. r ‘. cL,’ data and CRT beam pos it ion ing comm ands sent from t h e  (,CS to the 110 1
i led s a  RC1 80 c n a \ i a l  cable pl~ccd paral lel t the .uiah ‘g cable , The disp lay’ unit sign.nl

el e ctronics are iso l ,nt cd f rom the HOT sy ’steni ground and re fe ne i i .e d  to the CCS system ground.

Sli ght character arid s e c tor  di-gr idat oil wds noticable in the t ori of reduced intensity at the
beginning of each line causing gaps to appear in what is normally a smoothl y stroked s e c t o r  or
character . ‘[‘he gJ~’s res u l te d  from line capac i t ance  and high input ‘ r nn p i denc e  at the CR1 video
amp lif ier wh i ch  a l lowed the m dc’’ signal rise time to bd’ L ,nie excc ’ ss is ’ e.  Red ag the s ’ nd ’ _
amp l i f i e r  input impedence t 100 ohms ss’as suf f ic ient to i inn p ro s e the video rise finn. and r es lane
t he integrit of the s e c t o r s  and eli _ t i n. t e r s ,

The orig inal CCS ii isp las were located at the end of 30- and 100.lo ‘t cable lengths.
Locat ing a display - in the 1101 at a distance of 250 f ee t  r e i j r n n e d  read s t : n en~t ~ the dof l~n\
‘5 stem for best disp las presentation at t his HOT end. This has i e s i i l t e ’ J  in c c l ’  ir endpoint closure
‘i uhlenis f i r  the displays located at the end of shortcr cable lengths. De la lines wi l l  be provided

for  t he \, Y , and L inputs to the ori ginal CCS disp lay s to  compensate for d !Ife ring cable len~ t hs .

~ iN L L US IONS

Much has been learned in integrating the helicopter simulator to provide ri h- t ime dy namic ,
computer-generated visual disp lays. The photographs that are included in th is report aemonst r’a tc -
the capabil i ty of t h e  installation.

Fi gure 1 shoss s the [1’ namic Flight Display presentation as seen in the HOT. A close-up ( If

the CR1 presentation is shown in Figure 9,

Fi gures 10 and 11 show two earl y versions of integrated av ion ics  CR1 disp la~ s. Sc m en
other versions arc currentl y being tested .

Fi gure 12 is a plasma panel disp lay of the HOT ground track during a test m i s s ’ ’ i i .

Figures 13 and 14 are photograp hs of simulated NOE images which are to be presen ted on
the panel mocint ed ,ts ter- sca n system.

Jevelopment and maturing of this ~apa hil ity will provide HEL with a met hod of’ e s a I u , t n ~g
t hr ugh simulat ion , ma rr y types of panel-mounted disp lays. Helmet-mounted displa y s wi l l  be
added in t h e  near future ,

21
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APPENDIX A

HELICOPTER OPERATIONAL TRAINE R CHARACTERIST ICS

Basic HOT Instrument Cha racteristics

Airspeed 0 to 140 kts
A ltimeter -2000 to 18 ,000 ft
Rate of Climb 0 to ± 2500 ft / mm
Turn Indicator 2 minute turn
Percent Torque 0 to 110 percent
Engine Tachome ter 0 to 3500 rpm
Rotor Tachometer 0 to 350 rpm

Motion System Kinesthetic Cuesa

Limit Acceleration Velocity

Pitch ±11° ±25°/sec 2 +9.16°/sec
—14.3 5°/sec

Roll ±11° ±50°/sec 2 ±25°/sec

aKinesthetic cues are synchronized with instrument indications

Other Cues

Rough Air
Landing Impact
Rotor Induced Vibration

Controls

Flight: Cyc lic Stick , Collective Stick , Directional Pedal
Powerplan t: Engine on/off switch , Throttle

28
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APPENDIX B

F: IDIIOM CALLIGRAPH IC DISPLAY SPECIF ICATIO NS

CRT (monoch rome) Phosphor -P3 1

Def lection Magnetic

Resolut ion .015” Spot Size

Character W riting Time 10 us

Vector Writing Time 50 us full screen

Circle Writing Time 100 us

Position Generator Resolution 1024x by 1024Y

Functions Blink control

Character Rotate 900 CCW

~ 4 levels intens it~
Line structure-dot , dash , dot-

I dash , solid

Bri ghtness 40 FL at 100k in/sec writing

speed , 60Hz frame rate

• - 
t 
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APPENDIX C

RAS T ER SCAN IMAG ING SYS T E M SPECI FI CATIO NS

-
. 1. 512 x 640 horizontal raster-sca n 2.1 interlace

2. 16 levels grey scal e, 1 level alphanumeric overlay

3. 4096 colors

4. Image manipulation functions

a. windowing

b. trans lation

c. sca ling

d. zooming

e. scrolli ng

f. reversa l rotation

5. Grap hic functions

a. vec tors

L.. b. conics

c. plots

- . 6. Characters - 7 x 9 font

L l  30
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APPENDIX D

DIGIVUE SPECIFICATIONS

Individually Addressable

Lig ht Points 262 ,144

Character Capacity

wit h 5x7 matrix 4,335
with 7x9 matrix 2,223

Dot Spacing .0167” center-to-ce nter

Light Spot Size 7.5—8 .5 mil

Vector Address Rate 50K/dots per second

Viewing Angle 160°

Brightness 50 ft./L approximate ly

Contrast Ratio-Small Area 25:1 nominal

Light Spectrum Neon orange (5852A ° predominant )

Bulk Erase 20 microseconds

Operating Temperature Range 0°C to +55°C

Storage Temperature Range -62°C to +85°C

Addressing Rate

I 

Serial 1,400 characters /sec 5x7
Parallel 10,000 characters /sec 5x7

Logic Level TTL —

Clock Synchronous or asynchronous

Overall Unit Size 16.5” x 15.5” with hollow rear
proj port

Panel Size 12.25” x 12.25”

Active Display Area 8.55” x 8.55”

Charac ter Size

5x7 80 x 120 mils
7x9 120 x 150 mils

Power Supply Input Require ments 1.8 amps maximu m
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APPEND IXE

SIGNAL ANALYSIS OF HOT ANALOG SiGNALS

HOT Electronic and Hydraulic System on Simulator on “Ground”

M m .  Avc . Max. Spred
Signa l Cfr an. (my) (my ) (my ) (my )

Lat. vel. gnd 1 - - -

Airspeed 2 -49 -34 -27 22

COS Heading 3 9009 9016 9026 17

Altitude 4 -37 -32 -29 8

Pitch 5 -1 123 -1118 -1116 7

Bank 6 -7 7 15 8

Sin Heading 7 -2244 -2224 -2212 32

Turn Rate 8 - - -
Cyclic Pos. Lat. 9 -5537 -5522 -5508 29

Cyclic Pos. Long. 10 -7515 -7488 -7476 39

Collective 11 671 686 701 30

Pedal 12 -3813 -3792 -3779 34

Rotor Thrust 13 752 789 820 68

Long. Vet. Gnd. 14 -17 -2 20 37

Slip 15 10 24 39 29

Ver t. Vel 16 -2 5 10 12

aDefe ctive at time of measurement.

-ì
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A P P E N D I X  F

PROCESS TIME FOR THE DYNAMIC FLIGHT DIS PLAY PROGRAM TIMED
ON THE VARIAN 620f-100 USING THE I NT ER NAL T I M E  CLOC K

Array Processing Procedure (28 points) 51 ms

Frame Synthesis Procedure (120 points ) 6 ms

Transform Matrix Deve lopment 5 ms

AID Conversion and Parameter Calculatio ns (6 va lues) ’ 1 13 ms

Display Loop Timing

AID Conversion and Parameter Calculations (1 call) 13 ms

Frame Synthesis (5 calls) 30 ms

Transform Matrix (1 call) 5 ms

Array Processing (3 calls - 120 points) 213 ms

All other procedures 239 ms

aHeading (2 values), Bank , Pitch , Airspeed , Altitude

1111
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APP END I X G

SUBROUTINES USED TO DETERMINE ARITH METIC

EXECUTION T IME
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Integer Routine Used to Compare Standal one and Operatin g
Syste n ’ Ar i thmet ic I. xecu l ion Speed

/FORT
S U B R O U T I N I I  FXP T
DATA IZ I/75 00/
DATA 1Z2/7900/

• DATA IX 1/650 0/
DATA IX2/ 7000/
DA’FA 1Y1/ 10/
DA TA lY2/ 100/
DO 10 1= 1,32000
IT= (lZ 1-I X I ) / (( 1X2 -IX 1 )_ ( 1Z2 -IZ 1))
lZ 1=lT* ( lZ2~lZ 1 )+ I Z 1
IX i = IZ 1
IY 1= IT* ( IY 2~lY 1 ) + I Y 1

IB= IX 1
lC=IT

10 C O N T I N U E
END

~loat ing Point Routine Used to Compare Standa lone and Operating
System Arithmetic Execution Speed

SU BROU T I N E  PUSH
DATA X 1/6500./
DATA X2/7000. I
DATA Y 1/ 10./
DATA Y2/ 100./
DATA Z1/7500./

DO 10 1=1 ,32000~~ 

I 

DATA Z2/7900./

T=(Z 1 -X l )/ ((X2-X 1 )- (Z2 -Z 1))
Z1=T * (Z2~Z 1)+Z 1

-, 

, X 1=Z 1
Y 1=T * (Y2~Y 1 )+Y 1
A=Y 1
B” X l
C=T

10 CONT I N U E
E N D
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~~~~Mixed Integer/ Floating Point Routine Used to Compare Standalone
And Operating System Arithmetic Execution Speed

(No Square Roo t or Absolute Value)

S U B R O U T I N E  M X 1
DATA X I/6 500. /
D A 1 A  X 2 - ’7000 . ’
DAT A Y 1 1 hO ,,’
DA TA Y2 1’lOO ./
DATA Z 1/ 7500 ./
DATA 72 7900 , ’

- - DA T A lZ l/ 7 5 0 0/

DATA 172:7900 ,- ’
- :- D.-\ I A IX I~~S0~• DAT A I \ 2;7000

DAT,-\ IY1/ l O
DATA lY2 , 1 00/
DO 10 1= 1 ,32000
IT=( I Z 1—I X I )/ (( I X2— I X l  )-( 1Z2— IZ 1) )
IZ 1 = IT * (tZ 2~lZ 1  ) + I L 1
lX l= IZ1
I i  = IT * ( lY 2~lY 1 ) + l Y l
IA= IY I
IB=I X 1
I C =I T

10 CON T I N U E
DO 20 J=1 ,32000

• T=(Z 1-X 1)/ ((X2-X 1)-(Z2-Z 1))
Z I=T* (Z2~Z 1)+Z1
Xl =Z 1
Yl=T” (Y2-Y 1)+Y 1

~~ I B=X1
C=T

20 CON T I N U E
E N D

36

4

L~~ ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~ -
~~~~~



r ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Mi\ed Integer/ Floating Point Routine Used to Compare Standalone
And Operating System Arit hmetic Execution Speed

(Includes Square Root and Absolute Value)

SUBROU T IN E MX 2
DATA X 1/6500./
DATA X2/7000./
DA TA Y 1/ 10 ./
DATA Y 2/ l00./
DATA Z 117500./
DATA Z2/7900./
DATA IZ I/7500/
DATA lZ2/7900/
DATA IX 1/6500/
DATA 1X2/7000/
DATA IY 1/ 10/
DA TA 1Y2/ 100/
DO 10 1=1 ,32000
I T=( I Z 1—I X l )f (( IX 2—I Xl )—( I Z2-l Z 1))
T=(Z 1 -X l )/ ((X2 -X 1
A=ABS(T)
lA= IABS( IT)
B=SQRT(T)

10 C O N T I N U E
END

L
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