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ABSTRACT

A hardware associative memory is a device that can be
employed to enhance the performance of computers . The
associative memory system described in this report is a paged
system which exploits the speed inherent in parallel (random)
access capabi lities of software associative memories and the
storage capacity of lower cost but slower memories. The
described system is designed to run as peripheral equipment to
a host computer which issues information requests to the
memory system. These requests are of a form that permits
one to conveniently manipulate information embedded in
graph structures. We conc lude that a paged associative
memory system is an attract ive method of implementing
associative memory capabilities. This approach is a cost
effective , flexible alternative to other approaches such as
software simulations or non-paged associative memory
implementations.

INTRODUCTION

The work discussed in this report was developed as a result of a Navy requirement for

detect ion and classification of underwater acoustic transients. Innovative hardware configura-

tions and devices to enhance the speed, ease , and e fficiency of extracting acoustic features

and constructing discrimination algorithms have been investigated and a hardware associative

memory capable of capita lizing on this technology has been defined.
A hardware associat ive memory is an important concept that can he employed to enhance

the performance of computers. Associative memories are suited for application areas such as
information retrieval , scheduling, traffic control, virtual memories , pattern recognition ,

machine learning, and large rapid ly changing data bases. Associative processors can handle
these applications more efficiently than can conventional systems .

An associative memory differs from a standard random access memory ( RAM) in that
memory cells can he accessed via the ir contents rather than their addresses. To illustrate ,

consider the case of an employer who wishes to know which of the group of prospective

employees facing him have electronics experience. If the group were to he considered an

ordinary RA M. the emp loyer would question each person individually to determine whether

or not that person had any experience in electronics. Using the associative memory approach .
however , the employer would first address the group collectively. saying, “If you have

electronic experience raise your hand,” and would then question only those already identified

as having electronic experience.



The associative memory system described in this report is a paged system which exp loi t ’~
the speed in parallel (random) access capabilities of semiconductor associative memories and

the storage capacity of lower cost but slower memories. A semiconductor associative memory
component costs about ¶0.31 per bit , whereas a semiconductor charge coupled device (CCD)

memory component costs only about ¶0.00 1 S per bit. By judiciously mixing the two types

of memories a reasonably priced associative memory system can be constructed which will

have a useful amount of storage capability and a useful amount of associative processing
power.

The design of the associative memory system has taken into consideration the source and
type of operating requests. The described system is designed to run as peripheral equipment
to a host computer which issues information and data requests to t he memory system. The
memory system returns results to the host computer. The command set for the associative
memory can be easi ly generated from a GIRL program in the host computer. GIRL ’ is a

programming language designed to conveniently manipulate information cmhedded in grap h
structures.

Graph structures are used in implementing an acoustic transient classifier. Waveform

processing is done by representing a waveform as a string of rises, falls , and levels , and hy

storing the representations as trees of variation for each transient occurrence. Results from

the waveform processing serve as features used to parse decision trees to automatically classify

a transient . Current ly these structures are processed and stored by a software associative

memory simulator which entails memory and execution time overhead. The paged hardware
associative memory would perform a graph structute operatioa in I / I S  of the time required

by the existing soft ware associative memory simulator.
The associative memory has other important applications. For example , a memory

system can he used in implementing a field hardware classification system. Also . assoc iative

memories may be used in conjunction with large computing systems such as the CDC 6700
to efficiently implement virtual memory capability, information retrieval systems , job

scheduling, networking, and many other types of nonnumeric processing.

Berkowitz. S., “Graph Information Retrieval Language, Programming Manual for FOR TRAN
Complement. Revision One. ” DTNSR.DC Report 76-0085 (Feb 1976).

L 
4



PROPOSED SYSTEM

OVERVIEW

The paged hardware associative memory system can be divided into four operational

bloc ks. These operational blocks consist of the control , work memory , paged memory , and

response resolver. The work memory consists of the content addressable memory (also called

associative memory ), page pointer memory , avai lable space and response flags, and the mask

registers . The paged memory includes the charge coupled device (CCD) mass memory and

t he page control logic. The response resolver consists of the logic to select one response or

availab le space cell from among several and to generate its address. The control is a micro-

processor that interprets commands from the host computer and then generates the signal

sequences to execute the command. W hen the command has been completed . the micropro-

cessor makes the results available to the host computer.
The particular implementation described in this report (see Figure I ) accesses memory

1w associating the input data . or “key ”, in the comparand register with all the words stored

in the contents addressable memory (CA M). Associations may he made on the entire key or

on specific hit fields of the key, depending upon which bits of the mask are set. Memory

responses to inquiries are stored in flip flops called response flags, one flip-flop for each

memory ce ll. A particular response flag will he set if its corresponding memory cell matches

the interrogation. A second type of flag, the available space flag, is used to indicate memory

cells that contain va lid data , and, converse ly, to indicate memory cells that can be used to

store new data. The available space flag is set if the corresponding memory cell is available

for storing new data.
The response resolver monitors both the available space flags and the response flags to

determine t he location of memory cells that respond to inquiries so that those cells may he

accessed.
A mask memory is provided which can store up to four masks for the user ’s convenience

in quickly switching the bit fie lds that apply for inquiries. This technique allows the user to

vary f ield widths to accommodate different data complexities . and to make an inverse inquiry.

The inverse inquiry gives the capability of hacking through directed trees and graphs.

The proposed associati ve memory implementation uses a paged memory system. A

system that uses memory composed entirely of CA M would he extremely expensive (i.e..

¶2 .3M for hS K cells where each cell is 48 hits), whereas a system that mixes CAM with less

expensive mass memory would he reasonable (i.e.. 528K for 65K cells consisting of 256 cells

of CA M and the remainder in mass memory). The mass memory is to he implemented using
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the relatively new charge coupled device (CCD) technology. This technology is inexpensive
and fast. Page swapping between the CAM and CCD mass memory should take about 450
microseconds. The system will have 256 pages. An 8-hit page address must be appended to
each CA M cell to point to the next page. The page address for each CAM memory cell is
stored in a random access memory (RA M). The size of the CCD memory must he 65K cells
1w 5” hits . The 57 hits are composed of 48 data bits . 8 page-address bits , and one hit for
the available space flag. The page control logic handles page swapping.

The entire system is controlled by a microprocessor that receives requests from the ID
hus, executes the request, and returns the result to t he I/O bus. Current specificat ions require
a microprocessor with an 8-bit word length and a cycle time of no more than one microsecond.

MULTIPLE RESPONSE RESOLUTION

Overview

When :i search of an associative memory yields more than one responder. the multiple-
response-reso lution problem arises . This problem arises either after an interrogation with
multiple responders or when an empty cell must he selected to receive input. The multiple-
response-reso lution problem is perhaps the least :issoc iat ive process in an associative memory .

The multiple response resolver uses the response store vector as input and generate s as

output an ,iddress s e c to r .  The response store vector is a binary array containing two entries

for each ( ,.\ M cell. These entry s are the avai lable space flag and the response flag. The

ava ilahle sp. ice flag will he set ( t o  I ( i f  the corresponding CAM cell is empty : otherwise it ski ll

he reset (to  Ot . The response (lag is set to I 1 the corresponding CAM cell matches the last

interrogation , an d nt herwi ’~e to 0. The response resolver generat es an address pointer to the

des ired ( .\M cell. Anderson 2 groups t he methods for performing this address generation into

t hree classes counting schemes . ripple-carry , and logic-trees:

• ( oiint,ng sc hemes involve a hit-by-hit serial search of the response store vector to

determine the location of the desired cell. A counter gives the address of that cell. .\n

advant age of this scheme is that  once the first address has been found, the location of the

nc~ t one can he quickly found just by continuing the count. Moreover the last item can
e.isi lv he located merely by decrement ing the counter and searching in the opposite direct ion.

‘\lsn . count ing schemes are easy to implement using ,i reasonable amount of logic.

.~nderson . ( .A.. “Multi p le Mate!, Resolvers: A ,Vew Design Method . IEEE Trans . on Computers .
Vol. c’.23 , pp. l.~l 7-I320 (Dec 1974).

L.



The dis .tdvantage of counting schemes lies in their slow execution, which results from their
dependency on positions of t he set bits in the response store vector. Counting schemes lose
some of the advantages of the parallel nature of an associative memory .

• Ripple-carry methods duplicate a single logic block at each bit position or each group of

positions, Because ripple-carry methods have the same logic for each bit position , they have
the advantage of being amenable for large scale integration (LSI) fabrication techniques.
Ripple-carry methods, offering the capability of locating the ~

th response instead of t he first
response , become quite complex. Look’at1ead and look-back capabilities and the use of
storage cells ( flip-flop) are required to implement an ~

th response locator. Although more
esthetic than counting schemes , these methods are not substantially faster. Long propagation
delays occur because logic circuits are connected in series , and a signal may have to propagate
through at least as many gates as there are cells in the associative memory. Moreover , ripple-
carry methods require more logic than counting schemes .

• Tree-structured logic usually comprises one level of logic blocks associated with elements
of the response store vector , with a second level of logic blocks linking the first level, etc , up
to three or more levels. Logic trees generally offe r the fastest execution time , since gate
delays need only propagate through three or four levels. More gates are required for
implementing tree-structured logic than for the counting schemes or ripple-carry method.
The number of gates required increases combinatorially as the memory cells increase. The

logic blocks for tree structured logic are more comple\ than the logic blocks for the ripple-
carry methods. Implementing an ~

th response loc ,ition substantiall y increases comple x ity .

Two preliminary designs for a multiple response resolver have been completed. The one

most favored at present uses the counting scheme. The other , a ripple-carry method, is more
expensive than the counting scheme and , since it does not provide significant improvement in
performance , is no longer under consideration.

The final design is likely to be a hybrid of two designs , combining the inherent
advantages of both the ripple-carry and the tree structured logic implementation s . For
example. the associative memory could be divided into 64 section s of four cells each. The
ripple-carry method could be used to resolve responses in each of the 64 sections. after which

the tree structure d logic could then be used to resolve the 64-section output generated by the

ripple-carry logic. This combined method should execute in about seven delay times . four
ascribed to the ripple-carr y logic and three to the tree-structured logic. The degree of
complexity of the hybrid des ign would be greater than that of a ripple-carry response resolver
and less than that of a tree-structured response resolver.

6 
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Counting Response Resolver

An example of a modified counting response resolver is shown in Figure 2. This response

resolver locates the 1th response where I is an 8-hit number stored in INDEX. This modified

response re.,olver performs either a top-to-bottom or a bottom-to-to p search , depending on the

state of the search control flip-flop. The mode control flip-flop indicates whether the response

resolver is to search the available space flags or the response flags for the 1t h response. The

response resolver also has a look-ahead feature t hat checks all the search flags in parallel for

regions of no response. If a no-response region is found, the count ing resolver will automati-

cally step over that region. This check can speed the f~. ding of responses considerably.

The response resolver uses an 8-hit up down counter (CAM ADDR REG ) to generate the

address of art interrogation response or an available space cell. This counter is incremented or

decremented depending upon whether the search is to proceed upward or downward. Each

time the response flag or the ava ilable space flag corresponding to the cell address in the

counter is set , an 8-hit INDEX counter is decremented. W hen t! value in the INDEX counter

becomes 0. the clock control sto ps the 5-MHz clock signal of t~ a ddres s counter (CAM

ADDR REG) and the count in the address counter represent s the cell address of the des ired

response or ava ilable space. The INDEX counter must have alre ady been loaded with the

va lue “i” for (lie ~
th item before the 5-MHz signal can be applied to the address counter for

address calcul ation. If the address counter overflows ftounter exceed s 2~ — I sshile

incrementing or goes below 0 while decrementing ( . a fail is generated.

The logic labeled SELECTOR in Figure 2 is used to determine which set of flags the

system is to examine. If FINDMT is “true. ” the response flags will he examined: if FINDMT

is “false. ” the available space (lags wil l  he examined .

The HIT INDICATOR logic generate s a pulse . HIT , when the flag correspon ding to the

addre ss in the address register is set. The address register is incremented or decremented

t hrough each addre ss in sequence unless the look-ahead logic has indicated that a block of

flags have been reset and ma~’ thus he bypassed.

The logic labeled NOHIT CHECK is used to indicate that a block of flags or all of the

flags have been RES ET;

Tti’T~~ All the flags are RESET.

All flags representing cells 0 through I 27 are rese t.

HIT~~ All flags representing cells I 28 through 255 are reset.

NOIIIT The I 6 flags ahoul to he examined ire all reset.

L . _ 
.~~~~~~~~~~~~. .
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These look-ahead checks allow the address counter to skip over those blocks of flags that have

all been reset , thus reducing considerably the average time used to calculate a flag address.

WORKING MEMORY

Working memory consists of 256 cells of storage. Each cell consists of 48 data hits and
8 page hits. Figure 3 is a block diagram of the memory. The 48 data hits of each cell are in

CA M. The 8 page bits are in RAM.

I MA SX
j _ _ _ _

cO:T 001 

~~~~~1 I ~so M0 M4 7  OI~~~DI~~ 2 2
Jo ~~~~~~ 2% RESPONSE ~ / MATCH 0 MAT C H256 COOT ROt . ~ / / ~ CONTROL

NUIR IT

256 CAM 
PA S’

25 6W O S X 4 R R I T S

A0 A0 A7~~ D~ 04 7  
AP 0 ~ 046 

(T
55

Av~~ CF~~~~~~~~~~~~~~~ 

:
OUT

( A M  A000 PEG

Figure 3 — Working Memory

Inputs to the memory are t he 48 hits from the mask register, M0 — M 47 : the 48 hits from

the comparand, Dl0 —D 147 : 256 address bits. A0—A 256 : and two control hits. The comparand

register is also the input register for interrogation. Information in the register is matched

against data stored in memory . Bits are masked out of the interrogation by the mask inputs .

M0 — M 47. A logic “0” for M1 allows the ~
th data bit to he recognized. A logic “I” causes the

data hit to he ignored. Memory accesses to cells are made as indicated by the 256 address

lines , one address line for eac h cell. A logic “I” on one of these lines selects a cell location

for the access. Only one of t he address inputs may he a logic “1” during a read access . hut

several may he logic “I” for a multiple write. The write access is a mask operation in that 

~~~ ., ~~~~~~~~~~~~~~~~~~~



information in selected bits is changed during a write cycle. The signals for the 256 address

lines are generate d by an 8- to- ’256 decoder which uses the 8-bit binary address in the address

register as input. This 8-bit address goes directly to the RAM because the RAM continues i t s

own internal address decoder. This address register is the counting register used in the

multiple response reso lver. If the multiple response resolve implementation becomes a ripple-
cart-v method or a tree-structured logic, then the 256 address lines will be generated directly

and a 256-to-8 address encoder must be added for the RAM. The 2-bit control line determines

the memory operation. Table I shows the memory control truth table.

TABLE I - MEMORY CONTROL TRUTH TABLE

Control CAM Operation RAM Operation

o 0 WRITE WRITE
o i INTERROGATE NO OPERATION
1 0 READ REA D
1 1 NO OPERATION NO OPERATION

Outputs fro m the memory consist of 256 match indicators and 56-bit data output. The

56-hit data output consists of 48 bits output from the CAM (D0 —D 47
) and t he 8-bit page

output from the RAM (D~~—D 56
). The 256 match indicators (MATCH0—MATCH255 ) are used

to set the response flags. The response inhibit logic is needed to forestall the setting of

response flags for cells whose available space flag is logic “1”, since t hose cells are empty and

should not he included in any interrogation.

MASK PROCESSOR

Figure 4 shows the mask logic and its connections to the CAM. Masks determine which

hits of each CAM cell are used for comparison during interrogation. For each set bit of the

mas k that has the corresponding bit of a memory cell and the comprehand register the same .

the response flag for that memory cell is set. The mask logic consists of a mask memory and

a mask address register.
The mask memory allows the user to define four masks , any one of which may be used

as the interrogation mask. Once a mask has been selected for use as the interrogation mask .

its use will continue for all successive interrogations until a different mask is selected. The

user may redefine any of the four masks at any time by specifying t.~e mask address and the

new mask to be stored.

10
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Figure 4 — Mask Processor

Masks are accessed by addresses stored in the mask address register. The mas k address

register contains two 2-hit addresses , one for entering a new mask into the mask memory and
the other for selecting a mask as the interrogation mask. To enter a new mask , the following

signals must occur , in the order listed:
• Address of desired mask on ENTERMASKADDR lines

• Pulse signal on ENTRMASKADDRCLK line

• New mask on MASKIN lines

• Pulse signal on ENTERMASK line
A mask is selected as the interrogation mask with the following signals:

• Address of desired mas k on S f 1  Ef FMASKA I)DR lines

• Pulse signal on SELECTNEWMAS K line

PAGED MEMORY

Paged memory, Figure S. swaps the contents of the CA M with one page of the CCD

memory . This swap takes place automatically whenever an operation insertion. deletion ,

I I
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retrieval) is performed and there is a difference in the contents of the next-page address
register ( NPAR) and the current-page address register (CPAR). The next-page address register
receives data from bits 48-55 of the CAM DATA INTERFACE register. The CAM DATA
INTERFACE register receives data from either the 56 bits (48 bits CAM. 8 bits RAM) of the
last word in the CAM referenced by an operation or the 56 bits as loaded from the I/O bus.
After the new page has been swapped in and the current page has been swapped out , the

contents of the NPAR are loaded with the contents of the current-page address register.

The CCD memory (Figure 6) is compose d of 14592 shift registers , eac h containing 256

hits. The shift registers are arranged in 256 pages. Each page has 57 parallel shift registers .
one for each hit in a CAM cell ( 1 availahle space flag. 48 data bits , and 8 page hits). The

256 hit length of each shift register is the numher of cells in the CAM , thus one complet e

cycle of 256 shifts will fill the entire CAM. Each of the 256 pages are addressab le.

The components proposed for the CCD will allow any two pages to he accessed between

shifts of the regist’ rs.

This multiple accession allows the contents of each CAM cell to he swapped with the

corre sponding CCD memory word during one shift of the (‘CI) memory Thus , durine

complete cy cle of 256 shifts , the entire CA M may he swapped with the page in the (‘CD

memorY. The NPAR (New Page Address Register ) and the CPAR (Current Page Address

Register ) are used alternately as the Page Address (PA) under control of the PAGL ADDR E SS

SELECTOR.
The CCI) memory requires a four phase clock. During the four phases . two shifts are

performed. Thus , the 4~ GENERATOR (Figure 5) is designed to generate all f’our phases .
two phases at a time. After each two-phase generat ion . a read write acces s is made to swap

one cell between CA M and C(’D. The output (CPASELECT ) of a 2-hit shift register is used

as a cue for generating eac h set of two phases . Additionally, this shift-register output drives

the word address register , which is an 8-hit counter. This register is used to keep track of the

cell address represented by eac h shift of the (‘CD.

The swap control logic insures that the CCD and CAM are synchronized hel’ore ilat.t

swapping i s in i t ia ted.  A cell swap count is kept using an 8-hit counter . Whe n the number it t

cells transferred is equal to 256 . the swap control stops the swap operation and the s y s tem

can continue with the requested user operat ion.

13
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Figure 6 — CCI) Memory

MICROPROCESSO R

The microprocessor is the associative memory control. It receives requests from the user.

Each user request is decoded into a command sequence for the associative processor logic

networ ks. In generating the command sequence , the microprocessor issues commands one at

a t ime and waits for an acknowledgment of completion before issuing the next command in

the sequence. When the entire command sequence has been completed , the results arc sent to
the user. This string of commands is the program for the microprocessor. After a program

14



has been tested and throughly debugged, it can be implemented using read only memory
(ROM) for any future implementations of the associative memory.

The programmable controller provides flexibility in allowing new user requests to he
added or current user requests to be modified. These requests may be either specifi c . for a
particular task , or genera l for many tasks.

The associative memory is designed to execute requests that are generated as a result of
GIRL statements in a host computer. These requests include insertion , deletion, and retrieva l.
Each of these requests has two modes , normal and indexed. The normal mode is intended
for use in processing requests involving single-value lists (single response). Normal user
requests operating on multivalue lists ( multip le response) are legitimate. A normal retrieval
will return the first item ( response). a normal deletion will clear the entire list , and a normal
insertion will place a new item at the end of the list. Indexed mode operations are intended
to operate on lists. These operations retrieve , delete , insert , or replace the ~

th item on a list.
If a user request cannot he successfu lly completed , i.e.. no response to a retrieval request . a
fai lure flag is set. This flag is sent to the user as notification that , given the current state of

the (‘A M. the request cannot he completed.
The insertion , retrieval , and deletion operations will he implemented in the associat iv e

memory controller. Initia lly these orerations will he performed sequentially , one request at

a time. Modifications or additions to the operational capabilities may be added as needed.
These additions may he complex requests to simplify user work. Operational modif ications

may include adding a request stacking capability which would allow the user to make a string
of requests and get hack t he final result without intermediate results. This request stacking
could he best implemented if the associative memory had a direct memory access (DMA) to
the host computer. The request stacking would increase operational speed and reduce the
amount of data (requests and results ) that would have to he transferred between the
associative memory and t he host computer.

CONTROL SOFTWARE

Introduction

The following pages describe the six microprocessor control programs: Execut ive .

Retrieval , Deletion . Destructive Insertion. and Mask Handler. Preliminary flow char ts for each

are provIded. The symbols used are indicated in Figure 7. Tahles 2 through S describe the
mnemonics used in the flow charts to indicate program entry points (Table 2) . subroutines
(Table 3) . program storage (Table 4). and hardware signals (Table 5) .

I S
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Figure 7 — Flow Chart Symbols

TABLE 2 — CONTROL SOFTWARE ENTRY POINTS

Entry Points Descri ption

COMOUT Entered to send COMPARAND to host , and then set fail condition.
DELET Entered to perform norma l deletions .

DNSRT Entered to perform destructive insertions.

EXIT Entered to reset busy flag and to return to STA RT.

FAILA Entered to set hardware fail flag, and then go to EXIT .
INSERT Entered to transfer COMPARAND to CAM cell.
INSRT Entered to perform insertions.

MASK Entered to obtain new interrogation mask from host
NDELT Entered to perform next deletions.
NOCELL Entered to set NOCELL flag , and then set fail condition.
NRFTR Entered to perform next retrievals.

OUTCAM Ente red to send CAM cell to host , and then go to EXIT.

RETR Entered to perform indexed and normal retrievals.
PSTFLG Entered to reset AVSPC flag for a CAM cell.
STA RT Entered to start the Executive program.
XDEL Entered to perform indexed deletions.



TABLE 3 — CONTROL UTILITY SUBROUTINES

Subroutine Description
NEXT Generates hardware signals for finding the CAM cell address of the next response of

the previous interrogation.
RETRIEVAL Generates hardware signals for finding address of the 1th CAM cell respondIng to the

previous interrogation.
AVSPC Generates hardware si gnals for finding the first CAM cell whose corresponding

AVSPCF is set.
NXAVSPC Generates hardware signals for finding the next responding CAM cell from the cell

whose address is in the CAM ADDR REG.

TABL E 4 — PROGR AM LOCAT ION MNEMONICS

Control
Program Description

Locations

INDEX Used to save the Index of the operation requested by the host .

Locations used during insertions to save and restore the shuffled items on theIr  way

SAVE ~ 
ç from and to the CAM ADDR REG; also used to store the mask address.

SAVINX Location to save the requested index so as to restore and/or change the index si gn

during special cases of insertions.
TEMP Location to save contents of CAM cell during insertions which require shuffl ing of

CAM item.
UDSAVE Location to save ori ginal direction of search.

17 
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TABLE S — HARDWARE MNEMONICS

Hardware Si gna ls Description

AVSPCF Available space flag for the CAM cell addressed by the CAM ADDR REG.

BEG SEARCH ADDR Input for the CAM ADDR REG.

BUSY Flag which when set indicates to the host that a request is being processed.

CAM CAM cell addressed by the CAM ADDR REG.

COMPARAND Comparand regIster for the CAM .

CONTINUE Clocked signal that starts the hardware response resolver search from the
CURRENT ADDRESS in the CAM ADDR REG.

DM0. DM 1 , . . . ,  DM47 Data Input for the mask memory.

ENTER MASK Clock signal that causes DM 0, DM DM 47 to be transferred into the
mask memory location indicated by the mask address register .

ENTER MASK ADDR Two bit input to the mask address register used for the mask wri te
address of the mask memory

ENTR MASK ADDR CLK Clock signal that causes the address , ENTER MASK ADDR to be
t ransferred into t he mask address register used for the wr i te address of
the mask memory.

FAIL F I i q  which when set indicates to the host that a request could not be
Ti 1 ‘(1

LOAD INDEX Clock s Ignal that causes the index reg ister in the response reso lver to be
loaded W ith REO INDEX.

MODE Respo nse resolver mode control; whe i set causes match searches , and
when reset causes available space searches.

NOCELL Flag which when set indicates to the host that the CAM has no empty cells.

REQ INDEX Input line for the response resolver INDEX REGISTER .
SEARCH Res1 inr s reso lver  search cont ro l  f l a g ,  when set cause s top to-bo ttom

search , and when reset causes bottom-to-top search .

SELECT MASK ADDR I’~i i i  ‘ir T i r , ’  mask address r ’ q ls t r ’ r  which causes the addressed mask to he
wad from thr mask memory.

SELECT NEW MASK 011k  c rqf l a l  that causes ihi’ address SELECT MASK ADDR to be
t r  i - s t ’ r d  fin r h ’  mask address r~~gl s tP r  for thi’ read address of the mask
memor y

START Ci ri k signal that starts the response resolver search , either from the top
or the bottom of t hi’ CAM depending on the state of search .

STOP Signal that indicates the romnIr’1~orr of a response sear ch .

I x



Executive

The Executive program reads commands from the host computer , interprets the commands ,
transfers ,

~iriitr iil to the appropriate handler , and returns the results to the host. The flow
h,i~ I f i r  th e I.5,ecL I t IV l ’  Is shown in FIgure ~~. This program loops on START , wa iting for a

ci imm.ttid f rom t he host. When a command is available a busy flag is set and the command

us i l  I roni the hi ist The failure flag is reset.

It the . ‘in mand is a GIRL type , the different classes of commands are checked. If the

~ IP1 to rn ~~~ 1 is it t he NEXT class , a niemorv interrogation is unnecessary , since memory

Ints ’rrug.it Ion res ults from a previous command can he used. If this NEXT class operation is

I 1) 1, \ 1.1) the index li,is ii he read from the host - (‘ontrol is t r;insferred to the

.iprr. Tri. ite h.indicr .Icceir(lIng to t lie type of command -

II ihe GIRl. ‘rnnian(I is not of the NEXT class , a memory interrogation must he made .
I rst the comparand must he read fro m the host , then the memory interrogation is made. It
the com mand is INDEXED, the index is read. (‘ontro l is transferred to the appropriate
handler according to the ty pe of the command.

Non-G IRL commands perform mask-manipulation operations . One suc h operation

perfor ms the selection of .i new mask As mans’ as four masks . one of w hich will he the
iri terrog ;ttton mask . I’nay he stored in the mask memor . Each mask can he updated.

l p1l.~t ing dot’s not aff ’ect t he mask select address .

EXIT. ()UT( AM . ( ‘OMOUT . and I . -\ l  LR .ire I x e c u t iv e  e n t r\  points for  returns f rom the
handlers . l.XIT resets the BUSY flag and trans lers control to ST .\RT lo await  a new
comman d. OUTCAM sends the contents of the current (‘.-\M cell to I he h ost and then

transfers contro l to EXIT. COMOUT sends the output of the comparand register to t h e  host
and then t ransf ’ers control to FAIl .R -

Ret rieval

Figure 1) i l lustrates the flow ot control through the retrieval handler. fhie retrieval

handler has two entry points . NRETR ;ind~RETR. NRETR is the entry point for NI X~l ci.Iss

operations. The NEXT util ity subroutine is called to f ind the ~
I ii response I roni the prL ’\ o ils

retrieval. For retrievals other than the NEXT cla ss , the entr y point is RI: I R The

RE~R IEVA L uti l i ty is called to f ind the i~ 
Ii i tem on a l ist - -\ I’te r a return is made from

either of these util it ies , the failure tlag is checked to see if the retri eva l was s i iceess t iill~
perlormed. If the retrieval was not performed , control is returned to the Execut ive via

(‘OMOUT to output the contents of the comparand register and to set the failure h a g

I1)
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If the retrieval was successfu l, return is made to the Executive via OUTCAM to send the host

the retrieval results.

Figure hO indicates the tl ci w of control in the utilities NEXT and RETRIEVAL. The two

utilities are basically the same exce pt that in the RETRIEVAL utility the clock START

initializes the CAM ADDR REG to 0 for up-ret rievals and to 255 for down-retrievals , whereas

in the NEXT utility the clock CONTINUE causes the retrieval to begin at the address in the

CAM ADDR REG. In both uti lities the mode control is set for retrieva l, the searc h contro l is

set for either an upward or a downward search (according to t he sign of INDEX). and the

a bsolute value of INDEX in the REQ INDEX register of the CAM is set to the index value

requested h~ the user.

Deletion

The flow diagram for the deletion handler is provided in Figure II . The deletion

handler has three entry points. DELET is the entry point normally used when the entire

list t hat responded to the interrogation is to be deleted. To delete an item (cell ) in the C.\ M

the available space flag for that cell is set. The first item to respond is output to the host.

2 1
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Figure 10 — The NEXT and RETRIEVAL Utilities

XDEL is the indexed deletion entry point when a single item is deleted from a list. INDEX
contains the signed number indicating which item on the list is to he deleted. NDELT is the
delete-next-item entry point. The ~

th item from the previous response is deleted from the
CAM. In all cases the first item deleted is sent back to the host.
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Destructive Insertion

The destructive insertion handler replaces a specified item in the CAM with the desired

item. The flow diagram for this handler is given in Figure 1 2. The entry poin t is DNSRT.

First the item to be replaced is located and then control is transferred to a routine that

writes the comparand into the CAM, thus destroying the original item.

NSRT

RETRIEVAL
RETRIEVE
ITH ITEM

YES
FAILURE COMOUT

NO

INSERT

Figure 1 2 — Destructive Insertion Flow Chart

Insertion

The flow diagram for the insertion handler is given in Figure 13. The handler entry

point is INSRT. Insertion places an item in CAM . Items may he in serted anyplace on a list.

Currently, the list position of any item responding to a particular interrogation is indicated by

its re lative position in memory with respect to the set of items responding to the particular

interrogation. Items can he inserted only into those available cells having their AVSPCF flags

set. To insert an ~
th item on the list , the handler retrieves the ~

th — 1 item and then tries to

find an available cell beyond the ~
th 

— I item. If the available cell exists , a c heck is made to

see if there are any response items located between the available cell and ~th 
— I item. If not .

the desired item is stored in the available cell and the AVSPCF flag for that cell is reset. If

such intervening items exist they are moved, their relative positions being maintained . until

sufficient room has been made to store the desired item. If there is no available cell available

following the ~th — I cell, the handler tries to find an available cell in front of the ~th 
— cell.

and , if successful, moves items, maintaining relative order , until space is made in the ~th

position for the desired item. If the command is to insert the ~
th item and there are fewer

24
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than I-I items in the CAM responding to the interrogation, a failure condition exists and

control is transferred to FAILR. If an insertion is requested and none of the AVSPCF flags

are set , the NOCELL flag will he set , and control will he transferred to FAILR.

The insertion handler calls two utilities , AVSPC and NXAVSPC. The flow diagram is
given in Figure 14. AVSPC finds the first or hist cell in AVSPC. depending upon UDSAVE .

NXAVSPC fmds the cell nearest the cell addressed by the CAMADDRREG , either ahead or

behind , as indicated by UDSAVE .

FIR ST NEXT
CELL CELL

EI~
AVSPC ) 

_____________

IJO SAVE SEARCH
fl- MOPF 0—MOOF
CON TRO l CONTROL

~~~~~ fll-~ r ~~~~~~
0 iN O r x REQ i N OEX

3 3
r Io rF  7 Cl OCK

tOA EI 1NFIE X LoAn iNnEx

3 3
CiOC K

~. 1 A P T  CO NTiNu E

RESPONSE Nfl

“.101’

~~~~ P~~Ti IRF~~~~~~

Figure 14 — Insertion Utilities



Mask HandIer

The Mask Handler . Figure I 5. is used to enter a new mask from t he host into the mask

memory and/or to select one of the four masks stored in the mask memory as the interrogation

mask. The handler first obtains the address (0- 3) of the mask register to he accessed. It .i

new mask is being defined, the mask address is stored into the mask address register h~’ placing

the address on the ENTERMASK ADDR lines and generating a clock pulse on

ENTRMASKADDRCLK. Next the new mask is obtained from the host and entered on data

lines DM 0, DM1 ,. . . , DM47. A clock pulse is generated on ENTF .RMASK causing the ness

ma sk to he stored in t he desired mask memory location. With the new mask defined, the

handler determines whether this mask is to he selected as the nev. interrogation mask. II not .

control is returned to the Executive via EXIT. To select one of the sto red mas ks as the

interrogation mask, the mask address is stored in the mask • -~ddress regis ter b~ placing the

address on the SELECTMASKADDR lines and generating a clock pulse on SELECT NF,\~
MASK. With the mask selected , the handler returns control to the F ~~~~~ iu lus .’ s i a  I XII.

‘.1 ASi’.

REA D
MASK ADDR
FROM HOST

S A V E  1

IS SI ” ‘ AV i  CLOC~TH IS u PDATE FN ‘ il l  ‘‘A.~ I ‘,‘~~~‘‘

M A SK ‘ AD DR AI~~l4 U LK

NO

iS T HiS v rc ~aV ~ ~I A l l  ‘‘ ,‘,~ 44 ’’,

MASK ~I 10 T S F 1 1 1  1 ‘.‘ P. 4 441
101 1 1)

NO

FA1L R CLOCIT SEL I ( T I S T I R
511’. ‘ IA i’ ‘‘ 5 , 4

EXIT I ’

I (  ....“~ l i i i  A l l
‘~ A ’i ’

Figure I S — Mask Handler Flow Chart

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



SYSTEM COST

COST ANALYSIS

Several CAM-CCD memory-mix options are set forth. along with the resulting cost and

performance tradeoffs. The implementation cost for each is plotted against the average

retrieval time so that a design engineer may determine the most cost effective implementation

for his specifi c application.

The average retrieval time depends upon the number of times the pages have to be
cv..ipped between CAM and the CCD mass memory . As the page size increases (more CAM),

the average number of page swaps decreases. In t’act , doubling the page size should reduce

the average number of page swaps at least by half. The average retrieval time can he

Jc’tcrmined as soon as the number of retrievals per page swap is known.

The average number of page swaps for any particu lar implementation is dependent upon

t he user ’s application and how well the user partitions the information into the pages. The

expecte d use of the associative memory system is to process directed graph structures 1 which

are constructed with node-link-node triplets. Graphs that are tree structured (no loopsf

present a worst case as regards ret rievals per page swap, since circuits are generally stored on

a single page which results in more retrievals per page. Thus , the performance as measured in

terms of retrievals per page is dependent both upon the memory configuration and upon the

application.

The system cost is dependent on ly ilpirn the memory configuration. The curve shown in

T - i e u I r c  16 reflects the increase in implementation cost as the amount of CAM increases for a

system t hat has a 65K-cell CCD memory. The percentage of CAM is computed as

CAM
X 100

For the maximum case where the percentage of CAM is 100 percent , CCI’) memory is

unnecessary. The low end of the curve flattens to the cost of the CCI) memory, the micro-

processor , and the control logic.
The relationship between cost and performance for the system with a 65K-cel l CCD

mernor s shown in Figure 1 Curve 2 represents the expected performance of the acoustic

transient classifier using a mix of CA M and (‘(‘I). This curve was derived by generating a

paging strategy for the decision tre e taken from a similar recognition scheme designed for

anot her problem. The paging strategy was then analv ied to determine the ex pected perfor-

niance by first ca lculating the retrieval-per-page swa p r.Itio and, from that result , determining

the average retrieval time. Fhe directed graph for the acoustic transient classifier will have

L .~~~~~~~~~~~ .
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Figure 16 — Implementatio n Cost versus CAM Memory Percentage

many similarities to the directed graph of the recognition scheme used for the calculation.
Table 6 tabulates the system performance data shown in the figures. The average

number of retrievals per page is used to determine average retrieval time. For example,
consider a system comprising 65.536 words of CCD memory with 25 6 wordr of CAM (0.39’;).

The average number of retrievals per page is estimated to be 16. The time required for one
swap is 450 microseconds. The average retrieval time with no page swaps is 9.2 microseconds.

Thus for the described system the average retrieval time with page swaps is

9.2 + 450/ 16 = 37.3 ~sec
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Curves I and 3 in Figure I 7 are used to illustrate what would result if the actual

number of retrievals per page differed from the estimate. Curve I represents the situation in

which the actual number of retrievals per page is eight times that estimated. In the examrle

involving 256 words of CAM, the average retrieval time would be 1 2.7 microseconds. Curve

3 represents the performance if the actual number of retrievals per page is one-eighth of that

estimated. This situation would result in an average retrieval time of 234 .2 microseconds for

the example.
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TABLE 6 — ASSOCIATIVE MEMORY PERFORMANCE

Cost CAM Page Size Average Retrievals Average Retrieval
($K ) /percent Per Page Time (psec)

2340.0 65.536/100 9.2
1230.0 32,768/50 2048 9.3

623.0 16,384/25 1024 9.6

322.0 8,192/12.5 512 10.1
169.0 4,096/6.25 256 11 .0

92.7 2.048/3.13 128 12.7
54.7 1,024/1.56 64 16.2
36.0 512/0.78 32 23 .3

25.5 256/0.39 16 37 .3

22.0 128/0.19 8 65.5
19.8 64/0.093 4 121 .7
18.5 32/0.046 2 234 .2
18.0 16/0.023 1 459.2

The most cost e ffective implementation is in the region of the bend or elboss of the

curves where the costs range from $2 5K to S55 K. In this region the performance per dollar
is maximum. In areas where the costs exceed $55 K , the cost increases great ly for small
increments in performance. In areas where the cost is below S25K . t he performance decr ea ses

~harpIv For small decrements in costs. Physical constraints , both hudget trv and operat ion. I I

may d tc t .u te  the adoption 0) an implementation that is not the most c I )st  ci ICL t  iv.’ .

Implementation of the system proposed in this report is in the cu -isI e ffective region.

lhis p.I rt i c til.I r implementation was selected because it was ideally suited for current Intee r. Ited

circu it implementation and provided good operational capability and acce ptable speed 101

implementing pra~ tk~If problems. The 256 word (‘AM requires S-hit binary addr ess rcgistc r s

wI1ILh are ea~v to implement using integrated circuit 4- or S-hit registers. I lie 2~~6 pages aIM)

require an S-hit binary address , meaning that page address registers , too . can he implemented

using 4~ or s-hit integrated circuit registers.

IMPLEMENTATION COST

The cost of a system is a function of the cost of the circuit components . t he cost of the

supporting circuitry and packaging, and t he cost of interconnection cables. The q u a n t i t y  and

cost of several factors have been estimated. The estimated cost of the proposed system is

$25,500 (Table 7). The following paragraphs discuss some of these cost factors.



TABLE 7 — IMPLEMENTATION COST

- Power Procurement Pin CostDescription Quantity (Watts ) Cost ($ 1 (SI
16K-bit CCD memory 228 38.1 5,574.60 1,231.20

64-bit CAM 194 96.0 4,000.00 2,764.80
256-bit RAM 8 4.0 134.40 38.40
Micr oprocesso r controller 1 7.2 700.00 350.00
TTL logic IC’s 1000 56.5 3,000.00 5,000.00
Cable connectors 100 100.00 500,00
Cabinets and hardware 2,500.00

16,009.00 9,484.40

Total Cost: 25,493.40

Circuit Component Cost

Most of the circuit components for the system are semiconductor integrated circuits .

These integrated circuits include the memory , the microprocessor , and the interface and

control logic.
Three types of memory integrated circuits are required — a (‘(‘D. a CAM , and a RA M.

• The paged memory uses the 1 6-hit Intel 24 1 6 integrated rcuit - This integrated circuit

costs $2 4.45 in quantities of 100 or more. The design of the paged memory may change to

accommodate new advances in CCD technology. For example . Te xas Instruments recently

introduced a 64K-hit CAM memory.

• The work memory has been designed using the 64 hit (S by S~ CAM SCL 55 33
manufactured by Solid State Scientific , Inc. This integrated circuit costs ahout S20 in units

of 100 or more .

• The page hits of the work memory have been designed usin g com ponen ts sim ilar to the
Fairchild 93410 integrated circuit which is a 256-hit (256 by 1 I RAM . This integrated

circuit costs about $16.80.

The microprocessor controller has not been completely specified. Some basic require-

ments include a capability for generating control signa ls for the system , a cap abil i t y for

communicating wit h the host computer (initially a PDP I I) , and an execution speed suffic ient

for decoding host requests into commands fast enough to warrant implementing this proposed

associat ive memory system. The microprocessor must have a program interrupt capabilit y to
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most eff iciently monitor the operation of the associative memory . The microprocessor must
be capable of communicating with selected output devices while continuing to be receptive to

data from the host and from the associative memory. The microprocessor must have a word

length of at least eight bits to handle the 8-bit addresses required for the associative memory .

The estimated cost for the microprocessor is $700.

The logic integrated circuits are used to implement the response resolver , the CAM-to-
CCD-to-microprocessor interfaces, and the page control. These integrated circuits use
transistor-transistor logic (TTL) that represents small scale integration (SSI) and medium scale
integration (MSI) fabrication techniques. These components consist of logic gates (NAND.
NOR . AND. OR), flip flops, storage registers, shift registers , counters . digital multipIexer’~ and
decoders , and many ot hers. About a t housand integrated circuit components are required.
costing about $3 each.

Pin Cost

The pin cost of t he system is the summation of the number of pins on the integrated
circuits that are required to implement the system. The pin cost estimate also covers other
fabrication costs such as powe r supplies, printed circuit hoards . and cooling and testing costs

The cost assessment per pin is ~~~~

Cable Interconnection Cost

Cables are required for transmitting data and to r providing control signals . The cahlin~
cost is dependent on the number of connectors involved. The system requires an estimated
1 00 connectors costing about $1 .00 each. The cabling cost is assessed at $4 per connector.

3white, IS. and T.A. Welch . “A nalysis (If Virtual Memory Imp lementations , ” Technica l Report 174 .
Electronics Research Center. The University of Texa s, Austin . Texas (Jul 1975) .
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CONCLUSIONS

The hardware paged associative memory system offers an attractive method for

implementing an associative (content-addressable) memory capability. The system proposed

is both flexible and cost effective. The system represents an improvement over software

simulations because it allows interrogations to be performed on any of the bits of the data

field. This improvement allows data field lengths to vary depending on the application and

on the bi t precision requ ired by the application. This capability also allows directed graphs

to be parsed in many ways. For example , interrogations may produce links, nodes, or node-

link combinations.
The mass memory portion of the associative memory can he implemented using any one

of several memory technologies available—a CCD. a magnetic bubble, or disk memories—

or some combinat ion of these.
Each of the different memory technologies has its advantages and disadvantages. Disk

memories are inexpensive and nonvolatile, but they are slow due to large amounts of me-

chanical access. Magnetic bubble memories are also nonvolatile, and offer a shorter access

time than’disk , but they are not currently available as a production item. CCD memories

have a faster access time than bubble memories and are readily available as a production item .

but they are vo latile, and require that a source of standby electrical power be available so

that a loss of power will not require the memory to be reloaded when the electrical power

comes bac k on.
Packaging considerations figure importantly in the implementation of a c lassifier. Both

CCD and magnetic bubble memories have a packaging advantage over disk memories. Disk

memories require hardware for mechanical rotation and positioning. Both CCD and magnetic

bubble memories can he mounted on printed circuit boards that would fit in the associative

memory chassis. Magnetic bubble memories promise to have two to four times the packing

density per chip, and thus would require fewer chips for a given storage capaci t y .  h owever

the cost per hit for both CCD and magnetic bubble memories is projected to he about the

same.

The mass memory for t he proposed associative memory would be implemented using CCD

tec hnology. The CCD technology has been selected because it has fast access times and

transfer rates , and it is commercially available and economical.

The options as to the amount of main memory necessary have been shown in Figure I 7

and Table 6. The most cost effective alternatives use 256- to 1024-cell CAM for main memory.

These options offer acceptable retrieval times with costs ranging from $25. 5K to S55 K.

34



1”he 25 (~- .eil ..\M has iw.”i :liosen for the le~ign because it offers an acceptable retrieval

t ime at a cost which is reasonable for the construction of a prototype device.
The h.F dw~ire sy stem proposed is a .:est effective alternative to the software simulation.

The performance of the s o f t w a r e  simulation on the PDP 11 computer is indicated in Figure
‘7 by the points marked “C” and “S”. Pie point marked “C” represents the simulation with

core memory , and “S .’ represents proj ected simulation with semiconductor memory. The
average retneval time using the core memory simulation is 570 microseconds. The cost for

core memory sto rage equiv,ilt’nt to that of te red by the 65K-cell associative memory is about

.$20K. Thus the t r ~ po~e~f hardware .ipt-d s~ stem will operate about 15 times as fast as the
core memory simn L~t ion arH l~ cost only I .25 times more. The hardware system has a
pri .. performance a l  n .n~~ of 2.  I over the core simulation.

I f the simulated .,ycjcm used semico .~~iato r memory , the estimated retrieval time would

he 1 70 microscc on ls The cos t  of the se. i.a nductor memory would be about S35K. The
hardware paged svst~.’ni t i ~ pr iLc pe rt o aanc e advantage of 6 .3: 1 over a semiconductor

m nor~ simulation Pecan - t h e  Ii irdw. ire ~~‘. ~teiii  operates 4.6 times as fast.
The pi-opos~-J dcs inn is t en t a t i v e  md I urthc r refinements will influence the final design .

These refinement s include d’:c~~a stne bubble memory costs , refining the multi ple response
resols a r dcsi~ ri and ana k i.mg t’u~ t her the . nist ic parsing algorith ms.
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