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The purpose of this paper is to present some observations on the use of quantifiers (e.g., "all",
"some", "no") in question-asking. These observations were not the planned results of laboratory
experiments expressly designed to test some particular hypothesis about how people use quantifi-
cation. Rather these were incidental observations of studies conceived of with other purposes in
mind. For this reason, the observations and recommendations in this paper must be considered as
preliminary. The results provide suggestive leads for those interested in the scientific investigatior
of quantification or question-asking behavior. For those interested in designing query systems,
this report is not meant as a set of pat answers to complex questions, but a stimulus to the research
that should be done for the particular users and particular tasks for which a particular system will

be designed.

I. INTRODUCTION

It appears that the use of quantifiers like "all" might be a major stumbling block to the use of
computers by non-programmers. On the one hand, there are a number of places which require
quantifiers, conditionals {e.g., "'If X, then Y"), or other logical expressions (e.g., "'not X", "A or
B"). For example, the designers of powerful artifical query languages have typically tried to
include all logical and set operators in their systems---~universal quantification, set union, negation
or set complement and so an. Examples of such systems include SEQUEL and SQUARE,
(Chamberlin & Boyce, 1974), HQL, (Fehder,1973) and Query By Example (Zloof, 1974, 1975).
Investigators attempting to develop "natural language' query systems are also aware of the uses
and possible ambiguities that arise from the use of quantification, (e.g., Thompson, Lockemann,

" Dostert, and Deverill, 1969). In addition, there are a number of other important areas where a

better understanding of quantification could be useful. One major problem in the data processing
(DP) industry is human-human communication. Programming managers themselves, according to
one recent survey (Scott & Simmons, 1974) feel that communications problems are the major
difficulty in programming. One cause of communication difficulties may be that quantifiers are
used by DP professionals in a manner consistent with mathematical and logical usage. In con-
strast, quantifiers will probably be interpreted by businessmen according to the norms of conven-
tional English.

Another example of the use of quantifiers is in the Application Customizing Service (ACS)
questionnaires used by IBM to allow small businessmen to describe their particular business
practices by filling out multiple choice forms. Later, sections of program code are selected for the
businessman’s software system on the basis of his choices. Many of these questions are of the
form "Are all your X's Y's?" Thus, quantifiers are important in several areas of human interaction
within the DP industry as well as in computer query systems.

Review of quantification difficulties.

While it seems clear that quantifiers like "all" and "some" appear often in data processing,
evidence from psychological studies indicates that most people have a fair amount of difficulty
using these quantifiers "correctly”, that is, according to their definitions in symbolic logic. (For a
review of recent research in this area see Neimark and Santa 1975.) It is well-known that college
students often make or accept erroneous inferences in syllogistic reasoning. (Roberge, 1970). For
example, from the premises, "All B are C" and "All B are A", many people are willing to conclude
that all A are C. In fact, in Roberge’s study, over twice as many students chose this incorrect
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Statement form 2 is consistent with either A or B being a subset of the other or with A and B
overlapping (partially or completely). Statements 3 and 4 are also consistent with several set
relations. Only statement § is really unambiguous, consistent only with the relation that A and B
are disjoint sets. The statement forms listed above (1-5) were expressed in several sentences each,
some of these being abstract and some concrete. The concrete sentences were either consistent
with world knowledge or inconsistent with world knowledge. An abstract example of statement
form 1 was "Ai Y are Z". A concrete example consistent with (one interpretation) of form 1 was
“All men are mammals" and an inconsistent example was "All cats are dogs”". Note that the
concrete examples that were consistent with world knowledge, were, in all cases, only consistent
with one of the several potential (logically possible) interpretations. It was of interest here to see
whether people would only pick the interpretation consistent with that world knowledge, particu-
larly when this interpretation was generally less preferred according to the data of Pezzoli (1970).

Again the results of this experiment indicated a wide range of individual differences, even with the
small number of subjects employed. One can consider the performance of these subjects relative
t7 the logician’s answers or relative to each other. Consider first comparing the subject’s answers
to the answers that logicians use. None of the subjects consistently gave all possible interpreta-
tions that were logically admissable. Every subject always agreed with the logician’s interpretation
of "No A are B." (By drawing two disjoint sets). However for all other forms, there was consider-
able divergence from the logician’s interpretations. However, it should be noted that there was
only one case wherein a subject dgew a diagram that was inconsistent with the English statement.
The "errors" that subjects made were overwhelmingly errors of ommission. However, it is
interesting to note, that when one considers the responses of the subjects as a group, the set of
these responses is exactly the set of possibilities that are logically possible. (Excepting the one
case noted above).

Responses of subjects for the various statements were also compared. Combining all responses for
statements of the universal "All A are B", the most common form of diagram shown was that of A
as a subset of B. This preference coincides with the resuits of Pezolli (1970) who used a multiple
choice paradigm. There was no noticeable tendency here for subjects to normalize their drawings
to make them more consistent with world knowledge. With statements of the particular form
"Some A are B” the most common response seemed to depend upon knowledge of the worid.
When 2bstract terms were used, and when the real world relation between the two sets was that B
was a proper subset of A, then showing B as a subset of A was the most common response. The
other response was to show A and B as partially overlapping. However, when the real world

situation reversed the terms -- A was a subset of B, —- the most common response was to picture A

and B as partially overlapping, although other responses were also given. Overall, subjects tended
to agree with the logicians interpretations of universals much more often than for particulars. (Cf.
Niemark and Chapman, 1975). For statements of the form "All A are not B", the most common
case was to show A and B as disjoint sets. However, partial overlap and B as a subset of A were
also given by some subjects. For statements of the formm "Some A are not B", the most common
response was to show A and B as partiaily overlapping sets. Occassionally however, A and B were
shown as disjoint or as B with a subset of A. As mentioned earlier, every subject drew '"No A are
B" as disjoint sets. The high level of accuracy in interpreting "No A are B" is replicated by
Niemark and Chapman (1975).
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Comparisons have been made between the interpretations of these subjects and those of formal
logic. It is also of in' . rest to consider how well the subjects would have communicated with one
another. One primitiv. ~easure of this is to see whether there are cases in which every interpreta-
tion drawn by a given :.! ject falls entirely outside the range of possibilities considered by other
subjects. First of all, nute that this never happened with the form "No A are B". With the form
"All A are B" there were some cases in which the set of interpretations drawn by one subject was
disjoint from the set of interpretations drawn by other subjects. The same was true for statements
of the form "Some A are B", "All A are not B", and ""Some A are not B." In other words, even
with so small a sample size as six individuals, there is no single interpretation that one could pick
that would be sure to include a response from every individual tested. Thus, in addition to the
logical ambiguity in quantificational statements pointed out by linguists, there is a real behavioral
ambiguity as well. (At least when people are forced to deal with statements in isolation).

Manual table look-up task.

In another task, subjects were given questions stated in English. For each question, they needed to
find the answer manually. The subjects did this by looking at the data tables shown in Table VI.
They spoke aloud the answers as they found them. The subjects were allowed to make notations
on the tables themselves or on scratch paper. The experimenter sometimes asked questiocns or
made comments in a manner similar to the clinical experimental method espoused by Piaget
(Flavell, 1963). Subjects were asked several questions, the exact number depending upon their
ability to answer progressively more complex questions. Several illustrative examples are given
below.

Consider the question "Print (find) the departments whose entire line of items is supplied by a
single company.” This was given to five subjects. First note that there are two possible interpreta-
tions of this question. One interpretation is that any department that gets part of its supply of all
its items from a single company should be printed out. Another interpretation is that one should
only print out companies that get their entire supply of all their items from a single company.
According to the first interpretation, the correct answers are Cosmetics, Toy and Hardware.
According to the second interpretation, only Cosmetics should be printed out. The first subject’s
initial impression of the meaning of the question was that it meant that a single department sold all
the articles. (?). The experimenter re-explained the question. The subject finally said "Hardware.
I think its Hardware. Don’t they sell all these articles? (gesturing to the entire set of items in the
Sales table). This subject took six and a half minutes and apparently interpreted the question as
being equivalent to "Which departments sell all the articles?"' This would indeed seem a strange
interpretation of the question, but the second subject had a similar interpretation. After 37
seconds, SB said "There is none." Upon question it was clear that she was looking for a single
company that supplied all the articles. A third subject said '"'Stationary. No excuse me, Parker
doesn’t supply dishes. Cosmetics." This took a minute and a half. Apparently, this subject
"“understood” the question and used an appropriate table look-up procedure. A fourth subject
said. "Cosmetics, Toy, Stationary, and Hardware." This took only fifty seconds. It was clear from
the subjects checking (she held her place with her fingers) between tables that she either did not
interpret the question correctly or was unable to produce an appropriate algorithm for checking. A
fifth subject said "I can’t do that. Question doesn’t make sense.”" after 34 seconds. She kept
looking at it and finally gave up. Thus, this question was interpreted incorrectly by at least two of
five subjects, who in fact seemed unable to perceive either of the "correct” meanings even with
coaching from the experimenter. )
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Despite the fact that many query languages provide facilities for the use of universal quantification
in the logician’s sense, these facilities may not be vital for some applications. It was the subjective
impression of the data base managers for two large data base retreival systems that complex
questions involving quantifiers were seldom, if ever used. Indeed, some query languages, such as
Interactive Query Facility do not provide the capability for using universal quantification (Gould
& Ascher, 1975). '

Also relevant are some natural language dialogues collected by the author and analyzed for the use
of quantification. These dialogues were between a semi-automated dialogue system (see Thomas,
1975) and subjects who were attempting to find out how a particular computerized order-handling
and invoicing system worked. The subject in the experiments typed questions about the system
and received answers on an IBM-3277 display. These messages were sent to the subject by a
person knowledgeable about the application. The subject continued to ask questions until he feit
that he understood the order-handling and billing system in the sense that given any order as input
to the system, he would be able to produce the same invoice that the system would. Of 117
questions. only three cases could be construed as involving universal quantification. In addition,
there were another three messages that used explicit quantificational statements. (These were not
questions.) There were of course, many cases in which statements could arguably have involved
"hidden" quantification. For instance, when a subject asked "What does ‘acrec’ stand for?" one
might argue that he REALLY means, "“For all cases of 'acrec’, what does it stand for?”. This
seems rather forced, and, in addition, introduces numerous difficulties of interpreting what the
universe of discourse is with respect to which "all" is meant. Some of these difficulties will be
described belcw. For now at least, one can conclude that the occassions of explicit use of
quantifiers were quite rare. Recall that in the query language study, subjects were required to
translate questions from English into the query language. There were several questions in that
experiment similar to "List the departments all of whose items are supplied by a single company."
None of the uses of quantication in the natural fanguage dialogues that were collected achieved
this level of complexity. The first two questions are as follows: (This subject had had no experi-
ence with business terms or procedures and seemed overwhelmed by the complexity of the
system.)

USER: Help.

SYSTEM: Which notion is causing difficulty.
USER: All notions.

SYSTEM: Like what?

USER: Like everything you’ve sent me.

Although some might rephrase the user’s first comment in terms of symbolic logic "Given anything
which is a notion, that notion is causing difficulty.” it seems clear that a computer system ought
not interpret this literally or logicaily but rather "realize" that this is merely-a way of expressing an
emotional difficulty rather than a logical statement. Similarly, the subject's second statement
cannot be accurately paraphrased as "Given anything you've sent me, that thing is causing
difficulty.” Again, there is a certain sense in which the subject feels everything that has been sent
caused difficulty, but is the subject referring to every element of the set of things (notions, words,
messages?) or to the entire body of information? Indeed, its quite possible here that each and
every individual message was quite understandabie and the difficulties of the subject were caused
by attempting to remember and integrate the totality of the information. Even if the subject

.
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literally meant every single message caused difficulty, could that really mean EVERY message
including the innocent "hello” at the beginning of the dialogue? It seems clear then that even if
one were to make the rather dubious claim that this subject were referring to every element of a
set, how is this set defined? How could any system know? What the subject’s statement really
seems to say, if one assumes it refers to every element of a set, rather than to the Gestalt is that
every message that causes difficulty is causing difficulty, or in other words, that there are some
notions that are causing difficulty. As the subsequent questions and answers of the dialogue
indicated, the subject was not really able to identify the locus of difficulty. This example illustrates
three potential difficulties for a natural language system that attempts to translate an expression
involving "all X are Y" too readily into a logical expression. First of all, the person’s statement
may simply be an expression of an emotional state and not a literal statement at all. Second, the
statement may not refer universally to the elements of a set but to their totality or even configural
properties. Third, the set to which the statement refers may not be clear from context or may even
violate the set explicitly mentioned in the statement.

Now consider the following example of a question from another dialogue. This subject also had no
familiarity with business but as a systems programmer was quite familiar with understanding
complex systems.

USER: Apparently something called a control listing is printed each day.

Now can this person honestly think that a control listing is printted EVERY day? Even if the
computer breaks down? Even if this company goes out of business? What is meant here is not the
universal quantifier but something like "On every reasonable day, a control listing is printed".
Note that even the relevant dimensions of what constitutes reasonableness are not explicit here.
For this reason, one cannot deal with this difficulty merely by introducing the notion of fuzzy sets
(Zadeh, 1974).

[ 4

Another subject in the experiment used what might appear to be universal quantification three
times. These messages are shown below. [nterestingly, none of these occassions was during the
phase of the experiment when system understanding was the goal, but occurred during the shorter
phase of diagnostic problem solving that followed. A consideration of the pragmatics of these two
tasks makes it quite plausible that a "true" use of quantification is much more likely to appear
when one is attempting to debug a system than when one is attempting to understand it.

USER: Are errors being made at all levels of taxation (state; local, and federal) or only one or two
of these levels?

Here is an instance of "all" followed by a listing of the elements that are involved. Here the use of
"all" is fairly clear, though understanding it is not really necessary for an appropriate system
response. All the system need do is answer the question "Which kinds of taxes have errors."
Understanding the "all" is really unnecessary. In fact, the user doesn't want the literal, logical
structure of his question answered. (That is, he would not be happy with a "yes" or "no").
Another example occurs slightly farther in the dialogue.
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As pointed out earlier, the statement "All A are B" is consistent with two set relations: A is
equivalent to B, and A is a proper subset of B. Subjects who attempted to solve problems by
asking a sequence of questions appeared to be "homing in" on the possibility of an equivalance
relation between A and B by asking a sequence of questions about the elements of A and B until
there could be little doubt that they were equivalent sets.

In addition to these multi-question strategies, it should be noted that often people use qualifica-
tional statements rather than quantificational or conditional statements. For example, a person
might find the expression "Put the red blocks in the box.” quite natural in contrast to the condi-
tional statement "If a block is red, then put it in the box." or the quantificational expression
"Given anything which has the property red, and has the property of being a block, that thing also
has the property that it belongs in the box." The apparent preference for people to make qualifica-
tional statements was pointed out by Miller and Becker (1974).

V. RECOMMENDATIONS

Naturally, since so little research has been done on these matters, these recommendations, except
for the first one, should be viewed as tentative. They are meant as a catalyst to comment and
criticism and a starting point for research, not as absolute design criteria.

1. Studies should be undertaken concerning the usability of a query system with the particular
users and tasks that the system is designed for."

2. Unless one has a logically sophisticated population of users, one should make it possible for
users to gather information in ways that are consistent with their natural strategies. Some of the
strategies observed above may be fairly universal. The safest course, though, would be to see what
strategies particular users may want for a particular system.

3. If, for some reason, a system must use the logician’s quantifiers, then a high proportion of errors
should be expected and the system designed accordingly. (Intelligible error messages, recovery
procedures, etc.)

4. Whenever practical, the human’s quantification tasks should be limited to producing or choosing
descriptions that are consistent with his needs rather than forcing him to unambiguously specify his
needs.

-

5. Whenever practical, communicate with the user in terms of set identities and set disjunctions.
(Obviously, in some cases, there is no choice.) ’

6. A natural language query system should generally not attempt to answer exactly the user’s
precise question when that question involves quantification. Two users even in the same context
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