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1 INTRODUCT ION

1.1 GENERAL

This study is an investigation of the system—wide implications of

using Demand—Assignment Multiple—Access (DANA ) techniques on communication

satellite systems to serve a diverse community of voice and data communi-

cation users and to explore the suitability of extensions of DANA technology
to Random Multiple Access (RMA) techniques for use in future integrated

voice and data DCS switched, common—user networks.

The investigation was conducted under DCA Contract DCA100—76—C—0060

as an integrated team effort, led by Systems Control, Inc. (SCI) with

support from the Stanford Research Institute (SRI) and the Ford Aerospace

and Communications Corporation (FACC). The study was a one—year effort

at about a two man—year level—of—effort.

1.2 SCOPE OF REPORT

This report is the final report cover~.ng all of the study and

incorporates all the results previously published in draft form which

covered Task I (Categorization of Demand Assignment techniques) and Task

II (RItA Techniques Applied to Voice Users).

1.3 STUDY OBJECTIVES

The global objectives of this study are (1) to investigate the

system—wide implications of using Demand—Assignment Multiple—Access

(DANA ) techniques on communication satellites to serve a diverse community

of communication users, and (2) to explore the suitability of extensions

of the current DANA technology to Random Multiple—Access (RItA) techniques.

A major emphasis of the study is on exploring the system—wide cost/

performance tiadeoffs of alternative DANA—satellite techniques in order

to understand :
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• The most promising DANA techniques

• The magnitude of potential cost savings

• The optimal satellite/terrestrial mix

• Areas requiring more definitive study.

1.4 SCOPE OF STUDY

The scope of this study is limited to analytical investigations and

computer evaluation of complex analytical models of DANA techniques, and
to creative extensions of current DANA approaches , particularly in the
area of non—orthogonal RItA modes of access. Since previous packet—

switching RItA concepts have been motivated by the requirements of data

communication, there is almost no published work In applying these

concepts to voice communication. This study investigates the utility of

applying RMA techniques to voice communications.

Specifically , the study contract was divided into four tasks with

scopes as follows.

Task I: Categorization and characterization of demand assignment

techniques, applicable to the common—user DoD military

communications environment , particularly in terms of the

total communications system implications on large—scale

common—user switched channels requiring satellite paths

and many ground stations.

Task II: Investigation of non—time/frequency orthogonal modes of

multiple access demand assignment, particularly the

extension of pure random access techniques (of which the

“ALOHA” technique is a prime example) to voice system
multiple access.
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Task III: Investigation of channel utilization improvements attain-

able through source encoding of digital speech on a

random access voice multiple access channel.

Task IV: Suggestion of additional investigations or study areas

which have promise of providing for the ability of future

satellite systems to meet large—scale common—user co u-

nication system requirements in a cost effective way, and

to develop evolutionary approaches to meeting future

common—user requirements with satellite system implemen-

tations.

1.5 TASK/REPORT RELATIONSHIP

Since this report is organized into chapters which are felt to be

a more natural presentation of results than the contract task structure

Table 1.1 is included as a cross—reference between the four tasks and

relevant chapters of this report .

TABLE 1.1 TASK/CHAPTER CROSS—REFERENCE

Chapter

Task 2 3 4 5 6 7 8 9 10

I • S S S • •
II • • • • • •

III •

IV • • •
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1.6 SUMMARY OF METHOD OF APPROACH

Figure 1.1 summarizes the approach of this study by identifying the

major issues for each of the four tasks. The Task I issues are broken

down in additional detail to illustrate the interrelationships.

As indicated in the figure, Task I establishes the overall study

framework. While Task II is the nominal beginning of analysis of random

multiple access schemes applied to voice, it was necessary to move ahead

of schedule in this area in order to establish this structure during the

Task I effort. Additional work to extend RItA techniques for voice ,

establish suitable performance measures and system performance/cost

tradeoffs is then incorporated ii1to the framework established in Task L

As originally formulated , the objective of Task III was to establish

what improvements in the channel untilization/performance tradeoffs

could be achieved for the packetized voice RItA systems. As the study

progressed it became clear that more information on human communication

performance measures for RItA systems must be experimentally established

before such trades are realistic. Accordingly the emphasis in Task III

shifted to a pilot experiment to bracket the performance measures.

Task IV develops an evolutionary approach to system implementation

based on the system—wide cost tradeoffs developed in the Task I framework.

It also organizes the open questions which have been generated in this

study into the form of specifications for several studies/experiments

that indicate promise in resolving these questions.

1.7 SUMMARY OF THE REPORT BY CHAPTER

It is evident from Figure 1.1 that the amount of interaction and

parallism among top ic areas of this study makes it difficult to choose

1—4

L - _ _ _ __ _ _ _ _ _



________________________ - 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- -‘.- ---
~~~~~~~~~~~~~‘- 

—
- -

- 

~~~_

_

~~i

-.C
— I
U, - - - - -~

~~ F-. —~~ /)

I - a : .S
—

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

o

-

-

~~ /~

~

a

S

o n• ~~~~~~~

A I
- f 

_ _ _

C- .i :z
z - U. C-
o
0 —~~

—C O
0 E -~U,>. ~.J >. 0 

—o z~~~ ~~~~~~ —O~~,

S

C U. ~~ .-.. U,

1—5

_ _ _ _



a “best” sequence of chapters to present the material. However , to aid

the reader , a brief guide to the report by chapter is presented below.

The most direct logical path through the report is as follows:

Chapter 4: DANA CONCEPTS. The alternative DANA/RItA concepts

are categorized and analyzed. 
—

Chapter 6: SYSTEM—WIDE COST TRADEOFFS. The level of cost

savings and best deployment strategy are established .

Chapter 7: EVOLUTIONARY ISSUES AND APPROACH. An approach is

proposed which incorporates elements of the best

candidate techniques and can evolve with the DCS.

Chapter 9: IDENTIFICATION OF FURTHER RESEARCH. The open issues

from this study which are felt to be most important

to the future DCS are summarized into suggested

studies and experiments.

The other chapters can be treated as “asides” which establish back-

ground and expand certain details of this main line. Their contents is

summarized below.

Chapter 2: VOICE DIGITIZATION. This chapter presents the back-

ground in voice digitization or encoding issues and

perofrmarice needed to fully appreciate the choices

of performance measures , parameter values, and

“suitability” of DAMA techniques used in later
chapters . APPENDIX A further supplements Chapter 2

with experimented methodology details.

Chapter 3: COMMON USER NETWORK TRAFFIC MODEL. A common user

traffic model for the future DCS (supplied by DCA)

is presented and expanded with additional assumptions

needed for the system comparisons and tradeoffs in

this study . A terrestrial transmission network cost

model is developed for use in the system—wide cost

tradeoffs.

1—6



- -

Chapter 5: COMMUNICATION SATELLITE REALIZATION ISSUES . The

earth terminal/satell i te system design realization

issues, relationships, technology risks, and costing

for the alternative llAMA concepts is presented .

This chapter is also supplimented by APPENDIX B,

which documents details of the costing methodology .

Chapter 8: CONTROL STRUCTURE ISSUES. A systematic summary and
comparison is given of the control issues among

alternative DANA concepts.

1.8 CONCLUSIONS

1.8.1 System—Wide Implications —

For the large common—user predominately voice traffic future DCS

(1980—1990) baseline traffic/network model, we conclude that :

1. A single large DANA satellite system is capable of providing

all inter terminal area connectivity for the CONUS network. A number of

DANA techniques are feasible — the primary choice depending on whether

the digitized voice is packetized or bit stream.

2. Such a system can produce annual cost savings in the $70—l0O

million range.

3. 0&M costs for earth terminals dominate all other system costs

and determine the best deployment strategy and level of savings. This

conclusion should mandate a new emphasis on automation of earth terminals,

as well as a new look at possible savings of automating other key DCS

elements.

1.8.2 Dams Technique Categorization/Comparisons

In comparing the broad range of circuit—switched and packet—switched

DANA techniques , we conclude that:
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1. Packet—switched techniques begin with an originated traffic

advantage over circuit or bit stream techniques of about 2:1 due to

voice duty factor.

2. Dispite the inherent voice duty factor advantage of packetized

voice, the ALOHA—based techniques with delay and packet loss suitable

f or voice are not efficient enough to be preferable to circuit—switched

techniques.

3. A new packet—switched technique called destination variable

access (DVRA ), originated in this study, is the most bit rate efficient

technique investigated. The new technique fully utilizes the 2:1 voice

duty factor advantage over any circuit—switched technique and should be

further developed to the point of feasibility demonstrations.

4. The original retransmission (packet conserving) ALOHA protocol
is not suitable for voice over satellites and is inherently poor in

stability, securability and vulnerability.

1.8.3 Voice Digitization/Encoding

The effects of different choices of voice digitization or encoding

techniques and perfor~ance measures are fundamental to the comparison

and design of future satellite voice communication systems — especially
when packet—switched. The pilot experiment in this study has provided

the following guidance:

1. For systems with packet losses, packets should represent

short (20—50 ms) speech times.

2. Packet retransmissions over satellite links should be limited

to about one retransmission.
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3. Forward error correcting codes are important to preserving

packet header integrity, but not important to speech at bit error

rates normally designed into satellite links which support data.

4. Expanded communication task experimentation is needed. Such

experimentation will be most profitable if conducted in connection with

a communication system study.

1.8.4 Technology Risks Issues

Investigation of the feasibility and technology risk associated

with the various DANA techniques resulted in the conclusions that

L The nref erred techniques (fully variable and destination variable)

can utilize existing access technology (e.g., SCPC and TDMA).

2. Both large bandwidth and cost effectiveness push toward Ku band

in future large systems.

1.8.5 New Techniques Originated In Study - 
-

In the course of the proposal effort and in the study itself a 
- —

number of new DANA techniques and system approaches were originated .
These contributions are summarized below.

S

1.8.5.1 New ALOHA—Based Protocol Concepts

In response to the inherent shortcomings of the original, computer—data

based ALOHA concept for satellite voice two—way communication, a number

of new ideas were proposed and analytically investigated. These variations

modified the original ALOHA protocol to be more suitable for our applica-

tion, and are:
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• No—retransmission ALOHA

• Finite—retransmission ALOHA

• Multiple copy ALOHA

1.8.5.2 New ALOHA—Based Implementation Concepts

In addition to the modifications of the ALOHA protocol to meet the

needs of voice, two new implementations techniques , which can apply to

any of the above, as well as the original ALOHA protocol were originated .

These were:

• Spread spectrum ALOHA

• Capture processing satellite for ALOHA protocols .

The capture satellite stabilizes the original protocol and improves

efficiency for all modifications.

1.8.5.3 Destination Variable Random Access

The most promising and efficIent techniq~ie investigated , called
destination variable random access (DVRA), was originated in this study .

In this technique, a temporally fixed fraction of total satellite capacity
in a TDMA burst is allocated to each earth terminal. Packets are buffered

at each terminal and re—broadcast by the satellite in the allocated TDMA

burst. Each earth terminal “listens” to all bursts and detects those

packets destined for it by reading the header information.

1.8.5.4 Destination Variable Packet/Circuit Hybrid

A hybrid combination of packet—switched DVRA (above) and circuit—

switched destination variable demand access (DVDA) was devised and

proposed as an approach to building a system for the evolving DCS, which

efficiently handle both packet traffic and traffic that must be circuit—switched

to maintain bit stream synchronization.

1—10
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2 - VOICE DIGITIZATION

2.1 SURVEY OF VOICE DIGITIZATION TECHNIQUES AND ISSUES

Methods of digitizing voice signals have been studied extensively . 
—

A considerable number of such technqieus have been suggested . In this

section we briefly discuss the most important generic voice digitization

techniques and their suitability for voice transmission in a communication

system such as the DCS.

In general, any method of digitizing voice produces an inexact

representation. There is a trade—off between the fidelity of the

representation and the number of bits used to represent a given duration

of speech. Various methods differ in the type of degradation that they

introduce. Thus, user requirements must be carefully examined in order

to choose between methods.

In a communication system there are other practical considerations

that help one to choose among methods. The hardware costs can be of

great importance. Since bit errors are bound to occur , their effect on

the quality jf reproduced speech can be critical. This is especially

true when a satellite node is a part of the transmission path , since for

ALOHA satellite systems, retransmission delays are highly undesirable.

There are two main classes of dig ital methods for voice representa-

tion. The first such class entails direct encoding of the speech wave-

form or a function of the waveform. Pulse code modulation (PC1) and its

variants fall into this category. The second c’ass consists of an

encoding of characteristic features of speech that result frcrn the

physiology of the human vocal system. These a~~ the ~c’-cs11ed VOCODER

methods.

- j
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2.1.1 Direc t Encoding Methods

Normally , it is sufficient to transmit the portion of voice that

falls between 0 and 4 kHz. The signal is usually sampled 8000 times per
second and the samples are quantized. The transmission bit rate is thus

8000 times the number of bits used to represent each sample. The reproduced
signal is an imperfect representation of the actual signal because of

the noise introduced by the quantization. The more bits per sample, the

better the quality of speech reproduction.

The voice signal can be encoded by a variety of means, including:

• P~M, in which quantized samples of the voice signal are

transmitted.

• DP~M (differential PCM), in which a quantization of the

difference between the previous and current value is sent.

• Adaptive quantization schemes, in which the quantization

levels are changed dynamically to achieve entropic encoding

matched to the particular speech sample.

All these methods incur quantization noise because each sample is
encoded with a finite number of bits.

A simplification of the adaptive quantization schemes is Continuously

Variable Slope Delta Modulation (CVSD). In this method , each sample is

encoded with 1 bit. The quantization levels are continuously adapted

according to the digital bit stream: Three successive ones increase the

level, and three successive zeros decrease the level. The decoder uses

the same algorithm. Sample rates two to three times the Nyquist rate of

input lowpass filter generally give good quality speech. The widespread

use of CVSD is due to the simplicity of the algorithm ; the ease of

varying the bit rate (by changing the sample rate); and the preservation
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of speech quality if bit errors, background noise, and lost data occur .

Since the bulk of wideband testing has been done on CVSD—encoded speech,

we focus on CVSD in this report.

2.1.2 Vocoder Digitization and Bit—Coding Structure

Vocoders substantially reduce data rate by modeling the production

of spoken sounds as a time—varying filter excited by uniform spectrum

• signals. The time—varying filter accounts for all frequency shaping

corresponding to glottal waveforms, vocal tract configuration, and

ra~iiation effects. The usual method is to assume that the spectral

parameters are constant over a short period of time called a FRAME, and

then to estimate them by using standard frequency and or correlation

analysis techniques. Generally, 10 to 14 parameters describe speech

short—term spectra for frame sizes of 15 to 25 ins . The coding of the

excitation signal distinguishes two classes of vocoders: pitch—excited

(PEV ) and voice-excited (VEV). The PEVs give low rates by representing

the glottal excitation as pulses during voiced sounds and as noise

during voiceless sounds. Two examples of PEVs are the Belgard channel

vocoder and the linear—predictive coefficient (LPC) vocoder. These two

PEVs d i f fer  in the manner by which the spectral information is extracted

and represented. Both are under investigation to find low—cost imple—

inentations with LSI circuitry. A VEV uses the spectral filter to derive

a reduced bandwidth signal and then uses a P~M method to code this

signal. The Residual Encoded Linear Predictive (RELP) Vocoder is an

example of this class and gives very good quality speech at data rates

of 6 to 10 kbits/s. [47 1

The estimated parameters for each frame are coded into a PARCEL

with excitation parameters (the P~M code for the particular frame for

VEVs , or pitch and gain for PEVs) and the spectral parameters. Each

parameter is assigned a number of bits , depending on its relative contribution
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to overall speech quality. A typical frame allocation for an LPC PEV is

5 bits for gain , 6 bits for  pi tch, and 10 spectral parameters , with 7 ,

7 , 6 , 6 , 5 . . . 5 bits —— giving a total of 67 bits per frame . For a

50—frame/s rate , the data rate is 3.3 kbits/s.

2.1.3 Comparison of Speech Digitization Techniques

There are many variations of the PGM and vocoder digitization
techniques, and a comprehensive overview is not in order here. For

the purposes of this study, generic rather than specific differences are

relevant. Table 2.1 lists some important differences between

narrowband (PEV) and wideband (CVSD) voice digitization techniques.

TABLE 2.1 VOCODER PERFORMANCE PARAMETERS

Parameters PEV CVSD

Cost $200 — $8000 $5 — $100

Bit Rate 2K - 5K 10K — 16K

Intelligibility 86% * 82%
Quiet Room

Intelligibility 55% 74%
Noisy Room

Bit Error Rate 0.1% 1.0%
Curve Knee

Packet Loss 1% (high quality) 1%
Degradation 10% (useability) 10%

Lost Speech Good Poor
Recovery

*All intelligibility scores are MRTs.
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The two most significant differences are cost and bit rate.

Projection of digital—signal—processing and LSI technologies indicate

that the CVSD algorithm can be implemented in a few chips. Mass production
can reduce the price of a complete voice digitizer to less than $100.

The current PEV prototype signal processors are standard programmable

CPU architectures with very high speed memories and ALUs. The memory

costs will continue to dominate the total cost for the next ten years,

so prices of $2000 to $8000 are expected for that time frame. DARPA has

recently begun a new program to use the CCD memory technology for develop—

merit of low—cost vocoders. The goal of that program is to produce a

small vocoder terminal that has equivalent intelligibility of the phone
system and costs less than $1000. If the quality of current vocoders

can be preserved (or improved) with these low—cost vocoder—terminals.

The cost difference between PEVs and CVSD will be significantly reduced.
The ranges of bit rate are 2 to 5 kbits/s for PEV and 10 to 32 kbits/s

for CVSD. The speech quality is barely acceptable at the lower ends of

these rate ranges.

The voice quality of the two techniques is comparable for very good

background noise environments, but the PEV quality rapidly deteriorates
when the input SNR decreases. This is one of the more serious limita-

tions of current PEV techniques. The nominal quality is not degraded

further by channel bit errors with rates less than 0.1% for PEV or 1%

for CVSD (the nominal — perfect channel — quality is determined by the
vocoder type, bit rate, background noise and audio signal conditioning).

Another way in which transmission channel performance can affect speech

quality is failure of segments of the speech bit stream to be received ,

for instance, when packets are lost in an ALOHA system. The point at

which speech degradation becomes noticeable is a function of many parameters,

but it is in the range of 1% to 5% lost packets.

Another point of comparison is recovery of lost speech. When gaps

occur in the reconstructed speech, due to lost or blocked packets,
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the resulting choppiness can be very objectionable. A commonly proposed

method for improving voice quality in these situations is to smooth or

interpolate the speech through these gaps. If the duration of the gaps

is sufficiently short (on the order of 10 to 3Oms.), PEVs, such as LPC
vocoders which are based on short—term stationary speech models, allow

such smoothing. The PCN methods do not permit interpolation as easily
because of their sample—by—sample encoding. 

-

Table 2.1 indicates a large gap in bit rate between 5 and 10

kbit/s. For this range, several speech digitization methods have been

proposed , but extensive testing has not been done. The complexity and

modeling characteristics of one such system, RELP , are much the same as

those of PEVs, with robustness and intelligibility as good as or better

than those qualities of CVSD.

2.1.4 ARPAnet Speech Packet Transmission Experiments

SRI has participated in several packetized speech experiments using

the ARPAnet. Since the ARPAnet was designed primarily for data trans-
mission between computers, the design imposed certain constraints on the

voice transmission [201. The subnet (IMP—to—IMP) required error—free

transmission of packets. When errors on the subnet were detected ,

hop—by—hop retransmission occurred which resulted in variable delays.

During the speech experiments, it was found that end—to—end acknowledgments

introduced very long delays and hence they were not used. Thus the

voice transmission system is error—free with packets being lost when

their transmission delay exceeds a fixed amount. The important system

characteristic is the probability of packet delay exceeding a given

threshold, and not average delay, as can be seen in Figure 2.1. The

common strategy Is to set a fixed reconstruction delay at the receiver,

so that, say, 95% of the packets arrive in time. As Figure 2.1 shows,

systems with different delay distributions have different reconstruction

delays and hence differ in performance.
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An aspect of packet voice that is currently being studied is the

effect of temporal distortion on intelligibility and speech quality .

There have been numerous studies on the effect of channel errors on

vocoder intelligibility , but since the ARPAnet gives no channel errors

and introduces gaps only because of delayed or lost packets, these

studies have concentrated on the temporal effects. The results are

discussed in Section 2.3.

Packet voice transmission allows variable packet sizes and hence

asynchronous data rates not available with circuit switched transmission.

In the ARPA studies, this feature has been used to acheive additional
data rate reductions. Each parcel can be compressed by using algebraic

techniques such as Huffman coding to increase the entropy for the coded

bits [151. Also, the inherent redundancy in speech can be removed by

determining whether each parcel must be transmitted. One variation of

this approach, called DELCO [47], decides whether the following parcel

is sufficiently different from the transmitted one. The criterion used

to determine the difference is a quality—preserving measure. Data rate

can be reduced 30%, without affecting quality while larger reductions

entail some sacrifice in quality.

2.1.5 Types of Voice Quality Degradation

In determining overall system cost and performance, it is most

important to consider how voice quality would be affected by the various

candidate DANA techniques. Three types of degradation can decrease

voice quality: temporal, channel, and compression degradation. It is

largely true that temporal and channel degradation are functions of DANA
technique, while compression degradation Is a function of voice digitiza-

tion technique and environmental factors; however, there are interactions

among the three kinds of degradation.
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Temporal degradation is exhibited by such phenomena a the loss of

some segments of the speech stream, delay of speech from talker to

listener, and interruptions of various length in the speech stream.

Although extensive studies have not been performed , it is known that ,
for otherwise high quality speech, some degree of temporal degradation

is quite tolerable. There is evidence [12] that in two—way conversations,

fixed one—way delays of up to 300 ins are tolerable and are probably not

even noticeable. Similarly, approximately 1.0% of 20—ms segments can

be lost with virtually no effect on quality [21]. Regularly spaced

interruptions of 200 ms every 500 ins while obviously making the speech

sound somewhat unnatural, also apparently do net affect intelligibility

[29]. Although it is known that such minimal degrees of degradation do
not significantly affect conversational speech quality, extensive para—

meterization studies of degree of degradation as a function of these

factors and their interactions have riot yet been done. Voice quality is

known to be a function of the segment loss rate and the segment time,
that is, the amount of speech playback time each segment represents.

For the DANA systems under study here, the segments of speech correspond
to a packet, and that terminology is used.

Figure 2.2 shows a hypothetical relationship among some quantitative

measures of voice quality, packet time and loss rate. The dimensions

for these measures are not known, but some general features should

exist. For very small packet times, the relationship between quality

and the packet loss rate (P1) should look like that between quality and

channel bit error rate (Pe) as packet length approaches 1 bit. For no

packet loss (infinite retransmission ALOHA system), quality is independent

of packet time (the overall system delay is still important, since it

affects user acceptability). There should be a plateau for small packet

times such that for a given P1 there is a range of packet times (0 to x

ins) that have approximately the same voice quality. Past that plateau,

the curves should decrease monotonically. This idealized view will not

necessarily be the case. If the quality measure were some kind of
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preference test such as PARN, users might prefer a system with very

large packet times. In this instance, with low P1, a listener would

hear long segments of nominal quality speech with occasional deletions

of whole words. This study considers such cases as different categories

of service to be selected by the user and concentrates the trade—off

study on the portion of Figure 2.2 that is shown.

Channel degradation is obviously a function of the network DANA
technique. For example, an infinite—retransmission pure ALOHA packet

network would be expected to have zero channel errors, while a one—

transmission network with no error checking or correcting , operating

under marginal conditions, might have a very high bit error rate. The

bit error rate is a function of the transmission network, but the effect

of the errors upon speech is a function of the voice digitization tech-

nique being used in the network. For relatively straightforward wideband

encoding techniques such as 16 and 32—kbits/s CVSD methods, rather large
bit error rates may be tolerable. Intelligibility is preserved up to

error rates of at least 10%, and quality seems to be very little affected

up to error rates of 1%. On the other hand, more sophisticated narrow—

band systems such as 2.4 kbits/s LPC vocoders, begin to suffer a signif i—

cant decrease in Intelligibility at bit error rates greater than 1% arid

decreases in quality at error rates greater than 0.1%. Thus it seems

reasonable to attempt to specify networks that will not be expected to

have channel error rates in excess of 1% for wideband transmission links

or 0.1% for narrowband transmission links.

Compression degradation occurs because of the limited bandwidth in

transmission networks. To digitize and transmit speech with no noticeable

decrease in quality or naturalness from ordinary telephone speech requires

about 50 kbits/s. Current understanding of speech production and percep-

tion processes is such that the speech signal can be modeled so as to

produce intelligible speech at rates as low as 600 bits/s. However,
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properties of the speech signal such as the identity and emotional state

of the talker are not conveyed well by these systems. The overall

naturalness or quality of the speech signal is degraded even in wideband

encoding systems such as 16—kbits/s CVSD. Furthermore the efficacy of

the systems varies as a function of talker, the acoustic environment of

the talker, and so on. For example 3.5—kbits/s LPC encoders that have
an MRT intelligibility of 87% at a +26—dB speech—to—noise ratio decrease
to 56% intelligibility at a +3—dB SNR, while plain speech decreases only

20% in intelligibility over this range. Thus the choice of vocoders and

network strategies must take into account the expected traffic load and

the percentages of conversations that will originate in various acoustic

environments.

The quality of voice in a noisy environment is particularly crucial

to the DCS. Degradation in voice quality can be caused by background

noise, poor transducers (handsets), channel—induced bit~errors, inter-

ference from other users, or jamming. The effect of noise on speech

quality depends on the digitization technique used as well as the noise

characterisitcs. For example, bursty noise due to overlapping packets

will probably be more destructive to PEV speech than to CVSD, since
specific bits like the gain parameter correspond to a longer duration of

speech. But, if short packet lengths are used, there may be only a

small amount of salvageable data. Thus, the characteristics of candidate

speech systems in the presence of burst errors and random errors are

important.

Finally, it must be noted that no one level of intelligibility or

quality can be specified as being proper for all communication. To

consider extremes, a one—way message to be played back hours or days

later can incur very large temporal distortion, because it will be

reconstructed without gaps and can be transmitted at very low bandwidths

since there is no real—time requirement. On the other hand , an emergency

high priority conversation with one or both particpants highly stressed
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and in very noisy environments may require very high throughput rates J
and very minimal temporal or channel distortion, to be considered

adequate. Thus a reasonable analysis of a DANA satellite system requires
either that all voice terminals and network processes be specified at a

level sufficiently high to be adequate for the most demanding communication

situations or communication situations be categorized and an estimate of

the percentage of each kind of category be made.

2.2 VOICE PERFORMANCE EVALUATION

The evaluation of voice performance for various DANA satellite
communication systems depends on many factors. Some of these can be

considered independent of the transmission system and others, while

dependent can be fixed in order to compare alternative DANA systems. We

first need to separate the DESIGN parameters that can be fixed and the

PERFORMANCE parameters that must be ‘,aried for each system to give the

best performance. This separation is discussed in Section 2.2.1.

One aspect of a DANA technique trade—off study should be a coin—
parison with existing analog phone systems. Some phone system pro-

perties should be retained in future DCS designs. 
- 
However, digital

techniques can allow additional properties advantageous for voice

traffic. These are discussed in Section 2.2.2.

The large number of parameters is compounded by the lack of a

single voice performance measure. The voice quality measures available

and their applicability to the systems of concern in this study are

discussed in Section 2.2.3. However, even with sophisticated quantita-

tive quality measures, it is unclear how to make a direct comparison

between a transmission system that gives high intelligibility but with a

2—second delay and a system that has low delay but lower intelligibility .

An alternative is to define categories of service and compare systems

2—13
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within the categories . Certainly low—delay and high—delay systems

should be in d i f f e ren t  categories. This is discussed more in Section

2. 2.4.

2.2.1 Evaluation of Vocoder Technique Performance

The previous discussion has indicated that there are many parameters

related to the overall voice quality and user acceptibility of a voice

satellite communication system. For this system study we consider two

groups: DESIGN and PERFORMANCE parameters. The design parameters are

determined initially and kept fixed for the performance ~snalysis. The

performance parameters are varied to meet the performance constraints

and to show the parametric effect on the final cost and performance

criteria.

These design parameters related to voice communication are con-

sidered :

• V — Vocoder type, either PEV (pitch—excited, such as LPC1O) or

CVSD (continuously variable slope delta modulation).

• b — Bit rate, 4 kbit/s for PEV and 16 kbits/s for CVSD.

• t — Time of speech signal represented by each packet.

• Pe — Channel bit error rate (nominal before coding).

• R — Rate and type of etror detection and/or correction.

The performance parameters to be varied so as to give the best

performance are:

• P1 — Packet loss rate.

• D — Delay (one—way) for voice transmission.

2—14
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• Q — The voice quality of the system. The nominal (perfect

channel) quality is determined by the vocoder type, bit rate,

background noise environment, and audio signal conditioning.

We can give a rough evaluation of the most important parameters for

the six access techniques listed below:

1. Preassigned, Not Switched — The only delay for this technique

is the fixed propagation delay, which is 0.27 second and

generally unnoticeable. Voice quality is a function only of

the design parameters; Pe, input SNR, V, and b.

2. Circuit Switched — The same as (1) with some additional delays

for call setup. Setup delay does not affect speech quality

after the connection has been established.

3. Packet with Infinite Retransmission (This access technique is

defined as Category II f or one—way voice or data where delay

is not a critical parameter) —— In addition to the transmission
and queueing delays, there is a variable delay whose distribu-

tion is a function of the access parameters, control technique,

and system load.. This distribution is generally unknown, but

as discussed earlier, only the extreme values are significant.

Category II service can be described by average delays, since

there is no real—time requirement. With infiniçte retransmis-

sion, no channel errors will corrupt the digitized speech, and

the nominal quality and intelligibility can be maintained.

4. Packet Without Retransmission — The long two—way delay in a

satellite communication system precludes any retransmission if

delay is to be unnoticeable. Hence, some packets are received

with channel errors and some packets are lost or blocked. The - 
-

delay with this access technique is like that with the circuit

switched, one propagation time, and some buffer queueing. The

voice quality is degraded from nominal by the channel bit
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errors and the lost packets. For some values of packet time ,

and hence packet size, this degradation can be reduced. As

noted previously, the effect of packet loss rate and packet

size (time) on voice quality needs to be parametrically

quantified .

5. Packet With Finite Retransmission — At some sacrifice in

two—way delay, some of the lost packets can be recovered by

finite retransmissions. The large single two—way time of 0.54

second means that the delay distribution will be multimodal

with peaks at multiples of 0.27 second. The spread about the

peaks will be due to the buffer queueing. The trade—off

between increased voice quality and increased delay will be

difficult to quantify. Some user effectiveness measure is

needed and will be discussed in Section 2.3.

6. Data/Voice Mix [of (3) and (4)] — Adding data to the voice

traffic increases the probability of packet collisions. The

lost—packet rate increases and voice quality decreases. The

effect of increasing the mix will thus be reflected in lower

voice quality.

2.2.2 Comparison of Analog and Digital Voice Communication Systems

The evaluation of a voice transmission system must include user

acceptability and speech quality measures. Acceptance cirtieria for

data transmission are usually bounds on error rates and average delays.

In a voice system, these criteria do not sufficiently describe all

potential degradations from standard voice communication systems such as

the phone system. In designing analog voice networks, it has been

common to assume th~t ordinary human telephonic conversation can be

classified as:
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1. Full Duplex — Two people should be able to talk at the same

time and each should be able to hear both his own and the
other person’s speech.

2. Fixed Fidelity — The quality of a given conversation is a

function of the voice transducers (e.g., the Western Electric

carbon button handset) and of the transmission bandwidth and

SNR. The quality of voice may vary during a conversation , but
this is considered to be a fault of the transmission network,

and generally correctable by establishing a new connection.

In general, variation in quality is not expected during a

local connection in the United States. Changes in quality may

also occur due to dirt and compaction in a handset, but these

are very long term and again are considered aberrations in

the system to be fixed by repair or replacement of a handset.

3. Minimal Delay — When a connection has been established , it has
been expected that the delay between talking and reception

would be very short, compared to human response times, i.e.,

less than 20 ins. Even with satellite links that introduce

around 300 ms of delay , two—way conversation has not been

impaired.

In early digital communication systems, these same assumptions have

been made. That is, both people should be able to talk and listen

simultaneously; the quality is fixed by the kind of voice digiti ..ation

and the bit rate of transmission, a given bit error rate for the channel,

and so forth. It is not surprising that these assumptions, which are in

— accord with early technological capabilities, make performance analyses

of circuit—switched networks look much better for speech communication

than do those of packet switched networks.

However, the above characterization of conversations and of speech

ignores several advantages of digital communication systems over analog

2— 17
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communication systems and also ignores potential advantages of packet—

switched systems over circuit—switched systems such as the following :

1. All segments of speech do not require the same amount of

coding ; silence requires many fewer bits than a voiced—con-

sonant/vowel transition.

2. The most recent segments of speech are often highly predictive

of the current segment to be coded , from the very micro level

up to very macro levels.

3. For a given set of channel resources, there are trade—offs

between different kinds of degradation ; the optimal trade—off

will be a function of the user—pair ; their task, their environ=

ment, and so forth .

4. It may be desirable to allocate different channel resources to

different users, according to priority , acoustical environment ,

and the like.

5. It is possible to build voice digitization equipment (VDE)

that degrades gracefully as resources are lowered, and thus

the possibility arises of intelligent networks that can always

keep traffic flow optimal and voice quality maximal.

2.2.3 Quantitative Measures of User Acceptibility and Speech Quality

Many voice digitization techniques when tested , give intelligibility

scores equivalent to those of the phone system but still differ from

that reference. The discrepancy is often referred to as a quality

difference. Currently, researchers are attempting to define a quantitative

measure of quality that are consistant and repeatible but do not correlate

strongly with intelligibility scores. Recently , it has been found that

talker recognizability does not correlate with intelligibility, but does

correspond to subjective rankings of voice digitization techniques with

respect to preservation of talker identification clues. Such tests

could be useful in comparing quality and user acceptibility for the

candidate systems.
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Another quality measure that gives results not predictable from

intelligibility scores is a preference measure called paired accepti—

bility ranking method (PARN) [72]. This measure , along with DRT intelligi—

bility scores, was used in an extensive series of voice digitization

tests monitored by the DOD narrowband consortium. When these data
become available, they will be very useful for comparison of voice

digitization equipment.

In order to investigate the effects of temporal degradation on user

— acceptance and user performance efficiency in two—way communication , a

test facility for conducting two—way communication tasks over ~. simulated

network is used in this study. Specified degrees of temporal and digital

encoding degradation can be introduced under program control. By measuring

task performance efficiency and changes in verbal behavior , the effects

of various system configurations on the ability of people to communicate

effectively can be determised.

The literature uses speech quality rather loosely to mean many

things. In the remainder of Section 2, speech quality is used as a term

denoting the results of the specific tests cited above.

2.2.4 Categorization of Voice Service

The effectiveness of a user of a voice communication channel is

maximized when the voice quality is high and the delay is low. User

effectiveness for the total system is also dependent on the blockage

probability. Thus, user effectiveness is a function of several para—

meters that cannot be compared directly . For instance, BNA access

techniques have no blocking but do cause large delays if a retransmission

strategy is used. The two parameters of delay and packet time give four

types of voice service (see Figure 2.3):
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PACKETS LOST NO PACKETS LOST

LOW DELAY 
HIGH DELAY

SMALL PACKET TINE 
SMALL PACKET TLME

LOW DELAY
I HIGH DELAY

LARGE rACKET TINE I
I LARGE PACKET TINE

I 
— L II

FIGURE 2 .3  CATEGORIES OF VOICE SERVICE

2—20

_ _ _ _



- -  

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

1. Low delay , Small packet time — The small packet time allows

the receiver to smooth over lost packets (P1 = 5 —15%).

2. High delay , Large packet time — This type is best used for

one—way messages or other service where speech fidelity is

more important than delay . P1 can be essentially 0.

3. Low delay, Large packet time — Some users may prefer increased

packet time, so that they know when the channel deletes a
packet. Large packet times increase bandwidth utilization

efficiency but cause very apparent gaps. Voice quality is

very difficult to quantify.

4. High delay , Small packet time — This is a logical but not

useful type. The high delay would allow low P1 and thus there

is no need for small packet times.

We can group these types into two categories for the cost analysis

(Figure 2.3):

1. Low delay , Small packet time — This includes types (1) and (3)

since (1) is an upper bound for (3).

2. High delay , Large packet time — This is the service used for

data, one—way voice messages, and voice communication with

high priority on fidelity .

2.3 BASELINE SYSTEM PARAMETER ANALYSIS AND COST FACTORS

For this analysis to be tractable, it is necessary to limit the

voice digitization study areas. The intention of this study is to show

the feasibility of DANA techniques for a common user network with
satellite transmission. It is beyond the scope of this work to study

exhaustively all possible vocoder variations and other parameter varia—

tions. We recognize that these matters will have an impact on future

DCS design , but cannot possibly do justice to them here.
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The cost factors associated with voice digitization equipment (VDE)

are discussed in Section 2.3.1. Analysis of the current trends in LSI

technology indicate that this cost is dominated by the other earth

terminal costs, especially for wideband VDE. The relationship between

delay and packet loss rate is discussed in Section 2.3.2. More retransmis—

sions decrease P1 but increase delay. Thus user effectiveness in two—way

communication tasks is affected . Data—bit—error rate requirements will

dominate voice requirements, and so no trade—off of Pe and cost is

needed. Pe will affect the packet loss rate, however, in that packet

headers will be in error. Section 2.3.3 discusses the use of error

detecting and correcting codes to protect packet headers.

2.3.1 Cost Factors Associated with Voice Digitization Equipment

The assumptions of this study relevant to costing of VDE are that :

1. VDEs will be located at nodes or earth terminals (ET).

2. Input to the VDEs will be passed through local PBXs with

standard (carbon button) handsets.

3. The same VDE will be used at all nodes.

4. No tandeming of different VDE will be considered .

5. Two baseline types of VDE will be used in the performance
analysis, 16—kbits/s CVSD , and 4—kbits/s PEV.

Wideband CVSD VDE is very inexpensive and clearly will not affect
the earth terminal costs. Low—rate (PEV) techniques can be implemented

on specialized programmable CPU—based hardware costing about $2000.

Since these costs are mainly for the memory , some cost reduction can be

achieved by pooling memory at nodes where several voice channels exist.

If the DARPA vocoder—terminal program achieves its goals, the cost cost

of PEVs will be small enough so as not to affect the earth terminal

costs. Thus we will not consider voice digitization cost as part of the

earth terminal costs.
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2 . 3 . 2  Delay and Reliabi l i ty T r a d e — O f f s

For the satellite wide—bandwidth systems under study , the delay can

be fixed and is a characteristic like blocking probability . For zero

retransmissions, a one—way delay of 0.3 second is virtually unnoticeable,

one retransmission gives 0.6 second delay and may be noticeable, two

retransmissions gives a delay of 0.9 second which is surely noticeable

and will affect the communication. The effects of delays in the range

of 0.3 to 1.08 second can be studied by using a two—way communication

task experiment. The experiment is designed to quantify the amount of

information transfer over a communication channel with fixed delays and

packet losses. Section 2.3.4 describes the methodology of such an

experiment and how the results can be used in evaluating system desi&n

trade—offs.

Another characteristic of DANA systems that is important for voice
is whether the assigned channels can be reassigned dur-ing nonspeech

periods. Packet systems have this advantage and thus require about half

the nominal bandwdith of fixed assignment systems. Also , the non

stationary nature of voice signals enables another reduction if the DANA
system allows asynchronous rates (variable length packets). The variable—

rate strategy referred to before as DELCO gives an average reduction in

transmitted bit rate of 60% for a 4—kbitsfs vocoder. This is in addition

to the 50% speech activity reduction. The quality is comparable to a

4—kbits/s systems with an average rate of 2.4 kbits/s.

TABLE 2.2 VOICE DESIGN PARAMETERS

Type Cost Max. No. of Retrans. Nominal Bit Rate

CVSD $5—lOO 2 16 kbits/s

PEV $2000—$8000 2 4 kbits/s

2 — 2 3  



2.3.3 Voice Quality Degradation Due to Packet Loss and Bit Error Ra te

The channel bit error rate (Pe) that can be tolerated without

additional quality degradation is 1% for CVSD, and 0.1% for PEV in

systems without packet loss. For packet systems, the effect of Pe on

packet loss rates (P1) due to corrupted headers must be considered . The

somewhat conservative goal for total P1 is 5%. Assuming that the average

number of channels active at any one time is 8000, a 13—bit header index

is necessary to reference all users. Two types of error coding are
considered, 4—bit parity—error detection and 13—bit forward—error

correction. The efficiency of the bandwidth utilization is a function

of the packet time (set to 20 ms) in order to maintain voice quali ty for
5% P1. (Packet time is the amount of speech in milliseconds that is

represented in each packet.) Table 2.3 summarites the interaction

between Pe and P1 for three systems.

The cPl (channel packet loss rate) is due to detected errors in the

headers. The aPi (access P1) can then be used to design the packet

access system and associated bandwidth.

The P1 of 5% is approximately the point at which speech quality

begins to degrade. It is believed that intelligibility remains fairly

constant to P1 of 15% but that the choppiness introduced becomes noticeable

at 5% and objectionable at 15%.

2.3.4 Two—Way Communication Experiment Results

In the preceding discussion it has been noted that it is possible

to make highly reliable, repeatable measurements of the intelligibility

of a particular communication system, provided that proper precautions

are taken in the laboratory administration of such tests. It has also

been indicated that reliable measurements can be made of transmission of
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TABLE 2.3 PE AND P1 DES IGN PARAMETERS

Vocoder Data Header Packet Total Pc cPl aPi
Type Bit race Length Length Bit rate (%) (%) (%)

(bi t s/eec )  (bi ts) (bits) (b its /eec)

1. Ho~t Packet Loss System

cVSD 16K — — 16K 1 —— ——
PEV 4K — — 4K 0.1 — ——

2. Packet Lose System with 4—Bit Error Detectiop.

CVSD 16K 13 + 4 337 16,850 0.01 0.15 4.85

PEV 4K 13 + 4 97 4,850 0.01 0.15 4.85

3. Packet Loss System with 13—Bit Error Correction

CVSD 16K 13 + 13 346 17,300 1 0.01 5.0

PEV 4K 13 + 13 106 5,300 0.1 0.00 5.0
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other extra—intell igibil i ty voice at tr ibutes, such as talker identi-

fication. It is also possible to determine reliably whether some partic-

ular user population will significantly prefer to use one of the candidate

systems. That is, a particular communication method can be described by

several different test results, and the importance of each result will

depend on the way in which the system is going to be used , the kinds of

users, the tasks to be performed , the acoustic environments in which the

system will be used, and so on.

However, the fact that reliable measurements can be made does not

indicate how to use them to make a cost effective decision in designing

an overall system. There is no known wasy to combine the informa tion
that System A is 3% more intelligible than System B, or that System A is

preferred by 80% of users, with the fact that System A is 30% more

expensive or uses 20% more bandwidth.

To help make such design decisions, a two—way communication task,

described in Appendix A and shown in Figure 2.4, is used to determine

how well two people can use a candidate system to convey information to

one another. Such results are not easily derivable from standard

intelligibility and quality ratings. The concept of conversational

effectiveness has been considered in intelligibility testing for a long

time, beginning with Fletcher [2101. Another example of conversational

measurement is the free conversation test [Richards, 211]. In particular ,

we are attempting to measure information exchange in bits per second for

various tasks as a function of system parameters.

The value of this approach is that while it is implicitly dependent

on such factors as intelligibility , it also takes into account the

effects of such distortion factors as temporal delay. Furthermore, it

yields numeric results that are more easily combined with cost and band—

width requirements in making design decisions. This method has been

developed for assessment of various packet speech transmission methods

2 — 2 6
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under the sponsorship of the Defense Advanced Research Projects Agency

(DARPA) . A pilot study was initiated under this contract, using these

methods in order to develop a methodology for evaluating the communication

effectiveness of the candidate demand access techniques. The results

discussed here show the effects of varying specific parameters related

to satellite packet systems: fixed delay, packet loss rate, packet

length, and CVSD rate.

The results of this experiment are shown in the next four f i gures .

In each figure, the effective information transfer rate is shown in bits

per second as a function of one of the system parameters . For reference,

the performance is also shown for two systems that are expected to be

quite good and very bad respectively. In each figure the results are

shown for the task where both people must have the correct answer before

they can continue, and for the case in which only one person must have

the correct information. . .

Figure 2.5 shows the effects of introducing various degrees of

fixed delay into a channel. As would be expected , increasing delay

decreases information transfer for this kind of task. In particular,

for the case in which both people must have the correct information, an

increase of delay from 270 ins to 540 ins decreases information flow from

3.2 bits/s to 2.78 bits/s. Thus, one can expect the transfer of N bits

of information over such a channel to take 1.15 times as long for this

kind of task in a 540 ins delay channel as in a 270 ins channel. Similarly,

increasing the delay to 1080 ins will tequire 1.4 times as long to transfer

the same amount of information. This illustrates an obvious case in

which the parameter of interest does not show any effect in intelligibility

scores, talker recognition scores or preference scores in one—way communica-

tion tests and yet suggests that the 1080 ins delay may increase total

load on a network by 40%.
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CONTROL CONDITI ONS :

EXPERIMENTAL CONDITION: 16 Kb SAMPLING RATE
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FIGURE 2.5 INFORMATION TRANSFER AS A FUNCTION
OF FIXED PACKE T DELAY
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Figure 2.6 presents the same information in a different way to

illustrate how the information t ransfer  rate was derived . The ordinate

in this case is the latency t ime for both subjects to make a correct

response. Thus, the effect of increased fixed channel delay (caused by

retransmissions, say) on task response latency is directly observable.

The number of information bits that must be transferred to correctly

complete the task are used with this latency measure to derive the

information transfer rate.

In Figure 2.7, the results of increasing packet loss from 1% to 10%

are shown. In the case of complete two—way interaction, this increase

in packet loss rate increases conversation time by 6%, or, in the case

of only one person needing to have the correct information, time is

increased by 3%. This case represents an instance in which quality is

significantly worse for the 10% loss case than for the 1% loss case, and

yet in which p.erformance in this task is not greatly hindered .

In Figure 2.8, the effects of packet length upon information

transfer rate are shown. The results for this task show that the

information transfer rate is very similar for 20—ms and 50—ms duration

packets and thus suggest the use of longer packets to increase efficiency .

However, packets as long as 100 ma increase total conversational time by

6% to 8% and may result in increased conversational load that negates

the overhead advantages of longer packets. The shape of the curve also

suggests that further experiments should be conducted with packet lengths

up to 500 ins.

In Figure 2.9, the effect of different bit rates on information

transfer rate are shown. Here it can be seen that decreasing the bit

rate of the CVSD speech from 16 kbits/s to 8 kbitsfs decreases conversa-

tional throughput by only 4%. This case is particularly interesting

because previous research has indicated that equally intelligible systems
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may vary significantly in other dimensions of speech quality . This

experiment, however, indicates that a system that is significantly

better in intelligibility and preference may be only marginally more

effective in actual transfer of information in this kind of task.

These results can be incorporated with the channel utilization

analysis for RMA packet techniques to study some design trade—offs.

Table 2.4 shows a su ary of the channel utilization percentages for
pure, slotted, and capture ALOHA techniques. Various ratios are computed

in order to compare utilization imrpovements and communication improve-

ments and communication effectiveness reductions for the various values

of system design parameters.

TABLE 2.4 CHANNEL UTILIZATION AND COMMUNICATION EFFECTIVENESS
FOR VARIOUS RMA SYSTEM VALUES

Infor~atton ALOHA Method
Transfer Rate Pure Slotted Capture

¶ Loss rat e — 1 1.0% it 5% 10% 1% 5% 10% 1% 5% 10%

Number of
Retr an smias ions

O (270 ma) 3.2 3.0 0.005 0.026 0.053 0.010 0.051 0.110 0.030 0.100 0.210

1(540 mc) 2.78 — 0.048 0.105 0.145 0.096 0.210 0.290 0.177 0.450 0.616

2 (310 mc) 2.5 — 0.075 0.150 0.85 0.150 0.300 0.370 0.235 0.630 0.3.4

Ratios of Abov*

1 to lOt 1.07 10.0 11.0 7.0

(270 ma)

0 to 1 1.15 — 9.60 4.04 2.73 9.60 4.04 2.73 1.90 4.50 2.93

1 to 2 1.11 — 1.57 1.43 1.27 1.57 1.43 1.27 1.63 1.40 1.37
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This table indicates a few things about the two—way communiation

task. First, the simple proof—reading task does not sufficiently expose

the known differences in degraded channels, such as going from 1% packet
loss to 1OZ loss. A more complicated task with higher—information—content

words Is needed . However, the ratio of channel utilization for one to

two retransmissions is not significantly higher than the information

rate loss, indicating that, even for this simple task, more one retrans-

mission should not be used for voice communication systems .

Another measure that should be used is the channel activity ratio.

During the experiments described , measures of speech activity were made,

and data were collected. Sufficient controls were not provided to

properly correct for false starts and equipment failures. Thus, the

data cannot be used to determine whether additional channel usage occurred

to conpensate for degradation such as higher packet loss rates. A

course review of the data indicated that this was not the case, however,

which says that the analysis from Table 2.4 is legitimate.

In summary, any voice digitization method can be described by a

variety of measures; these measures will sometimes (but not always) be

relevant to the decision of the communications engineer. It does appear

from this pilot study that communication system design must take into

account the ability of two people to transmit information between each

other , both for problem solving (as in this experiment) and for other

types of intercourse, such as political debates. Future experiments

should include both types of casks, in addition to being more taxing so

as to clearly show the effects of channel degradation. One other

observation is that possibly, quality should be emphasized over intelligi-

bility in designing voice conmtunication systems. That is, given a

certain minimal level of intelligibility , user acceptance will be most

influenced by the quality (how well it sounds) and the task performance

capability (how well, it works).

2— .~h
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3 COMMON USER NETWORK /TRA FFIC MODEL

In this study , a baseline network t r a f f i c  model is necessary to

provide a cost comparison basis for  the t radeoff  analyses between an

all—terrestrial system and various satellite DANA/terrestrial system

configurations. This chapter describes the common user traffic model,

its baseline, all terrestrial network models, and baseline terrestrial

costs used for this study. These models were derived based on the

projected DCA traffic and network design considerations data for the
late 1980’s time frame in the contract SOW and other related reference

models [59].

3.1 USER TRAFFIC MODEL

The user community is described in terms of DoD or military instal-

lations, categorized in terms of their gross size. An individual

location would not normally be an actual DoD location, but some location
where a number of DoD personnel may be situated . The number of each

location type, together with its characteristics in terms of staffing

and communications traffic is shown in Table 3.1.1. A more detailed

classification of the data communications sources is shown in Table

3.1.2. Further refinement of the data traffic generated per terminal

during the busy hour is ohown in Table 3.1.3 for high and low speed

terminals and computers.

The voice traffic shown is specified in terms of total originating

traffic. It is assumed that on the average the users of a voice terminal

originate 3.6 CCS of traffic during the busy hour. However, approximately

80% of this traffic is destined to users within the same location as the

• originator and is thus not seen by the DCS as it is “turned around” at

the local PBX level. It should be assumed that by the late 1980’s

between 10% and 20% of the voice terminals will be secure voice terminals ,

ai i thus inherently digital with ciphered bit streams.

3—1
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The amount of data traffic shown in Tables 3.1.1 and 3.1.2 makes up

only approximately 5% of the total DCS user traffic (assuming 16 kbps

voice encoding rate). Thus, for capacity and system cost purposes , the

data portion of the traffic can effectively be ignored. It is important

to point Out , however, that all candidate DANA systems should be designed
so that data traffic can be processed efficiently and economically to

meet the user requirement.

The traffic model can be summarized by the following parameters :

Totai..: Total Terminations 4 x 1O~
Busy Hour Traffic = 0.1 Erl. (3.6 ccs)/ t ertn

Inter—PBX Factor = 0.2 (3.1)

Based on the above, the total busy hour originating voice traffic

which is switched and potentially carriable by the satellite system is:

E CO (0.2) (0.1) (4 x l0~) = 8000 En .

For purposes of this study we shall make some idealized assumptions*

on the geographic distribution of origins and destinations of the terminal

areas (since each is to be associated with an earth terminal). By

definition of terminal areas, the traffic from each terminal area Ei,
j CO 1, 2 , . ., N , sums to the total originating traffic E,

N
E =  

~~ 
E
i 

(3 .2)
jCOl

* For purposes of overall comparison for sizing costs and different
access access techniques this idealization is not, in our judgment,
significant. For specific design purposes, such traffic distribution
characteristics vary in importance with DANA techniques. Such sensi-
tivities are described in the DANA concept chapter of this report.
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The fundamental idealized traffic flow assumption to be made is

that the termination of traffic originating in one terminal area is

divided among all terminal areas according to their relative originating

traffic. Expressed as an equation:

E .. = E . E ./E  (3.3)
13 1 3

This model will be called the balanced—flow assumption. Let T. represent

traffic terminating in area j, i.e.,

N
T . ~ E E . (3 .4)

= 
i=1

Then the balanced flow assumption gives:

T~ = E . (3.5 )

Hence, a first consequence of the balanced flow assumption is that every

terminal area terminates exactly as much traffic as it originates.

From (3.5) we also deduce that the traffic originating in~ a terminal

area but not leaving is just

Eu 
CO E

1
2
/E (3.6)

and the traffic originating in area i and outgoing , defined as:

N
E E E (3.7)
i—out j=l

j  #i

3—6
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is given by

E—E .
E

j 0 ~~..
= E . (_ ~~~~~J :.) 

( 3 . 8 )

Simila~]y, it follows that traffic incoming to area i and terminating

~.here is given by:

E—E .
E .. = E

i ~
_
~
_2
~ (3.9) - -

Not mentioned thus far is the tandem traffic for a terminal area

which , for the terrestrial switched network, originates outside an area

and terminates outside the area but uses tandem switching to cross it.

It is clear that the tandem traffic issue depends highly on the topology

and routing plan of the network. Hence, we shall introduce the terres-

trial network model before the tandem traffic model.

3.2 BASELINE TERRESTRIAL NETWORK MODEL

This model follows the basic DAi4A traffic model as described pre-

viously, and provides a simple and realistic estiuate of the .terrestrial

trunking cost savings for different satellite terminal configurations.

This model is derived by engineering terrestrial switched networks for

three different satellite terminal configurations and curve fitting the

three systems with a simple and general expression (total terrestrial

trunk—miles in terms of number of earth terminals) that can be readily

computed for further cost saving analysis.

The baseline system is derived from the network design considera-

tions discussed in [59) and the traffic model from the previous scction .

The baseline system is assumed to be an all—terrestrial switched network

in the CONTJS area with 70 switches and 149 trunk groups. The topology

of the network i~.. of the modified hierarchical network concept with a

hierarchical structure (seven regional switches) overlaid on a

3—7
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distributed polygrid network. Each regional switch provides most of the

inter—regional communications for a community of ten switches and direct —

trunk groups are provided for all local switch to regional switch connec—

tions. The seven regional switches are fully connected by 21 trunk

groups; hence, all inter—regional calls can generally be served with

Lhree or fewer trunks (except alteri’ate routing or switch outages). The

average length of an inter—regional ti nk as measured in [59] is 1,250

miles. The distributed portion of the network is assumed to be a

polygrid network with an average of four trunk group connections per

switch (follows from the 149 trunk groups). Hence, for each switch ,

this gives direct connections to four switches , 2—trunk connections to

eight switches (from the 4—polygrid assumption), and 3—trunk connections

to the remaining 57 switches (from the hierarchical network assumption).

The average trunk length in the distributed network in [59] is 260

niil~~ . All trunk groups in the network are assumed to have a 92% busy

hour occupancy .

From (3.2) the total originating traffic in the network is:

E = E E~ . Erlangs, (3.10)
ij 3

where E . .  is the originating traffic from switch i to switch j.

a. Fully Connected Network

The total traffic carried in the fully connected regional network

(assuming equal traffic case so that E1. = —
~~~~~ for all i, j )  is:
70

- E 57EE~ . CO 70 x 57 x —i = Erlangs

all switches all switches
that cannot be
reached by two
trunks or less (3.11)
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With one trunk per call and an occupancy factor of 0.92, the total

number of trunks in the fully connected network is:

70 x O.92 0.88 E trunks, or 1100 E trunk—miles (3.12)

b. Distributed Network

The total traffic carried in the distributed network in Trunk—

Erlangs is non—inter—regional traffic + inter—regional traffic

C 
= ((total traffic using 1 trunk) x 1 trunk + (total traffic

using 2 trunks) x 2 trunks)

+ (inter—regional traffic) x 2 trunks

= 7 0 x 4 x— .~~~x l + 7 0 x 8 x— ~~~x 2 + 4~~E x 2
70 70

= 1.914 Trunk—Erlangs (3.13)

With an occupancy factor of 0.92 and assuming evenly distributed load,

the total number of trunks in the distributed network is:

l.914E 
= 2.08 E trunks, or 540 E trunk—miles (3.14)

Therefore, in all terrestrial systems (N=l) the total terrestrial network

is 540 E + 1100 E = 1640 E trunk—miles. In the case where all inter—

regional networks are replaced by satellite (N 7) the fully connected

regional network is eliminated and the total terrestrial network is

540 E trunk—miles.

The third case considered is a system of 35 satellite terminals

(NCO3S). Only 35 trunk groups are required, each connecting a pair of

local switches and the satellite terminal is collocated with one of the

two switches. The average trunk length here is 170 miles.

3—9
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The total traffic in the terrestrial network is:

35 x (traffic between the 2 switches + remaining inter—

switch traffic for 1 of the switches)

= 35 x (2 x —s- + 2 x ~~~~~~~ x E) 0.985E trunk—erlangs
70 70 (3.15)

Assuming 0.92 occupancy and 170 miles/trunk, the total terrestrial

network is:

0.985E x 170 = 182 E trunk—miles (3.16)

Finally , at N=70 (one terminal/switch) all interswitch trunking is
eliminated . By assuming linear interpolation between the four canonical

cases (N CO 1, 7, 35, 70) we have derived a functional relationship

between terrestrial trunk—miles and N, the number of earth terminals.

This function is plotted in Figure 3.2.1 as a percentage saved of the

all—terrestrial base trunk—milage. This function is converted into

annual cost savings in Section 3.3.

c. Tandem—Switched Traffic

Let k be the average number of terrestrial tandem switchings per

originated call. Then in the all—terrestrial system (N=1):

k(l) CO 2 tandems x inter—regional traffic portion

+ 1 tandem x non—inter—regional traffic portion

with 2 trunks in the connection

= 2 x . + 1 x CO 1.735 (3.17)

3—1 0
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In the Na7 case,

k(7) CO 1 tandem X non—inter—regional traffic
CO 1 x = 0.114. (3.18)

And in the NCO35 case,

k(35) CO o. (3.19)

Again by assuming linear interpolation between cases considered

above, we have obtained a functional relationship between the number of

earth terminals and the cost savings for tandem switching . This rela-

tionship is plotted in Figure 3.2.2. At present, no dollar—cost data is

known to apply to this relationship.

From the user traffic model described previously, we can deduce the

switched traffic From/To matrix for any terminal area defined as:

E Eii i—out
CO (3.20)

B Ei—rn i—tdm

We have defined k(N) to be the average number of terrestrial tandem

switchings over all calls for a N—terminal configuration, then the total

tandem switched traffic in the entire network is k(N)E. We assume that

the tandem traffic Ej_tdm handled by terminal area i is proportional to

its originating traffic. This assumption will be called the proportional

tandem traffic assumption. Then from this assumption and the balanced

flow assumption, we have

3—12
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1

Terminal Area Other Areas

E~2 E—E1Terminal Area —i—
_______________ ________________ _______________ 

(3.21)

E—E. E
Other Area Ei(-j—~

) k(N)E(~~)

The model could be criticized on the grounds that if a terminal area is

made small enough to include only a single PBX the E
~i 

term should be

zero rather than E~/E. To see how much “too large” E~/E is for this
situation, consider the “large location” from the DCS model. From (3.1),

Total Terminations CO 1.8 x lO~

Busy Hour Traffic 0.1 Erl/Term

Inter—PBX Factor = 0.2

Thus, for this large single—PBX terminal area

E — (1.8 x io~ ) (0.1) (0.2) = 36 Erl.

Then the model gives

Eu 
- 

(36) 2 
0.162 Erl.,

8 x 10

which is only 0.45% of the total E1 of 36 Erlangs.

The case of most immediate interest is that of the baseline cost

study where we assume all terminal areas support equal traffic , i.e.,
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E~ CO (3.22)

Then the From/To matrix becomes:

To:
prom : Terminal Area Other Areas

‘erminal Area 2N (3.23)

Other Areas ~ (ii ) k(N)

Aggregated Total

The total switched traffic Prom/To matrix,

N
M = Z M  (3.24)

with elements

E Earea out
M = (3.25)

E Bin tdin

can be written out for the general case as follows:
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N N
1 E E 2 

E—~~~E E ~B 1 i E 1 :i.

N N
E — ~~~E E ~ k ( N ) E E

1 1

In the equal traffic area case (E1 
= B/N) , M is as follows:

E N—lE (—~—)

E (
~j~~

) k(N)E

Note that in the large N limit

[0 E

N =j (3.26)

L E 0

The total originating traffic to be considered for satellite is

just

N
E E — E B2, in generalout E 1 

i

B , Eu equal case ,

= E, in the large N limit. (3.27)
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Thus far , we have only considered N < 70 in our terrestrial network

model . For N > 70, it is envisioned that some of the 70 switches will

be split into two or more smaller switches, each with its own satellite

terminal, and the average user access line mileage will be reduced ,

while the total user access terminations will stay approximately the

same. The average channel miles of user access line from [60] is 135

miles. This number will be reduced somewhat for N > 70, and the access

savings model will be developed with assumptions from the satellite

configuration in [60] in the next section.

3.3 OVERALL COST MODEL

The total system cost can be itemized as follows: C

Total Cost = C(access) + C(digitizer) + C(activity detector) +

C(terminal switching) + C(tandem switching) + C(terrestial
transmission) + C(earth terminal) ÷ C(satellite) (3.28)

For N < 70, C(access) and C(terminal switching) are not functions of

terrestrial or satellite choice, and thus can be ignored here in the

satellite cost savings. C(digitizer) and C(activity detector) are

associated with voice encoding method and the choice of circuit switching

versus packet switching . The C(tandem switching) and C(terrestrial

transmission) are associated with terrestrial portions of the system ,

while C(earth terminal) and C(sa~.e11ite) are associated with satellite

portions of the system. Therefore, the incremental cost of a DANA
system can be written as:

IC(DANA configuration) CO C(digitizer) + C(activity detector),

if packet switching

— [C(tandem switching) + C(terrestrial transmission)]w/o DANA
+ (C(tandem switching) + C(terrestrial transmission)]w DANA
+ C(earth terminals) + C(satellite), N < 70. (3 .29)

3—17



• —•-- _- -_ --———~~~• _ — - .-  — —_ _.--- •__-—-. —- •- _ _-_

~~~~~~

-- •__ _ ••_- _—_ -__—-.-•- -_ _----_ __•••; ,
~~ 

-_ - $.—-
~~~~
,___, --_ .•-•- —- ~~

_

It is envisioned that almost all the future DCS CONUS network

trunking will be leased from domestic commercial common carrier and

hence there is no first cost involved and C(terrestrial transmission)

will be C~ x (total trunk miles), where C~ is an unit annual cost per

trunk mile. DCS switches will, on the other hand, be leased and dedicated

to DCS use and, in general, be serving both terminating/originating and

tandem traffic. The switching cost per switch will have a fixed cost in

addition to the incremental cost per unit traffic.

Assuming that terminal switching is not a function of terrestrial

or satellite choice and will always exist as a function of user traffic ,

then the terminal switching traffic and the switching fixed cost can be

ignored in all candidate systems and C(tandem switching) is only a

function of the incremental switching cost or C x (tandem traffic),

where C is unit tandem switching cost in terms of annual cost.

With the above model, it is possIble to simplify (3 .29 )  so that the

DANA Incremental Cost (IC) is:

IC(N) — C(digitizer) x total number of users

+ C(activity detector) x total number of users, if DANA
employs packetized voice

— i~C(tandem switching) — ~C(terrestrial transmission)

+ C(earth terminal) + C(satellite)

C(dugitizer) x total number of users

+ C(activity detector) x total number of users, for

packetized voice

N
— E C x k(N)Ei — C x(T(l) — T(N) ]

i
s t

+ C(earth terminals) ÷ C(sateilite) (3.30)
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Using cost and access mileage figures from [60], the baseline

terrestrial network cost model can be summarized as follows:

Total Cost
Monthly Cost Annual Cost

per Mile per Mile
Cost Element

tnterswitch Trunk $0.70 $ 8.5

Access Lines $1.35 $16.2

Figure 3.3.1 shows the DANA terrestrial channel—mile savings versus

tuta]. number of satellite terminal areas.

At present, no realistic cost of switching per Erlang tandem traffic

is known. To be conservative in estimating terrestrial cost savings

this term will be taken as approximately zero compared to transmission

costs. Thus, the transmission cost savings shown in Figure 3.3.1 will

be used in system—wide cost tradeoffs.
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4 DANA CONCEPTS

4.1 CONCEPTUAL FRAMEWORK

4.1.1 Definition of Terms

The following definitions are provided to clarify and standardize

the terminology used in this report.

Access: An access is the (temporary or permanent) use by an earth

terminal of the satellite communication system.

Multiple Access (MA): NA is the access of the satellite communica-

tion system by a number of terminals over the same time period.

Demand Assignment Multiple Access (DANA): DANA refers to a multiple
access system where the pool of users or potential accesses is larger

than can be accommodated over the same time period — accesses being

temporarily assigned on demand according to some protocol.

Mode—of—Access: The mode—of—access is the mode in which a user

receives access to the satellite communication system. Some possible

choices of mode—of—access are;

• Orthogonal channels (e.g., time, frequency , space)

• Non—orthoganal channels

• Non—orthogonal packet transmissions

Circuit—Switched: A DANA system with orthogonal channels as the
iode—of—access is said to be circuit—switched .

p i ck e t—Swi tch ed : A DANA system with a packet as the uni t—of—access

- be packet—switched .

4— 1
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Random Multiple Access (RNA): A RMA system is a DANA system with a

mode—of—access other than orthogonal channels. A contention packet—

switched DANA system such as ALOHA is an example of an RNA system.

4.1.2 Earth Terminal Interf ace Definition

he purpose of this section is to provide a definition of the

interface between a demand access earth terminal and the common user

voice/data network which connects to it. This definition is needed to

clarify :

a. What performance characteristics are allocated to the candidate

satellite access schemes ; and

b. What cost elements are allocated to the earth terminal, space

segment , and the terrestrial communication elements of the

total system..

The definition may help reduce confusion in the above areas which

arise because, by definition, any common—user network (e.g., an ordinary

circuit—switched telephone network) constitutes in itself a DANA system.
The interswitch trunks and switch common equipment are accessed on

demand and engineered on a statistical basis to serve a specified load

at a specified grade of service; all users cannot be served simultaneously .

Earth Terminal Components

A satellite access earth terminal is assumed to consist of the -;

basic functional blocks shown in Figure 4.1.1.

The key element in defining the common—user/earth—terminal inter—

face is the block called the Digital Access Controller (DAC). The basic

functions of the DAC are:

4— 2 
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a. To buffer/multiplex/demultiplex between the satellite link

data stream and the incoming/outgoing common—user network data

streams, and

b. To carry out whatever protocols the particular DA/RA scheme

requires.

The DAC is, in practical terms, a minicomputer of size , throughput

and cost which depend on the data throughput rates, the complexity, and

the buffering requirements of the particular DA/RA scheme used.

Further Interface Definition

With the above functional definition of the earth terminal we can

now complete the definition of the interface with the common user network

as follows:

a. Digital Interface: The information streams between the DAC

and the common user network are in digital form.

b. Access Channels: Sufficient channels at appropriate speeds

are assumed provided between the DAC and the terminal access

area switch(es) so that blockage or degradation from contention

within the satellite access system dominates any possible

blockage in access channels.

c. Voice Digitization (Vocoder): Equipment is assumed to be

placed in the access channels on the common user side of the

interface when needed for analog voice A/D—D/A conversion.

While it is possible — even likely — that voice digitization
be placed physically at the DAC, the ET/network interface is

conceptualized as digital rather than analog. The cost of

this type of equipment is allocated to the earth ‘terminal.

4—4
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d. Common Channel Signaling: When the DANA satellite system

provides a circuit—switched—like facility , it is assumed that

the interface presented to a common—user network switch is

exactly like another switch. This is conceptually taken to be

implemented by allocating an interfacing channel to digital

common channel signaling, i.e., by simulating a CCIS interface.

e. Other Considerations: Other interface considerations such as

error control, formats, etc. are not seen at this time to be

pertinent to this study.

4.1.3 Categorization of DANA Concepts

The number and variety of DANA concepts which are applicable to a
satellite communication system are becoming large. Several have already

been invented by the authors in the course of this study and in prepara-

tion of the study proposal. To categorize and characterize these tech-

niques requires attention to a number of issues. The increasing variety

of techniques studied is increasing the list. The issues which are

addressed in the following section (to varying degrees depending on

applicability and understanding), as the techniques are described , are:

• Mode—of—access (circuit—switched, packet—switched , RNA ,
message—reservation, etc.)

• Measures of performance (blocking, delay, etc.)

• Satellite operation concept (RF transponder , processing , beam
switching, etc.)

• Stability of the control protocol (runaway, lockup vulnera-
bility , etc.)

• Centralized vs. distributed control structure

• Sensitivity to traffic model

• Performance/utilization tradeoff

• Maximum utilization (efficiency)

• Retry/retransmission policy

• Vulnerability of control to jamming

• Vulnerability/fairness response to user or terminal hogging

4— 5
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4 .2  ACCESS SYSTEM PERFORMANCE

The communication performance of a DANA system is measured funda-
mentally in two ways:

• Utilization of satellite channel capacity — which impacts

cost , and

• Degradation of communication quality — which impacts satisfac—

tion of user requirements.

The basic comparison between different access techniques is the

tradeoff between the above two quantities.

The concept of satellite channel capacity , (i.e., maximum bit rate)

is essentially independent of the type of DANA technique under consider—
ation; whereas the kind of communication quality degradation which

occurs (with load) is qualitatively different for different access

techniques.

Specifically, techniques which are circuit—switched degrade in

terms of setup blocking rate and possibly delay. Data—oriented message

and packet switching techniques degrade in terms of packet or message

delay . A packetized—voice RNA system could degrade by random packet

losses. In addition to pure load—induced degradations the introduction

of priority and preemption operations creates additional degradations

such as loss of a circuit—switched connection once established , or the

creation of longer packet/message delays or losses in a packet or message—

switched system.

Table 4.2.1 gives a comparison of modes of degradation for six

categories of access and suitability of the match to voice and data

requirements. The data characteristics are divided into “files” (long

messages) and Q/R (query—response or short isolated messages or packets).
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From this comparison we see that no single basic demand access

technique (i.e., circuit vs. packet—switched) is well—matched in perf or—

mance to both voice and data. Category 6 of the table is a synthetic

hybrid which attempts to match both voice and data needs. A better

synthesis would be one which sets up a non—degrading circuit (at the

price of set—up delay/blocking) for voice calls and for data files/long

messages, and uses random access packet switching (with retransmission)

for short messages/packets.

4.2.1 Circuit—Switched DANA Performance Measures

The circuit—switched DANA techniques , as well as the fixed—assignment

MA concept, all share blocking as the common mode of performance degradation

with traffic load. A call set—up request for a fully occupied group of

circuits is said to be blocked. What happens to blocked calls is the

subject of numerous studies and models in the telecommunications literature

and practice. For our comparative purposes we will use the commonly

used and simplest model which assumes:

a. The population of voice terminals is large relative to the

number of available circuits (infinite population).

b. Poisson arrivals and exponential holding times.

c. Blocked calls cleared (BCC).

From this model follows the so—called Erlang—B blocking formula:

nn kaB(n,a) = n!”k ’O k! -

B(n,a) is the blocking probability ; “n” is the number of circuits; and

“a” is the traffic offered (in Erlangs). Subsequent subsections relate

blocking through this Erlang—B formula to total traffic, total number of

4—8
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channels, and number of earth terminals for the three basic circuit—

switched concepts:

• Fixed Assignment (4.3.1)

• Directionally Variable Demand Assignment (4.3.2)

• Fully Variable Demand Assignment (4.3.3)

As a preliminary, we shall require the following results from

Chapter 3. Let E be the total originating traffic, and assume:

• Balanced Flow

• Equal Terminal Area Traffic.

Then the traffic originating in any terminal area i and terminating in

any area j is

E~~. = E/N 2 .

Total outbound traffic originating in a traffic area or terminating

inbound for a terminal area is

Ei~~~~ 
= Ei_in = E(N—l)/N2.

4.2.2 Packet—Switched DANA Performance Measures

Packet—switching development has been motivated by the need to find

switching methods which are effective for messages or data with holding

times or lengths which are short with respect to circuit set—up times

normally experienced with telephone circuit—switched equipment.

Virtually all packet—switching techniques (including RNA satellite

techniques , e.g., ALOHA and derivatives) treated in the literature

assume a requirement for all packets to “get through” — even if delayed .

4—9 
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This assumption leads to treating RNA as a queueing system. Perfortnan,e

for such systems is naturally measured by delay. (The mean or a percen-

tile point of the delay distribution can be used as a single—parameter

measure.) For these queueing system protocols, the fundamental tradeoff

is delay vs. channel utilization or throughput. Their no—loss nature

also leads to identity of offered load and throughput.

Subjective requirements for packetized voice real—time two—way

communication leads to consideration of packet loss systems. In such

systems, provided delay is bounded and acceptable, performance is measured

by the packet loss rate (probability). For loss systems, offered load

is not identified with equilibrium throughput, and the fundamental

tradeoff is between offered load and packet loss rate. By measuring

offered load as a fraction of channel capacity, offered load can be

identified with the concept of utilization.

The following definitions will be utilized for packet—switched RMA

satellite systems:

D = packet delay

S = throughput or carried load

U = channel utilization = offered load
G = aggregate contending channel t r a f f i c

(The above terms are all normalized with respect to bit rate capacity of

a channel. S and U are also treated as probabilities.)

— packet loss rate (probability)

q = single transmission packet loss probability

For equilibrium, the following relationships obtain:

q = 1 — S/G

S = U(l_PL)

4—10
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These relationships are general for both loss and lossless queueing

systems, since for lossless systems P1 = 0 and S = U. In either case, a

performance degradation measure (e.g., E(D) or P1) vs. channel utilization -

U describes the performance of the access system. The utilization U is

related to required channel rate capacity C (burst rate) through the

definition:

UC = average information rate

For a RNA packet—switched system (where each packet is handled

individually) the average information rate is given for voice packets

by:

average information rate = (b + H/t) d(2E)

where

E = aggregate originating traffic load (Erlangs)

b = digitizor bit rate

H = header bit count

t = packet time

d — voice activity duty factor

A typical duty factor is 50%. If a message (packet—string) switching

concept is used (e.g., reservation or sub—slot capture), then the effective

duty factor becomes 100%, since pauses within a long reserved string are

not usable by other packets.

The relationship between U and G, while not a direct measure of

performance, is helpful in facilitating insight into a protocol’s perfor—

stance characteristics, and is a basic step toward measuring performance.
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4.. 3 CIRCUIT—SWITCHED DANA CONCEPTS AND TECHNIQUE S

Circuit—switched DANA systems have the common characteristic that
the unit of access to the satellite communication system is the circuit.

Usually the circuit is a voice channel (in analog bandwidth or digital

bit rate).

Channels to be assigned are provided by some orthogonal channeliza—

tion of the available power and bandwidth. The principal choices of

channelization are frequency (e.g., FDMA/FDM/FDMA/SCPC), time (e.g.,

TDMA), and code (CDMA/SSMA). For purposes of discussing the basic

alternatives in circuit—swtched DANA the particular channelization
method is largely irrelevant. For implementation, however, the issue

becomes important. Channelization techniques and their impact on choice

of access technique are discussed in Chapter 5.

The following subsections define the basic choices of circuit—

switched DANA techniques and discuss existing systems as examples.

4.3.1 Fixed Assignment Multiple Access

Fixed assignment multiple—access (FAMA ) refers to a multiple access

satellite communication system where a fixed number of channels is

permanently assigned between each pair of earth terminals. This concept

is also known as “cables in the sky.” It is, of course, not demand

assignment at all, but is included here because it is a baseline multiple

access technique against which possible advantages of DANA techniques
can be measured.

Fixed assignment is grouped along with circuit—switched DANA tech-
niques because it uses the circuit as the mode—of—access , and consequently

shares blocking as the common mode of degradation.
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The fixed assignment topology is illustrated in Figure 4.3.1.

Assuming an equal number, L, of two—way channels (duplex circuits)

between terminal pairs, then since there are N(N—l)/2 terminal pairs

there are a total of N = L • N (N—l) one—way channels required of

the satellite capacity. The number of channels between node pairs (L)

is set by engineering to a given blocking level (grade—of—service).

Performance

Assuming calls can originate at either end of the channels, there

is a total traffic of

E .. + E .. = 2E/N 2
ii Ji

between each pair. For LFA two—way channels, the blocking is given by

BFA = B(LFA, 2E/N ) .

LFA is sized to be the minimum such that BFA is no larger than a specified
grade—of—service, say 0.05.

4.3.2 Directionally Variable Demand Assignment

Directionally variable demand assignment (DVDA) subdivides a total

set of M one—way channels provided by the satellite into N groups of L

one—way channels, only one end of each channel being permanently assigned

to an earth terminal.

M = L •N .

This arrangement can be achieved for example by limiting each earth

terminal to sending information over a unique set of L channels, and

receiving on any of the remaining L(N—l) channels. This version is

called destination variable demand assignment. Alternately, each

4—13
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terminal could be arranged to receive on only L channels, and transmit

on any of the remaining L(M—l) channels. in either case, one end of

every one—way channel is permanently associated with one earth terminal,

the other end must be assigned on demand by a setup protocol.

Blocking occurs for DVDA whenever all L sending (receiving) channels

at an earth terminal are in use and a new call setup request arrives at

that terminal or at another terminal and bound for the terminal with the

fully occupied group. The L—channel group is sized to provide a given

grade—of—service. Since the total set of M channels is splintered into

N groups compared to N(N—l)/2 groups for fixed assignment, DVDA is a

more efficient arrangement. The price of this increased efficiency is

the complexity and delay associated with assigning one end of a channel

for each new access.

Performance

The total traffic bidding for the L—channel group is

Ej out + Ei_j~ 
= 2E(N—l)/N2.

This is the total since both outgoing originations and incoming termina-

tions require one receive channel. Then the blocking is given by

BDV 
= B (LDv,2E(N_1)/N

2).

With minimum T
~Dv 

subject to making BDV less than or equal to the chosen

grade—of—service, the total number of (one—way) channels required is

Mnv LDSIN.
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4.3.3 Fully Variable Demand Assignment

Fully variable demand assignment (FVDA) utilizes demand assignment

of a single pool of L (two—way) channels, with both ends of a channel

assigned through an assignment protocol for the duration of a call.

When the call terminates, the occupied channel reverts to the conmon

pool. Since a single pooi is used to carry the total traffic load,

rather than N sub—pools as for directionally variable demand assignment,

fully variable demand assignmert is the most efficient circuit—demand

assignment technique. The price for this increased efficiency in utili-

zation of satellite capacity is in possible implementation complexity/cost:

every terminal must be able to receive and s..~nd on any and all channels.

Blocking occurs for FVDA whenever a new call setup arrives while

the entire pool of L two—way channels is busy. The L—channel group is

sized to provide a given grade—of—service f or the total traffic load.

Significant advantage of FVDA over DVDA for the DCS environment is that
the performance is sensitive only to the total traffic and not affected

by shifts within the To/From traffic matrix.

Performance

For fully variable demand assignment, a single pool of L~~ (two—

way) channels is available for assignment to any call between any pair

of terminal areas. The total inter—terminal area originating traffic is

N E = e(N—l)/N.i—out

Thus, L~~ is the minimum such that

= B(L~~, E(N—l)/N)
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is less than or equal to the required grade—of—service, and the total

number of one—way channels which the satellite capacity must supply is

M = 2 LFV FV

At the large total traffic levels of this study (2000—8000 Erl.)

the channel group is essentially 100% efficient. That is, required size

L~~ is approximately equal to the carried load :

Lif (1—B) 
E(N—l)

— 0 95 E
(N—l)

- 
N

for an allowed blocking B = 0.05.

In addition to blocking, any implementation of FVDA will require a

finite time to allocate the circuit required for the call. This time

should be little more than two round trips (0.56 seconds) for a centralized

request or polled implementation, or little more than one round trip for

a distributed contention system (e.g., SPADE) with the penalty of possible

retrials required after unsuccessful bids.

4.3.4 SPADE [73]

The SPADE system (SPADE is an acronym denoting “Single channel per

carrier, .~cM, multiple—access ~emand—assignnient Equipment”) provides an
existing example of a fully variable demand assignment (FVDA) satellite

communication system. SPADE was developed by COMSAT Laboratories on

behalf of INTELSAT.

Channelization for SPADE is effected by single channel per carrier

FDMA. Each carrier is 4—phase modulated with 7—bit P~M digitized voice.

The system is designed to provide up to 397 two—way voice channels, plus
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a common signaling channel (CSC). The frequency allocation plan utilizes

45 kllz spacing of 794 one—way voice channels, and a 160 kHz bandwidth
for the CSC — for a total bandwidth of 36 MHz — corresponding to one
INTELSAT IV transponder. Operation with that transponder at the design

bit error rate (l0~~) requires an earth terminal G/T of 40.7 dBW/°K.

The demand assignment protocol for SPADE is fully distributed,

i.e., there is no central control and every ET uses the same algorithm.

Each ET keeps a table of busy and idle channels by monitoring the CSC.

The CSC is a TDN channel with one burst slot permanently assigned to

each of up to 49 earth terminals. To seize
S 
a channel an ET chooses at

rar~dom an idle channel and broadcasts that intent over the CSC. Simulta-

neous seizures (within the same round trip delay) are resolved in favor

of the first to arrive. Successful seizures thus take one round trip

time (0.28 sec.) plus at most a CSC—TDM frame time (50 ms), or 0.33 sec.

Similarly, a channel is released in about 0.33 sec. by an announcement

over the CSC. Assuming an average holding time for voice calls of 3

minutes or more, the DANA overhead time to allocate and deallocate a
channel is no more than about 0.4% of call holding time.

4.3.5 MAT—l [52]

MAT— i is a TDMA technology—based destination variable demand assign-

ment experimental system developed by COMSAT Laboratories.

The technique divides a 50 Mbps sate].lite channel into short time

slots or bursts, and a frame of time siocs is established. Each earth

station is assigned a position in this frame based on time of entry into

the network. During its burst time each station transmits a fixed

number of control bits followed by a variable number of data bits. The

bursts are separated by a short guard time. One of the earth stations

acts as a reference to determine the start of each burst frame.

4—18 



A single channel in this system consists of 8 bits of data occurring

once each frame (125 ps in this case). If the burst had a fixed duration,

then each channel would have a fixed place in the frame, and would be

permanently assigned on the transmitter end. In the MAT—l system, the

frame fraction allocated to each earth terminal is variable and can be

added or subtracted from the frame to follow traffic fluxuations.

Channel assignment or de—assigninent requires about 0.3 sec.

A control word is transmitted when a channel between two earth

stations is set up, and another control word is transmitted when the

channel is “torn down”. Control bits are also transmitted to indicate

the number of allocated channels actually in use so that slack channels

can be reallocated and burst durations varied according to some “fairness”

criterion. Each station monitors the control bits of all other stations

to determine which channels should be demultiplexed and to determine its

proper burst length (number of allocated channels) .and time of burst.

Thus, the control channel is distributed through the frame, and the

control system is distributed through the network.

The MAT—l implementation of DVDA yields about 700 8—bit P~M voice

channels (64 kbps/channel) for a total data throughput of 44.8 Mbps.

The overall channel utilization efficiency is then calculated as:

44.8 
—

50 0.90

The similar calculation for SPADE in (bandliniited) utilization of

the 36 MHz channel gives:

800 x 0.056 0 753 6 x 2 /l.2
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This difference is not related to the demand assignment technique;

it is related solely to the respective bandwidth and timing overhead and

margin allowed in the FDMA versus TDMA implementations.

4.3.6 Comparison of Circuit—Switched DANA Performance

The three basic circuit—switched DANA choices, fixed assignment,
directionally variable demand assignment, and fully variable demand

assignment, can now be compared in terms of satellite capacity required

to support the same traffic at a fixed grade—of—service. Using the

implicit relationships for the total number of (one—way) voice channels

which the satellite capacity must support (developed in the preceding

sections), the plot shown in Figure 4.3.2 was generated. The discontinuous

nature of the FANA and DVDA functions is due to the number of per terminal—

pair and per terminal channels being a constant integer over a range of

N. Each step down is for one fewer channel per ET or ET pair. The

small—N droop is due to the (N—l)/N factor between total originating

traffic E and total inter—area traffic.

For this plot a total originatin; traffic of 8000 Erlangs was used

with a grade—of—service of 5% blocking.

Set—up delays on the order of 1/2 second are quite acceptable for

circuit—switched voice calls with holding times on the order of 2—6

minutes: The unavailable capacity during set—up is negligible and the

waiting time is presumably acceptable to a common—user community.

On the other hand, for Q/R and isolated small packet data, such

delays may be unacceptable. From a user—satisfaction viewpoint, such

delays present a problem. From an efficiency viewpoint, such delays are

4—20
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severe. For example, for a 1000 bit packet transmitted on a 16 kbps

channel, the total packet time is

1000
16000 

= 0.0625 sec.

Assuming a total time to allocate and deallocate the channel for the

single packet of about 1 second the channel is being utilized with only

6% efficiency.

A possibility to consider is that the proportion of short holding

time data traffic is so small that even if ineffeciently handled, the

total increase in required capacity may not be large.

Consider holding times (packet times) of x sec. The effective

holding time lncluding a set—up and takedown delay of y is x + y. If e

is the total short holding time traffic then the effective short holding

time traffic is

x + yE = e.eff  x

For y 1 second and x = 0.05 to 0.1 second, the magnifier (x + y)/x is

about 10 to 20. Thus to add even 1% traffic with 0.05 second holding

time to the total long holding time (voice and file) traffic requires a

20% increase in total satellite capacity . This is an example of the

fundamental motivations for considering random access, packet—switched

systems in a mixed data/voice common—user environment.

Another issue of the comparison is the sensitivity of the technique

to traffic shifts or, equivalently, to errors in the traffic model.

The FANA approach requires the most detailed traffic knowledge,

with the assignments being made to match a terminal pair traffic total:
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E(i,j pair) = E ..  + E ..

Thus any shifts or modeling inaccuracy in traffic at this level will

cause imbalance and higher blocking between the terminal pairs than

designed. Some user pairs may get poorer service than nominal and

others may receive better service than nominal.

DVDA is less sensitive since it operates at a higher level of
traffic aggregation. Blocking is determined on a total per earth terminal
traffic basis:

N N
E(i—sat) = E. + E . = E H . + E E . .i—out i—in . iJ .j =1 i=l

j~ i i~j

The N - ign of a variable frame fraction allows tracking these

shifts.

FVDA is the least sensitive to traffic shifts or modeling errors
since it operates (and blocks) only on the total inter—area traffic:

N
E(sat) Z E . . = E —  E E

i#j 13 ii

A subtle design issue, however, is that even when a fully—variable

assignment algorithm is used, a terminal will operate at an average up—

link power determined by E(i—sat), which for the equal traffic case is:

E(i—sat) E(N—l) — E
2 N2 N

If the power amplifier is sized for this load, the shifts allowed by the

FVDA algorithm cannot be accommodated. Similarly, in a SPADE—type

(SCPC) implementation there are per channel cost items per terminal

which pushes toward only equipping for about H/N traffic per terminal.

If this compromise is made , the system is no longer true FVDA. Yet some

compromises along these lines should be investigated. For example, a

factor—of—two over E/N channel equippage and P.A. average power design

will allow for moderate shifts in traffic without performance penalty .
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4.4 PACKET—SWITCHED DANA CONCEPTS

In 1970, Norman Abramson [1] of the University of Hawaii proposed a

random multiplexing technique, termed ALOHA, to permit a large number of

stations to communication over a single ground radio channel. The ALOHA
concept has subsequently been considered as a random multiple access

technique for a satellite channel [4] and has spawned a large number of

studies which attempt to understand the performance under various circum-

stances, and moreover has been followed by a large number of proposals

for similar techniques which attempt to overcome the limitations of the

original technique and subsequent techniques. In describing these

techniques we are intending only to present a brief suBunary of the

protocols and analysis, as well as suggest some new approaches based on

voice requirements, and overcoming the instability and low efficiency of

ALOHA.

Although other versions have been studied , all references in the

following to “packets” will be for fixed—length packets. Longer messages

consist of several packets.

4.4.1 Pure ALOHA

Protocol

In a pure ALOHA protocol, each earth terminal (ET) transmits packets
of fixed length. The packets are transmitted according to some random,

but mutually independent (among ETs) rule in the common satellite channel

as illustrated in Figure 4.4.1. The inter—ET transmissions are conducted

among the ETs on a contention basis without central coordination or

control. In the event that packets from different ETs overlap in time,

by any amount, errors are created. These destroyed packets are detected

and retransmitted by their respective ETs.
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FIGURE 4.4.1 ALOHA SYST~~ CONCEPT

4—25 

—.—..- -.--—- ——--—— - — -.— — ..—.--- - — ——— — --. - - .. .—---—.-—— --— —-—————-—--— .-- -— . — —  —.-.-——— —.— — .- - - - _ _ .__ __._ __. _ _ _ _ ___ ...
._ s



Performance

For pure ALOHA , the relationship between the normalized utilization ,

U, and the normalized channel rate, C, for a finite number of equal

earth terminals is given by:

U = C(1 - 2G/N) N l ,

which converges very rapidly to the well—known [1] limiting (infinite

population) result

— 2GU G e

which is plotted in Figure 4.4.2. The maximum utilization U (usual1~
called the “capacity”) is

U = l/2e = 0.184

These results assume that the retransmission times are randon ized

so that the retransmissions plus original transmissions form a Poisson

stream. Some randomization time is critically required to prevent a

deadlock cycle between two or more terminals whose packets have collided .

While the distributed control nature of ALOHA is highly attractive ,

it suffers from low efficiency (less than 18%) and an instability evident

in the two values of channel traffic (C) for each value of throughput (U).

Delay for satellite ALOHA—switched packets is from three sources:

• Propagation time (0.27 sec. x number of trips)

• Queueing time

• Retransmission time randomization
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For large N, the average queueing component is small compared to

one—trip propagation time, and f or the large capacity speech packet

system contemplated (packet burst times on the order of 1 microsecond)

randomization time is small compared to 0.27 sec. Hence, mean delay is

given by oie trip time T 0.27 sec. times the average number of trans-

missions/packet [28]:

— — 2GD TG/U T e

In terms of utilization U,

= 
1 ln(D/T)
2

which is plotted in Figure 4.4.3.

All of the packets which are delayed more than one or two retrans—
missions are unusable for two—way voice and serve only to clutter the

channel with instability—producing traffic.

4.4.2 Slotted ALOHA

Protocol

The low utilization factor of pure ALOHA is due to the completely

random emissions of packets from each user. A method of improving the

channel utilization by “slotting” time into segments whose duration is

exactly equal to the transmission time of a single packet was proposed

by Kleinrock and Lain (35]. This concept is called slotted ALOHA.

Performance

The channel utilization, U, and the channel traffic , G, can be

shown as related by (see Figure 4.4.2):
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U G(l — G/N ) N
~~ ~ c

which results in a maximum channel utilization of

U l/e 0.368

Thus, slotted ALOHA achieves twice the maximum channel utilization of a

pure ALOHA system at the expense of introducing the requirement of time
frame synchronization. The mean delay vs. utilization is similarly

improved to [24]:

— GD T e ,

or

U ln(D/T)

D/T

which is illustrated in Figure 4.4.3.

Like pure ALOHA, slotted ALOHA is subject to instability without
imposition of extra control structure.

4.4.3 CAPTURE ALOHA

Some improvement in performance over the equal—power/equal—traffic

cases for pure and slotted ALOHA have been recognized. In particular,

Roberts [55] has pointed out that for a given geographic distribution of

equal—power earth terminals, some terminals will be closer to the satellite

than others and will enjoy an RF “capture” effect. The capture effect

occurs whenever one signal is about 6 dB or more stronger than another.

The stronger signal packet survives the collision with low error proba-

bility and the weaker signal packet is lost. Similarly, it has been

proposed to give some ETs more power than others to increase capture

effects (47aJ. The capture effect clearly increases throughput since

collisions are not all destructive.
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Protocol

Hilborn [281 has proposed a processing satellite which creates a

perfect capture effect. This CAPTURE concept operates as follows (see

Figure 4.4.4): Each earth station transmits on a separate (orthogonal)

UP channel of burst rate (capacity) C equal to the single DOWN channel.

When one or more packets is received on the UP channels, the onboard

controller selects one packet (when two or more contend) for transmission

on the DOWN channel. Thus, one packet is always successful even in

multipacket contentions.

The onboara selection algorithm could be chosen on a number of

possible bases such as:

• Random selection

• Priority selection

If the onboard selection is done at IF (without demodulation), the

only priority possible is per transmitting earth terminal (which priority

could be re—orderable by ground control). If the onboard selection is

done after demodulation at baseband then priority selection is possible

on a per packet basis, by the simple inclusion of a few priority bits in

the packet. Moreover, the onboard demod/remod process gives about 4 dE

power advantage over conventional transponders [14,42].

The most significant advantage of this capture technique over

transponder ALOHA, however, is that without adding any new control

protocol for earth terminals throughput is increased and instability is

eliminated. The throughput/channel traffic relationship for CAPTURE

ALOHA is monots~ne (stable):
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U = 1 — (1 — G/N) N 1 — e~~~.

U = MAX U = 1

The limiting G vs. U is plotted in Figure 4.4.2 along with pure and

slotted ALOHA. The mean delay is accordingly given by

D = T G/(1 — e
_G
)

= 
ln [lJl—U)1 TU

which is plotted in Figure 4.4.3.

Possible disadvantages of CAPTURE ALOHA are:

1. It requires a new processing satellite of higher technology

risk and cost than established RE transponder techniques.

2. The requirement for orthogonal UP—link channels uses up

spectrum rapidly and increases with N, tending to limit the

number of ETs.

The first objection to cost is more than offset by the gains in

efficiency of the technique and in power by using a demodulating satellite,

both of which lower ET cost. The second objection can be partially

offset by using spectrum—conserving orthogonalization techniques such as:

• Spot beams for frequency reuse

• Cross polarization for frequency reuse

• Higher bits/symbol modulation (e.g., 16—4 PSK)

Finally, we remark that all of the spectrum—spreading of the total
UP—link has a direct A—J advantage.
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4.4.4 Other ALOHA Variations

A number of other additions and variations on the basic ALOHA
protocol have been proposed. These are discussed in the following

paragraphs.

4.4.4.1 Overlap ALOHA

In pure ALOHA the basic throughput vs. channel traffic and delay

relationships assume that two packets with any amount of overlap in time

are unusable and must be retransmitted. Preamble and address bits are

critical to correct packet handling but some errors in speech packets

may be tolerable. If a fraction of overlap Z (0 < Z < 1) is permitted,

then the basic pure ALOHA C vs. U relationship becomes

U = G ~~~~~~~

Thus, tolerating some overlap permits performance between pure ALOHA and
slotted ALOHA.

4.4.4.2 Carrier—Sense Multiple Access

In Carrier—Sense Multiple Access (CSMA ) attempts to avoid wasting

channel capacity with destructive collisions of pure ALOHA by having
each terminal listen for the presence of carrier due to another terminal’s

transmission and refraining from immediate transmission, and using some

rescheduling rule [39 ,40,69]. Three different rescheduling rules have

been proposed. These rules are called 1—persistent, non—persistent, and

p—persistent CSMA.

This class of protocols was originally proposed for ground radio

channels where propagation delay is short compared to packet time. For
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a high—capacity voice packet satellite system, the opposite situation

obtains: the packet time is very short compared to propagation delay ,

and this class of protocols has no advantage over pure ALOHA.

4.4.5 Reservations

The previous discussion of ALOHA—type RNA techniques are most

applicable to traffic composed of one—packet messages. A number of

variations called reservation schemes have been proposed to increase

throughput for multiple—packet messages. These schemes have in common

the characteristic of increasing the minimum delay and increasing maximum
throughput. In a sense, they are a compromise between pure packet—

switching and pure circuit—switching. Because the relatively large

minimum delay and the multi—packet string model both seem poorly matched

to voice requirements, these techniques are not being emphasized in this

study. The following two well—known techniques are included for complete-

ness

4.4.5.1 Robert’s Reservation

Under this protocol [57], the channel is divided into two (time

frame) subehannels. One subchannel, operated in slotted ALOHA, is for
reservation requests. The other subchannel, operated in dedicated mode,

is for multi—packet data. Because of the broadcast nature of the channel,

all users can hear the successful requests for data slots and appropri-

ately schedule their own data transmissions (if requesting) and requests.

Since the request channel is operated in slotted ALOHA mode, there will

be request collisions and instability problems.

While the reservations introduce additional elements of control

over simple ALOHA, Robert’s Reservation distributes control responsibility

to all ETs.
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I
4.4.5.2 Round—Robin Reservation [8]

The Round—Robin (RR) technique uses a slotted channel with a basic

TDMA frame structure. Each of N ETs is assigned a one—packet slot per

N—slot frame. Thus, the underlying structure is similar to a single—

channel—per—ET directionally variable demand assignment. In addition,

an active ET can dynamically acquire use of the slots assigned to other

ETs by inserting a reservation request into the preamble of packets it

is transmitting in its own slot. A previously inactive ET whose slot

has been acquired by another ET can reclaim its slot by sending at will

in its own slot and deliberately creating a conflict. The mutual protocol

requires cessation of use of a slot by the non—owning terminal.

The RR technique is thus similar to CSMA with the voice—packet time

shortness extended to a frame time. Nevertheless, the frame time is

also short relative to a round trip time.

4.4.6 Finite Retransmission (Loss) Protocols

Since for (two—way, real—time) voice packets, packets delayed by

more than one or two retransmission are useless and serve only to clutter

an ALOHA—type channel with destabilizing retransmissions, we consider a

new class of ALOHA—type protocols which either use no retransmission of

unsuccessful packets, or at most a few retrys. A significant result of

this approach is that the ALOHA protocol is thereby stabilized.

For packet—loss systems operating with digitized voice packets, the

packet loss rate (probability) 
~L 

is the appropriate measure of perf or—

mance degradation with load. Preliminary findings are that a 
~L 

in the

range of 5% to 15% is tolerable for short (20 ins) speech packets (see

Chapter 6).
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We first consider modifying the basic protocol for pure and slotted

ALOHA, and CAPTURE by allowing no retrausmissions, then generalize to

allow a finite number, n, retrys.

4.c.6.1 No Retransmissions

From Section 4.2.2 the probability of single—attempt packet loss

is given by:

q = 1 — S/G.

For a policy of no retransinissions

= q

The dual interpretation of U as either offered load or channel utiliza-

tion is again emphasized. U is not throughput, S, since

S =  (l— P ~)U.

Finally, note that from the above, U = G.

The utilization vs. channel load relationships developed for pure

and slotted ALOHA and CAPTURE in Sections 4.4.1 — 4.4.3 can now be

directly applied to yield the packet loss performance for these SMA

techniques:

PURE ALOHA

— 1 - (1 — 2G/N) N l  
~ 1 - e

2G
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SLOTTED ALOHA

~L 1 (l _ C/N )
N_l + l _ e ~~

CAPTURE ALOHA

P
L = l _ * [ l _ (l_ G/N)N}~~~l _  

(l_ e
G)

Note also that for no retransmission these relationships can be made

explicit in U by U = C. These packet loss performances are plotted in

Figure 4.4.5, in the N-’~ limiting case. Table 4.4.1 compares the offered

load or utilization for the above three cases at 5, 10, and 15% 
~L’ 

and

the resulting satellite burst rate (capacity) requirements to support an

aggregate traffic load of 8000 Erlangs of voice traffic at 4 and 16 kbps

digitization rates.

Finally we remark that since C = U and 
~L 

vs. U is single—valued ,

there is no instability problem. The instability of the pure and slotted

ALOHA is a result of retransmissions.

4.4.6.2 Finite Retransmissions

We now generalize the previous analysis of no—retransmission to

permit a finite number of retrials, n. As for the previous queueing

ALOHA analysis, retransmission times are assumed to be randomized suff i—

ciently to consider the retransmissions to form a Poisson stream for

pure ALOHA, and to form an independent sequence for slotted ALOHA and

CAPTURE .

If q is the single—transmission packet loss probability , overall

loss , which is the event measured by 
~L 

occurs when n+l single—attempt

losses occur:

n+1q
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If x is the number of retransmission attempts made on a given

packet, the channel load G will be related to the offered load U by:

C = U( l + E(x)).

Assuming the success of the first attempt and subsequent retrys are

independent with probability q, the random variable x will have distribution

(l~~~q)q
X, O < x < n

P( x) =

I n
q , x n .

It follows that:

E(x)  = (1 — q
fl ) ,

and hence

G U ( l - q ~~
1)/ (l - q)

or

G = U ( l _ P
L)/(l

_ PL~~~~
)

The relationship between single—attempt loss q and channel traffic

was previously established for the three ALOHA—type protocols. Hence,

we have the following results (shown only for the N~ ° limit):

PURE ALOHA

-2G 
n+l - 

-,

P
L

(l_ e ) ,

A 
________



II ’

or, eliminating C, we have

1 1
U = - in(l - 

~~~~~ 
(1 — 

~~~~~~ 
(1 -

as the relationship between performance 
~L 

and offered load or utilization.
By eliminating 

~L 
we obtain the relationship between channel traffic

attempts and utilization:

r ~1—1
-2G I —2GU G e  [l_ (1_ e  ) j

SLOTTED ALOHA

Similarly, for slotted ALOHA:

n+l
PL = _ e )

1 1
U = —ln(l - 

~~~~~ 
(1 — 

~~~~~ 
(1 — P

1.’
)

—G 
n+ll_ l

U G e  l — ( l — e  ) J .

The above relationships describe the full range of operation

between no—retransmission (n = 0) and infinite—retransmission (n = ~) or
lossless systems. Figure 4.4.6 is a plot of utilization versus channel

traffic for the slotted ALOHA cases and clearly shows the transition

between stable operation for no—retransmission and unstable operation

for the usual (n = ~) slotted ALOHA, at around n = 7. For the likely

area of voice operation at n = 1 or 2, slotted ALOHA is clearly stable.

Figure 4.4.7 is the companion plot of packet loss rate versus

utilization for the slotted ALOHA cases. The improvement in utilization

at low 
~L 

by allowic.g a few retrials as well as the instability for too

many retrials is clear.
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n = number of retrials n 0
n-i
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0.1 1 10
CHANNEL TRAFFIC (G)

FIGURE 4.4.6 OFFERED LOAD AS A FUNCTION OF CHANNEL TRAFFIC OVER
RETRANSMISSION POLICY RANGE FOR SLOTTED ALOHA
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FIGURE 4.4.7 PACKET LOSS RATE AS A FUNCTION OF OFFERED LOAD OVER
RETRANSMISSION POLICY RANGE FOR SLOTTED ALOHA
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CAPTURE ALOHA

~
‘L 

( l_ l
~~ ~

For CAPTURE, C cannot be explicitly eliminated:

U = G(l - PL~~~~
) ( l  -

r
u (1 - e

_G
) 
[
1 - (1 - l-e 

~ j

CAPTURE is stable for any n including n = 
~~~. The important effect

for a packetized voice system is the very high efficiency for only a few

retransmissions attainable. Figure 4.4.8 is a plot of packet loss rate

vs. offered load for a CAPTURE system with n = 0, 1, 2. Only two retrys

puts the offered load at 844 for 10% 
~L

• Making n small for CAPTURE

guarantees a maximum delay and improves efficiency over making n = 0.

Coonmcnts

Table 4.4.2 compares the required burst rate for slotted ALOHA and
capture ALOHA at a 10% packet loss rate, for 16 kbps packetized voice.
For n 2 slotted ALOHA requires slightly higher burst rate than the
FVDA requirement, capture ALOHA requires a smaller burst rate for n > 0.
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TABLE 4 .4 . 2  EFFICIENCY AND BURST RATE REQUIREMENTS FOR FINITE
RETRANSMISSION FOR SLOTTED ALOHA AND CAPTURE ALOh A

n 0  n 1  n=2

Slotted ALOHA

Utilization 0.105 0.290 0.370

Burst (Mbps) 1272 462 362

Capture ALOHA

Utilization 0.210 0.616 0.844

Burst (Mbps) 638 217 159

Conditions: 16 kbps, 50% duty voice, 8000 Erlangs.

Note: For comparison, FVDA requires 243 Mbps.
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4 . 4 .6 . 3  Multiple Copy ALOHA

As an alternative protocol to finite retransmission protocols we

now consider an ALOHA—type protocol where no retransmissions are allowed

but multiple copies of each packet are sent. Clearly the collisions

will increase over single—copy no—retransmission , but only one copy of

a multiple—copy packet burst needs to survive.

If q is the loss or collision probability for a single packet copy ,

then sending n extra copies (at randomized times) will give a total

packet loss rate~of

n-FlP~~ = q

since all (n-Fl) copies must be lost to produce a real or net packet

loss. The channel traffic G is increased by the added copies over the

offered traffic U:

C = (n+l) U.

To evaluate for pure, slotted and capture ALOHA systems, the
previously developed relationships relating q to channel traffic are

substituted . In general g = 1 — SIG.

PURE ALOHA

—2Gq l — e

— i. — e
4
~~

h2

Thus ,

= [l—e 2
~~~~~~f~~
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or , equivalently ,

1
—l n+l

U = 
2(n+l) l

n(l_P
L ).

SLOTTED ALOHA

Similarly, for slotted ALOHA,

= [1 — e
_ +I)Uj~~~

and -

U = (n+1) ~~~~~~ 
n+l)~

CAPTURE

For a CAPTURE satellite, the single copy loss role is given by

-C -

l—e
q = 1 —

= 1— (n+l)U

Hence,

-(n+l)U
— [1_ l_e 

]n+lL 
- (n+ 1)U

The loss rates for multiple—copy slotted ALOHA and CAPTURE are

plotted in Figures 4.4.9 and 4.4.10, respectively . As with the corre-

sponding n—retransmission policies (Figures 4.4.7 and 4.4.8) we see that

for a given small 
~L’ 

some improvement in utilization is possible with

a multiple—copy, no—retransmission policy over single—copy, no—retrans—

mission policy. The improvement is not as dramatic , however, as for n—

retransmissions. Figure 4.4.11 is a comparison of utilization NS the

policy parameter n for slotted ALOHA for both n—copy no—retransmission
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and single—copy n—retransmission. The multiple—copy policy is better

only than n=o (no retransmission). Thus (at a of .1) if the extra

delay of even one retransmission is not acceptable for voice the effi-

ciency over single—copy can be increased from about 10% to 211% by

sending 5 copies of every packet. Similarly, for a CAPTURE multiple
copy system, the utilization can be increased to about 0.5 for a P1 of

0.1, by sending about 5 copies and using no retransmission.

4.4.6.4 Spread—Spectrum RMA

The multiple—access capability of spread—spectrum systems, alterna-

tively referred to as CDMA , was discussed in some detail in Section

5.2.2.3 of the Task 1 report to DCA, December 1976. Based on the calcu-

lations made in that section (Figure 5.2.7), a bandwidth—constrained

short code (128 chips) can be used to support approximately 10—20 multiples

accesses, depending on the En/No 
required . It appears possible to apply

spread spectrum of this type to RMA such as ALOHA and SLOHA systems.

The ALOHA systems, because of their bursty mode of operation,

require a ground ET with high peak—power capability. The application of

spread spectrum would reduce this peak—power requirement (the average

power would be identical, however) while providing some multiple—access

capability. System analysis regarding ALOHA with spread spectrum has

been performed by Chiao [l4b}. The resulting throughput channel traffic

relationship for the system with retransmission is:

S — G E  (2G)i rr~
where L is the additional number of multiple—access channels via spread

spectrum. Equation (1) is plctted in Figure 3.3.12. Note that , even

with only one additional channel CL 1), the throughput, S, is increased

from 18% of ALOHA to 40%.

For the system without retransmission, which is more suitable for

voice communications , the probability of packet loss is:
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L . - 2U
P = 1 — E (2U)1 eL -i=0

Spread—S pectrum ALOHA without  Retransmission

If voice communications are to be served by SS—ALOHA without re-

transmission , the probability of a lost packet is

L - — U
P = 1 — E  (U) 1

~~------
L i=o

The analyses given above , together with other known results (see
Figure 4.4.13), ca.~ be used to assess the system performance of the
following four RMA schemes serving a traffic model requiring an aggregate
of 128 Mbps of data rate. The results are tabulated in Table 4.4.3.

TABLE 4.4.3 RNA SYSTEMS ASSESSMENTS (WI.THOUT RETRANSMISSION )
DATA RATE — 128 MBPS AT PACKET LOSS RATE = 0.1

REG ~~~ SLOHA—
ALOHA SL HA SLOHA—SS MULTIPLE

0 COPIES
Base Rate 128 Mbps 128 Mbps 9.14 Mbps 5.2 Mbps

Eff iciency 0.053 0.11 0.11 0.21

)ata Burst Rate 2430 Mbps 1215 Mbps 1170 Mbps 620 Mbps

‘acket Effi— 69% 48% 48% 48%
ciency

Burst Rate with 3539 Mbps 2529 Mbps 2432 Mbps 1291 Mbps
Overhead

Required (CIT +
IRP) at K Band 85.3 dB~ 83.5 dBW 83.3 dBW 80.55 dBW
;ith 13 dB

u

(E
b /N o ÷ Marg in)

telative Corn Least Moderate Most fore
lexity of
‘erm inal
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(probability of lost packet)
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~~~~~~~~~ it

S (channe l ut iliza tion)

0 via Rb ~~~~

Rb (data rate)

given g (processing gain)

0 via

R~ 
(chip rate)

- 
via C/kT — E.,/N0 + R

~ 
+ marg in

CIkT (required carrier-to-noise-density ratio)

Q1 via G/T C/k T + L + k - £12.?

C/T (required earth terminal sensitivity)

FIGURE 4.4.13 SS—ALOHA SYSTEM CALCULATION WITHOUT RETRANSMISSION
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4 . 4 .7  Mixed Voice/Data Packet ALOHA Protocols

The distinctly different requirements of voice and data packets can

be summarized as follows:

VOICE (duplex call)

• Call holding t ime 2—5 minutes

• About 10% loss rate nominally acceptable

• Delay of more than 1 or 2 round trips (.28 sec) not

normally acceptable

Data jackets

• Isolated packets

• No significant loss rate acceptable

• Larger delays tolerable, nominally 10 round trips

- 

These different characteristics suggest that for a mixed voice/data

common—user packetized ALOHA—like RHA system different kinds of packets

should be labeled to receive different kinds of treatment as follows:

Voice Call Protocol:

• Call setup between earth terminals to allow abbreviated voice

packet header — identifying only particular call—in—progress

• Finite retransmission protocol (0—2 retransmissions)

Isolated Data Packet Protocol:

• Full routing information headers

• Non—reservation, infinite—retransmission ALOHA

Packet String Message Protocol:

• Reservation protocol (e.g., Rober t ’s Reservation on Round—
Robin Reservation)

— 4—57 
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Since both the finite retransmission and reservation parts of this

mixed protocal are stable, even for a non—CAPTURE satellite , it seems

plausible that a small fraction of infinite—retransmission isolated—data

packet traffic could be added without destroying the stability. At any

rate a CAPTURE satellite would insure stability.

We remark that no precise performance results on this mixed protocol

are available because direct analytical attack is not apparently tractable .
A simulation approach can easily be envisioned to study performance, but

such an approach is beyond the scope of the present study .

Finally we remark that while this mixed protocol provides for the

needs of both voice and data packets it does not permit carrying of 1~ny

true stream data where bit stream synchronization is maintained , e.g.,

for FAX, digical television, or conventional (stream—oriented) COMSEC
equipment.

4.4.8 Directional Variable Random Access

We now propose and analyze a new RNA techni9ue called Directionally

Variable Random Access (DVRA ) which extends the directionally variable

demand access (DVDA) approach (circuit—switched) to a packet—switched

concept. No central access control is required .

Let the total capacity of the satellite C be split into N subchannels

(one subchannel per earth terminal). Each ET contains a buffer  where
arriving packets are assembled and queued for transmission over the

allocated fraction of the broadcast ehannel at rate C/N. To receive
packets , every ET reads the header bits of all packets being broadcast
by all other E’rs. There is no contention , collisions , or control (other
than timing if TDMA is used to divide the total capacity into N subchan—
nels .)

~~
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The performance of such a system degrades with load in two ways:

delay of packets in the buffer, and lost packets when the buffer over—

flows. An arbitrarily large buffer allows efficiency to be arbitrarily

near 100% without packet loss. However, the resulting large random

delays of packets in the transmit buffer is not acceptable for voice.

If the buffer size is made small (B bits) the maximum delay is limited

to B’N/C.

C must be greater than total offered load (128 Mbps for 16 kbps
voice ditization). Thus for a 16 kilobit buffer, the maximum delay is
less than .128 x l0~~ x N seconds. Thus for up to 200 earth terminals

buffer delay is less than one propagation trip.

Packet Loss Rate

The transmit buffer will hold

in = B/L
I

packets awaiting transmission, where L is the packet length. The buffer

packet queue length equilibrium distribution is given (using independent

arrivals and departures) as

j Q~P , o<j<n
P
i 

= 
~ Q

n(l_U/N)P , jn

where

= 
U(N—l)
N—U

and

l—Q
° l—Q~ [l—(l—Q) (N—U)/N~
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Arriving packets find a full buffer with probability P and are hence

lost at that rate. For large N, the above reduces to a Packet loss

function of

Ur
~(l~U)

L

This loss function is plotted in Figure 4.4.14. Note that the maximum

loss rate as 13+1 is given by

rnax PL
.r_

~~

For the 32—packet buffer (lowest curve) the loss rate is limited to

about 3% and is down to less than 2 packets in 10,000 at a utilization
of .8. The 32—packet buffer corresponds to a 16384 bit buffer for

packets of size 512 bits.

At the traffic levels of this study the DVRA technique requires

unly about half the capacity of the best circuit switching (FVDA). This

doubling in efficiency is due to its ability to fully utilize the assumed

5O~A voice duty factor.

For a buffer of the size above or larger, the loss of packets is a

sudden or threshold effect. By cperating at a lower—than—threshold

level, non—voice data packets and messages can be handled along with

voice in an essentially lossless mode. Alternately , the buffer space

-could be segregated between data and voice, with voice receiving perhaps

9 packets of space (max — .1) and data receiving perhaps 50 packets

of space. By operating at no more than about 90% utilization and giving

the small ¾ data load higher priority than most voice, the data operation

would be essentially lossless. The very few losses which would occur

for data packets can be deleted and retried by end—to—end protocol.
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We also retiark that like circuit—switched DVDA , the high e f f i c iency

of DVRA depends on the assumed traffic split among earth terminals
matching the corresponding allocated fractional satellite (.apacity .

There exist techniques which allow the fractional split to be changed

fas t enough to track traffic changes in real time. For example , the

MAT—l approach [52] is to shift the partitions in a TDMA frame. The

fraction of frame used by each ET up—link should be matched to total
traffic originating and terminating at that ET. Such a scheme apparently

requires both traffic level monitoring and (centrally) coordinated

control. The control action is not required on a call—by—call or packet

basis — only at such times as the split is to be changed. It has been

demonstrated with the MAT—i system that the TDMA frame boundaries can be

shifted without disturbing calls—in—progress.

Finally , we remark that rather than a single buffer where all
arriving packets are assembled and queued FIFO, an actual DVRA terminal
in the DCS environment should use a multiple priority queue system with

enough buffer space reserved for highest priority calls that no losses

occur for those calls. The present design outline and analysis is thus

not realistic or complete. Because of the flexibility and higest effi-

ciency of all techniques investigated in this study we believe further

study, simulation and trade—offs of this access method beyond this study

is important to the future DCS. The next section outlines how a hybrid

circuit/packet system can evolve toward primarily utilizing this new

DVRA technique. 
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4.5 SUMMARY OF DANA/RNA EFFICIENCY/PERF ORMANCE TRADEOFFS

4.5.1 Voice/Traffic Requirements Summary

The emphasis and conclusions in this study are dominated by the

requirements of the projected common—user DCS traffic model of the 1985—

1995 time frame, and the communication requirements of digitized and/or

packetized voice.

The salient traffic model parameters are:

~40O,OOO voice terminals

8,000 Erlangs originating load (beyond PBX)

The 8,000 Erlangs translates to 256 Mbps of total data rate at 16

Kbps v6ice digitization, or 64 Mbps @ 4 Kbps. Compared to an aggregate

9.6 Mbps of aggregate nonvoice requirements, it is clear that:

• Voice Predominates

~1Since the voice digitization rate directly scales the total data

rate requirements for circuit—switched DANA techniques and nearly so
for packet—switched DANA techniques we have chosen two baseline alter-
natives of 16 Kbps (CVSD) as a representative of wideband techniques and

4 Kbps as a representative of the narrowband PEV class of Vocoders.

Since two—way voice communication is intolerent of variable or long

fixed delays of more than about 1/2 second, RMA techniques which lose

packets rather than retry until successful are taken as appropriate.

While not yet definitively established as acceptable, a packet loss rate

for packetized voice of 10% is taken as a baseline nominal figure for

comparison purposes.
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Packetized voice was assumed to be generated only when a talker is

active, thus reducing the total baseline voice requirements by the duty

factor — assumed to be 50%. (This is conservative — see Chapter 2.)

4.5.2 Efficiency/Capacity Comparisons

The efficiency or utilization of the circuit—switched DANA techniques
is equivalettc to occupancy:

total load = UEfficiency =
total numb-er of circuits

at a specified blocking (5% is used). If C denotes the base capacity

required (depending on the digitization rate) then the total satellite

bit rate capacity required is:

C = C0/U

Similarly , the efficiency or utilization U for packet—switched SMA

techniques is defined by the above relationship.

Table 4.5.1 gives the base rates (C) for the two digitization

rates and two basic types of switching in this study.

Table 4.5.2 compares utilization and the corresponding total capacity

required C for the alternative DANA/RMA techniques for both 4 and 16
Kbps digitization of the (8,000 Erlang voice) load. The required capacity

shown does not consider additional implementation overhead.

The clear conclusions of this comparison are:

• The most efficient packet—switched technique is DVRA with a

total required capacity of 32 (128) Mbps for 4 (16) Kbps

packetized voice.
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TABLE 4.5.1 BASE RATES (MBPS)

VOICE DIGITIZATION
RATES

TYPE 4 KBPS 16 KBPS

Packet 32 128

Circuit 64 256
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1

.1
TABLE 4.5.2 UTILIZATION/CAPACITY COMPARISONS FOR VOICE RMA AND

ALTERNATIVE DANA TECHNIQUES

U C—4KE C—16KB

Packet RNA

0—retry P. ALOHA 0.053 604 2415

1—retry P. ALOHA 0.14 229 914

0—retry S ALOHA 0.11 291 1164

1—retry S. ALOHA 0.29 110 441

3—copy S. ALOHA 0.21 152 610

0—retry S.S. ALOHA 0.11 291 1164

0—retry C. ALOHA 0.21 152 610

1—retry C. ALOHA 0.62 52 206

6—copy C. ALOHA 0.50 64 256

Destination Var. HA (DVRA) ~l.O 32 128

Circuit-DANA

Terrestrial (Reference) * 0 . 3 4  188 752

FANA (Reference) (N=70) 0.46 139 557

DVDA (N=70) 0.94 68 272

FVDA (N=70) 1.05 61 244

* From Polygrid Network Model in Chapter 3 (23,680 total two—way circuits).
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• The most e f f ic ient  circuit—switched techniques are FVDA

requiring 61 (244) Mbps and DVDA requiring 68 (272) Mpbs

satellite capacity for bit—stream 4 (16) Kbps digitized

voice.

• The ALOHA—based RMA techniques are not efficient enough to be

used except for CAPTURE ALOHA which requires a new type of
processing satellite. Even with the required more expensive

and risky space segment CAPTURE ALOHA is not as efficient as
DVRA.
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5 COMMUNICATION SATELLITE REALIZATION IS SUES

5.1 LINK PERFORMANCE

The performance of the ET—satellite/ET—communication link as

measured by the trade between bit error rate and data rate (burst rate’~
is normally limited by the down link parameters. The limiting parameters

of the downlink are either signal—to—noise ratio at the receiver demodu—

lator (power limited) or the transponder bandwidth (bandwidth limited).

The maximum burst rate that can be passed through the satellite link

will be defined in this report as the capacity , denoted by the symbol

C:

C = minimum (bandlimited burst rate, power limited burst rate)

Capacity as a function of satellite EIRP + earth terminal CIT is

illustrated in Figure 5.1.1. The limiting factors on satellite capacity

are discussed In the following subsections.

5.1.1 Capacity Limits

i. Bandwidth Limited Case:

The link equation expressed in dB is:

(5.1.1)

where

Rb 
burst rate

V satellite transponder bandwidth

B = bit—rate—to—symbol--rate ratic~f(0 ~~ tor BPS~ , 3 dB for

QPSK , etc.)

C~ = ratio of W to bandlimited symbol rate through the trans-

ponder (typically 1.2 (0.8 dB)).
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The link equation above is plotted for  Rb vs W in Figure 5.1.2.

Ii. Power Limited Case:

The link equation expressed in dE is:

Rb = EIRP + G/T — Ls — k — (Rb/N0) — (5.1.2)

where

EIR.P = satellite transponder radiated power including trans-

mitting antenna gain

C/T = receiving terminal antenna gain/noise temperature ratio

L
8 

= space loss at carrier frequency and distance to satellite

k = Boltzman’s constant (—228 dBW/Hz°K)

En/No 
= bit—energy—to—noise—density ratio for a given bit

error rate (BER)

N = system margin to account for miscellaneous losses

Link equation is plotted in Figure 5.1.3 for C, X, and Ku bands as

shown.

5.1.2 BER vs. Modulation and Rb/N0

The bit error rate (BER) is a measure of performance of digital

communications. BER is a function of modulation techniques, receiving

conditions and noise statistics. Digital modulations include techniques

such as on—off keying, FSK, PSK , etc. In space communications, coherent

PSK and differentially coherent PSK are most frequently considered. A

relatively new constant envelope modulation technique known as MSK
(minimum shift keyed) is now also emerging in the digital space communi-

cation field. Figure 5.1.4 shows the relationships of BER vs. Eb/N

for several modulations.

5—3



I I 

~~~~ III 

I I ‘

ii 

— :

• 
-

~~~~~~~~~

~~~ ~T_~~ X\H X’tXk\
‘.t Z ... ~I I Z~~~ ‘ C Z_  — 0 N’,. ’%.
IN -< — <  < ... — —

I N ‘—I

C

I I I 1 1 1 1 1  I I . _,•~

(~ dq$4 ) ~~~~ YJy3 13NNY~W

5—4 

~~~~~~~--- - .  - - -- ~~~~~~~~~~~~~~ _ _



—I’

5.1.3 Link Relationships vs. Forward Error Correction Coding

For satellite channels, the most effective FEC (forward error

correction) coding can reduce the E
b/N required for a given desired bit

error rate by 5—6 dB or more compared to a system without control. The

cost in terms of system constraints for adding FEC coding is, of course,

bandwidth expansion. Thus, FEC techniques can not be effectively applied

• for a bandwidth limited system. For power limited systems, FEC can be

used to reduce the required EIRP + C/T of the downlinks to derive sub-

stantial cost savings. FEC coding requires redundancy ; but this redundancy

need not reduce throughput of a power limited system if enough additional

bandwidth is available. Actually, a small bandwidth increase can produce

considerable power savings. For example, a rate—l/2 cost (100% redundancy)

will require double the bandwidth of an uncoded system; while ~‘ rate—3/4

code (33% redundancy) having coding gains only about 1 dB less needs the

bandwidth expansion only by a factor of 413. FEC coding can also be

applied to terrestrial links such as microwave, HF and tropospheric in

addition to space communications. Table 5.1.1 shows the relationships

of bandwidth expansion, threshold Eb/N , and several modulation—coding

methods.

5.1.4 Survey and Forecast of Satellite EIRP and Bandwidth

The satellite EIRP and bandwidth are two of the major resources of

satellite communication systems. The sizes of EIRP and bandwidth are

generally limited by the state—of—the—art of hardware technology and

deployment mechanics
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TABLE 5.1.1 MODULATION/FEC CODING TECHNIQUES

MODULATION CODING - 

RATE RATIO 
T1~

.ESHOLD Eb /N o

PSK No 2 9.6

PSK Rate 3/4 2.67 7.3

PSK Rate 1/2 (Viterbi decoder) 4 4.5

DPSK No 2 10.3

DPSK Rate 1/2 (Viterbi decoder) 4 6.5

QARK No 2 10.3

MFSK (M = 16) No 8 8.8
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The transponder EIRI power has two major limiting factors:

• transponder/antenna technology

EIRP limited by:1 • solar power

( — weight and solar
• prime power supply array deployment

1 
mechanism limited

nuclear power

— technology limited

The bandwidth is also limited by two major factors :

• transponder/antenna technology

BW limited by: ~ • lower frequencies

I 
(C, X band)

— smaller bandwidth
- • frequency allocation~

• higher frequencies
(K , K band)

— higher space loss +
rain loss

A recent COMSAT study suggests that, because of the tremendous

growth of information transfer demand via satellite of recent years,

satellite communications systems are being transitioned from essentially

technology constrained power—limited systems to larger, environmental

constrained BW—limited systems. This trend is further borne out by a

DCA study on the common user traffic of the DCS community . This trend

is pictorially illustrated in Figure 5.1.5. Note that this figure is

speculative in nature and that it is not intended to be substantiated in

any detail. To be more specific, Figures 5.1.6 and 5.1.7 are prepared

to show the EIRP and frequency plans of major military systems, respectively .
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For commercial systems , typical EIRP s are shown in Figure 5.1.8

and the frequency plan of INTELSAT V , the most complicated commercial

communication satellites to be operational before 1980 , is shown in

Figure 5.1.9 [61].

5.1.5 Reference Satellite Systems

In subsequent system analyses, it is important that a set of reference

satellite systems be selected to reflect the current technical maturity

and the impact of near—future systems. Three communication satellite

systems are selected for this purpose. They are:

WESTAR (mature C—band technology)

DSCS II (mature X—band technology)

INTELSAT V (developed K—band technology)

Parameters for the three are listed in Table 5.1.2. These three

systems will be used as references against which capacity requirements

of various DAMA techniques are compared. The capacity of each system

can be evaluated using the bandwidth and power limit expressions in

Section 5.1.1 and the parameters given In Table 5.1.2 below. The resulting

capacities vs. earth station C/T are plotted in Figure 5.1.10.

TABLE 5.1.2 REFERENCE SATELLITE SYSTEMS

3ATELLITE FREQUENCY SPACE EIRP 8W/TRANSP ONDER ANTENNA COVERAGE ~AR G:N

WESTAR C 196 dB 33 dBW 36 MHz EC o dB

DSCS II X 202 dB 28 dBW 125 MHz EC 6 dE

LNTELSAT V K 204.5 dB 47 dSW 240 MHz Spot bean (EC 6 d3
U

- ass~ r~ed in svs—
tern anaiv~ is)

= 7 dB for  BER • 10~~, 9.6 dS for  BER 10~~. QPSK tnodulation
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5.2 CHANNELIZATION TECHNIQUES

5.2.1 Classification Channelization Techniques

5.2.1.1 OMA (Orthogonal Multiple Access) Techniques — Non—Contentional

In OMA, each channel is transparent to the others and there is no
contention among channels. OMA techniques can be subdivided into three
subclasses:

i) - Time—division multiple access (TDMA )

ii) Frequency—division multiple access (FDMA)

iii) Code—division multiple access (CDMA )

5.2.1.2 RMA (Random Multiple Access) — Contentional

In this class, user pairs are given the opportunity to contend a 
-

link (from a pool of links, possibly) with others after they secure an

access via a demand assignment discipline. In general, RMA involves two

levels of contention. To assess the relative merits of such representative

systems, a comparison of some key features of TDMA, FDMA, CDMA and RHA
is made in Table 5.2.1. It appears that the throughput efficiency of

DANA systems is proportional to, among other things, the degree of
complexity of network control required by the system. The selection of

a DANA system for a given user community thus represents an optimization
problem requiring trade studies of many parameters, among them:

A. Space segment: EIRP, CIT. bandwidth, antenna beams

B. Ground segment: EIRP, C/TI antenna size

C. Netting efficiency and delay

D. Degree of network control and vulnerability

E. Impact of mixture of user stations.
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5.2.2 Orthogonal Multiple—Access Techniques [19, 52 , 62 , 63 , 64]

5.2.2.1 TDMA

A TDMA sys tem consists of dividing a time frame into many smaller
non—overlapping time slots. In any time slot, only one carrier accesses

the satellite. In TDMA, usually one station acts as reference and sends

periodic bursts without closed—loop control. The other stations in the

network use closed—loop synchronization through the satellite to place

its burst transmissions within their time slots (a guard time is provided

between time slots to cushion timing uncertainties due to satellite

motion, slant range differences, etc.). The burst lengths are not

necessarily the same, since different traffic origination loads may be

transmitted by different stations. Reconfiguration of burst lengths at

each station to accommodate traffic variations can be accomplished

manually or by using a microprocessor.

The number of accesses for TDMA is, typically, 5—15, but up to 60

accesses can be accommodated with current technology.

To assess the channel capacity of TDMA, the following formulae are

available:

i) Bandwidth—limited case:

R.
D

= W + B_ C .
~~ 
(dB) (5.2.1)

where R.~, transmission bit rate

W satellite transponder bandwidth

B — bit—rate—to—symbol—rate ratio

= ratio of W to band—limited symbol rate through
the transponder (typically, 1.2).
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ii) Power—limited case:

B,0 
= EIRP * G/T — L — k — (E

b
/ N )  — M ( 5 . 2 . 2 )

where EIRP = satellite transponder EIRI’

C/T = receiver G/T

= space loss

k = Boltzman’s constant (—228 dBW/Hz°K)
Eb /N = bit—energy—to—noise—density ratio for given BER

M = system margin.

If the power—limited channel capacity is less than that of the bandwidth—

limited, forward error correction coding can be applied to provide 2—5

dB improvement. 
—

To obtain an equivalent number of channels in terms of channel
capacity, the following formula can be used:

N = 
~

(R
b 

- 
~~~~) (5.2.3)

where N is the number of channels

V is the bit rate for one channel

in is the number of multiple accesses

P is the number of preamble bits

T is the frame period.

Equation (5.2.3) is plotted in Figure 5.2.2 using the following

values for convenience:

60 MHz
P 150 bits

T = 750 i,isec
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Both the 1ó—kbps channels and the 64—kbps channels are presented . By

equating N = m in Eq.  ( 5 . 2.3 ) ,  the numh~ r of accesses for single channel
per burst for both cases can be obtained . Figure 5.2.3 shows that the

multiple—access capability of TDMA can be increased only at the tremendous

expense of communication efficiency (number of channels). It appears

that TDMA is more suitable for the medium—to—heavy traffic handling with
the number of accesses no more than 50 and the number of channels per

access no less than 20 or so.

Some of the advantages and disadvantages are already highlighted in

Table -2.l. To reiterate, Table 5.2.2 is prepared to show some of the

system impacts of TDMA. Looking into the future , TDMA presents technical

challenges at least on two fronts:

A. Implementation of burst rate beyond 500 Mbps

B. Adaptation to satellite—switched , spot—beam TDMA .

5 . 2 . 2 . 2  FDNA

A FDMA system consists of dividing a frequency band into many

smaller non—overlapping frequency bands. At any frequency band , only

one carrier accesses the satellite. There are several transmission

impairments that must be considered in designing FDNA systems to minimize

intermodulation, intelligible cross talk, and other interference effects.

These impairments are limited to acceptable levels by backing off the

operating point of the nonlinear TWT. However, this results in less

channel capacity as compared to a single—access mode. Additionally,

other general constraints such as uplink power control, frequency coordina-

tion, and vulnerability to interference must also be considered in FDMA
system design. There are three basic types of FDMA being used or under
development at this time. They are listed in Table 5.2.3.

Actual system capacity calculation for FDM—FM—FDMA is quite tedious

because of the backoff , group delay , and the nonlinear nature of the FM
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TABLE 5.2.5 MULTIPLE—ACCESS PARAMETERS
FOR EQ. (5.2 .15)

PARAMETER
MODE OF ACCESS 

ASSIGNMENTS

___________________ 

VA BO

FDMA 0dB 3dB

TDMA 0 0

FDMA-DA 0 3

TDMA-DA 0 0

FDMA—SPADE 4 3

ALOHAs 4 0

SLOHAs 4 0

TABLE 5.2.6 SATELLFL~E PARAMETERS
FOR EQ. ‘(5.2.15)

SATELLITE BW EIRP L
CONFIGURATION s

WESTAR 36 MHz 33 dBw 196 dB

DSCS II 125 28 202
INTELSAT V 240 36 204.5

5—34
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TABLE 5.2.2 SYSTEM IMPACT OF TDMA

ITEM IMPACT

Transponder Power i) Allows full use of power without backoff

ii) When bandwidth limited , allows efficient
bandwid th-power tradeoff to increase in-
formation rate using high-order modula-
tion. 

-

Transponder Bandwidth When power limited , allows 2-5 dE FEC coding
gain.

Frequency Plan Greatly simp lif ies p lanning as all accesses
use same frequency.

- Terrestrial Network Compatible with terrestrial digital network.

Reconfiguration Allows easy adjus tment of the capacity of
each access.

T r a f f i c  Loading i) E f f i c i e n t  for  medium-hig h loading

ii) Inefficient for lig ht traffic loading.

5—1 9



modulation involved, but an example based on INTELSAT IV data is available

and is shown in Figure 5.2.3. This figure shows clearly the huge penalty

paid in capacity for multiple accesses of this system.

To improve the multiple—access capability of FDMA , a single channel

per carrier (SCPS)—FDMA called SPADE has been deployed by INTELSAT.

SPADE provides a pool of 800 channels which are shared by all earth
stations in common view of the satellite. Furthermore, to conserve

transponder power and to randomize carrier power occupancy throughout

the transponder bandwidth (to alleviate the intermodulation problem),

each carrier is activated or deactivated according to the activity of

user speech. This leads to the following simplified system equation

which can be used for channel capacity calculations (note that demand

assignment is not included in this equation).

TABLE 5.2.3 FDMA TYPES

FDMA TYPE STATUS ADVANTAGES

FDM-FM-FDMA In u~c Effic ient ~~~~~~~

for very limited access
trunk operation

SCPC-FDMA Introduced SCPC, efficient for large
(SPADE) number of accesses with

small users

PCM-PSK-FDMA Under Allow substantial increase

- 
development in channel capacity using

DSI
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in = EIRP + G/T — — R - margin — L — k — 
~BO + 

~VA ( 5 . 2 . 4 )

t ~ t 4_ channel ~ t...... voice
I I I data I activation
I I I rate L........... transponder
I I L_ threshold - backoff
I I — ground station CIT —.._ Boltzman’s constant

L__... satellite EIRP ~~~~space lossL.._..... channel capacity
(number of channels @ R bps/channel)

Assuming that

L = 197 dB (4 GHz)

~VA = 4 dB (40% activity)

margin = 6 dB

Eb/N = 8.4 dB @ BER = with QPSK

Eq. (5.2.4) can be plotted as a function of (EIRP + G/T) as shown in

Figure 5.2.4. By comparing Figure 5.2.4 with Figure 5.2.3, we find that

multiple—access capability is greatly increased by using SPADE type FDMA.

5.2.2.3 CDMA

A code—division multiple—access (DGMA ) system makes use of approximately

orthogonal codes so that many transmissions can occupy the same spectrum

simultaneously. Other variations are: frequency hopping (FH), time

hopping , or any combinations of these techniques. A pseudorandom noise

(PN) code is the basis for the CDMA implementation; it spreads user
signals into a wideband , low—power—density signal which has statistical

properties somewhat similar to random noise. Because of this noise—like

nature, it is quite tolerant of interference. As result, the total

number of users can exceed the maximum number of active users, thus

providing an inherent DANA capability. CDMA also provides message
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privacy, selective calling, random addressing (transmitted code serves

as identification code) capabilities, and anti—jamming capabilities in —

general.

To assess the multiple—access capability of CDMA, let each access

transmit a signal denoted by

a1(t) S1(t) for the ith access

code —I f_signal

At the receiver, after despreading the signal by code correlation, the

signal becomes:

2 m 
_ _ _

ai (t) S.(t) + Z a~(t) a.(t) S.(t) (5.2.6)
j=l

- 

j#l

wanted unwanted
signal portion

For theoretical orthogonal codes, the second term is zero; thus, ~~~i & ~

number of multiple access, in, can be arbitrarily high as long as there

is enough satellite bandwidth and power to support it. This is not the

case since the second term of Eq. (5.2.6) is not zero in practice. This

non—zero term consumes satellite power and presents a noise—like interference

(in addition to the usual thermal noise and intermodulation noise) to

the receiving downlink, further limiting the multiple—access capability. - -
~

However, this noise—like spread—spectrum interference is substantially

rejected because of a concept of processing gain inherent to the system.

This is illustrated in Figure 5.2.5.

The processing gain, g, is defined as the ratio of spread—spectrum

PN code rate to information transmissions, i.e.,
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g = 
~~~

— ( 5 . 2 . 7 )

Since the second term of Eq. (5.2.6) is noise—like and is assumed to

spread evenly across the entire band, W, the actual contributing spread—

spectrum interference noise is only a fraction, h g, of the total. For

ease of calculation, let the signal power be equal for all accesses;
then, the signal—to—noise—power ratio for the ith 

access after despreading

can be shown as:

E
b S

(5.2.8)
° (m—l) S

~ 
+ (n +I )

where n is the total noise power of thermal noise and

I: is intermodulation noise over the transponder bandwidth, W.

Equation (5.2.8) is difficult to evaluate except in very specific

cases because the intermodulation noise is dependent on the multiple—

L 

access number, in, in a nonlinear way. By assuming I = 0, the expression

is greatly simplified; in this case, we have:

(S/N)

N g (m—l) (S/N) + 1 (5.2.9)

where R

b
/W is assumed to equal l/g for simplicity and

(S/N) is the spread—spectrum signal—to—noise power ratio at
S the receiver input.

Solving Eq. (5.2.9) for m, we have:

= 
E~~N0 

+ ~ 
— (S/N) 1 (5.2.10)

which is plotted in Figure 5.2.6.
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A comparison of several CDMA techniques is given in Table 5 .2 .4 .

5 .2 .3  Packet—Switched Channehization Techniques [2 , 8, 17 , 22 , 28 1

The channehization of the available bandwidth for packet—switched

satellite systems is generally simpler than for circuit—switched DANA
systems. In contrast to circuit switched techniques (FANA , DVDA , FVDA)

which provide a two—way voice channel for every conversation in progress,

a packetized voice system, using for example ALOHA, utilizes the entire
satellite transponder power and bandwidth as a single channel. Some

reservation techniques subdivide the main channel into an orderwire

channel and one or more time—slot channels. These different packet—

switched systems can be categorized by channehization requirements as

follows:

• One Channel — No Synchronization

• One Channel — Synchronization

• Subslotted Channels

• CAPTURE Channels
/

These cases are discussed and related to specific techniques in the

following subsections.

5.2.3.1 One Unsynchronized Channel

For pure ALOHA the ETs do not maintain time—synchronization.
Packet bursts are emitted upon assembly (or after a randomized delay for

retransmissions). As with a TDMA burst however, the actual packet

(header plus information) must be preceded by a preamble of overhead

bits for carrier—recovery (CR) and bit timing recovery (CR/BTR). As

discussed in Section 5.2.2.1 for TDMA the current PLL state—of—the—art

requires a CR/BTR sequence of about 100 bits. To this ov~rhead a 20 bit

unique word (UW) must also be added to establish the start of the actual

L 

packet.
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The burst rate requirements as determined for ALOHA in Chapter 4 is

only for information and abbreviated header bits. The actual burst rate

is related to that information burst rate by the packet length expansion

of these overhead bits :

BR 
- 

ACTUAL BR 
- 
120 + PACKET LENGTh

C 
- INFO BR - 

PACKET LENGTH

Specializing this to 20 ins voice packets for 16 kbps CVSD (335 bits) and
4 kbps PEV (95 bits) gives ratios of

(16 kbps CVSD) : ACTIJAL BR 
= 1.36

(4 kbps PEV) : ACTUAL BR 
= 2.32

5.2.3.2 One Synchronized Channel

For slotted ALOHA, the ETs synchronize their times of possible

packet transmission. This synchronization requires no more special bits

besides the CR/BTR and UW (120 bits) than for the unsynchronized channel.

To effect the required synchronization the ETs can operate a slot— - - -

synchronizing loop which adjusts its timing by comparing the beginning

of its own packets and the packets of any ET designated as the master
clock.

While no additional bits are needed to effect slot—synchronization ,

a rule—of—thumb guard time of about 200 ns must be placed between packet

bursts to ensure no overlap because of slight timing errors. The actual

burst rate must again be increased to achieve the required information

rate aver the total slot time. The previous unslotted BR/C formula then

becomes:

BR 120 + INFO BITS
C 

= (INFO BITS) — Cx (GUARD TIME)
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If 200 os is the actual state—of—the—art , then BR explosively

increases as C approaches 1675 Mbps for 335 bit packets and 475 Mbps
for 95 bit packets. Since these rates are in the range required for the

slotted ALOHA baseline ~ystem, slotted ALOHA may be unusable. Since

this issue is quite sensitive to guard time, the guard time issue should

be investigated more closely. The accompanying analysis (Chapter 4)

ignores this problem pending a definitive answer.

5.2.3.3 Subslotted Channels

Reservation schemes (e.g., Round Robin and Robert ’s Reservation)

require a slot synchronization plus one or a number of sub—slots for

reservations and data.

Since the subslots are accessed by different ETs, guard times are

required between sub—slot intervals and CR/BR plus UW bits are required

between every sub—slot. The sub—slots can then be considered equivalent

to the synchronized slot problem described in the previous section.

5.2.3.4 CAPTURE Channels

For a CAPTURE processing satellite operated with slotted ALOHA
protocol, every up—channel is distinct (orthogonal), therefore small

timing errors in the packet transmission of one ET cannot cause errors

in the packets transmitted by another ET. Thus, no guard time would

seem to be required. Although not analyzed at this time, a CAPTURE

system should be operable in an unsynchronized mode. If either of these

assumptions proves to be correct, then the unsynchronized channel

(Section 5.2.3.1) overhead results apply :

BR ACTUAL BR 120 + PACKET LENGTH— =  =C INFO BR PACKET LENGTH
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Specializing this to 20 ins voice packets for 16 kbps CVSD (335 bits) and

4 kpbs PEV (95 bits) gives ratios of:

(16 kbps CVSD): AC~~A L BR 
= 1.36

(4 kbps PEV): ACTUAL BR 
= 2.32

5.2.4 Voice Channel Capacity of MA Techniques for Reference Satellites

To assess the channel capacity of the multiple—access techniques,

calculations are made by expressing the number of l6—kbps voice channels

as a function of earth terminal G/T for the following access modes and

satellite configurations:

ACCESS MODES SATELLITE CONFIGURATIONS

• FDMA 1. WESTAR

• TDMA C-Band

• FDMA—DA BW = 36 MHz

• TDMA—DA EIRP = 33 dBW

• FDMA—SPADE

• ALOHA without retransmission 2. DSCS II

~ ~
‘L 

= 25% X—Band

• ALOHA without retransmission BW = 125 MHz

~ ~L 
= 10% EIRP = 25 dBW

• SLOHA without retransmission 3. *INTELSAT V

~ ~L 
= 25% Ku

_Band

• SLOHA without retransmission BW = 240 MHz

~~ “
L 

= 10% EIRP = 36 dBW

*IN~~LSAT V uses spot beams at K —band with EIRP = 47 dBW, but is defocused
to earth coverage for calculati~ns here. Frequency reuse is not included .
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Calculations are based on the following equation in dB.

G/T = (Eb/N ) + + M ÷ margin - 
~VA + ~BO + L + k — EIRP (5.2.31)

- 4

I I satellite
EIRP

I LBoltzman’s

-I constant

L_ free space loss

— 
3 dB transponder
backoff, if any

—voice activation, if any

6 dB

M = 10 log(N) , N = # of 16 kHz channels

16 kbps

— = 7 dE for BER = lO~~ with QPSK

Note that this equation does not take into account miscellaneous losses

which are not m ode—common. Also, it does not differentiate between TDMA

and FDMA except a 3 dB backoff (which is not optimized for intermodulation

products).

The assignments of parameters in Eq. (5.2.15) for each access mode

and each satellite configuration are listed in Tables 5.2.5 and 5.2.6,

respectively . The results are tabulated in Table 5.2.7 and are plotted

in Figures 5.2.7 through 5.2.9. The results show that, among those

considered, the FDMA—SPADE needs the least amount of G/T to reach the

capacity limit of the satellite. Note also that TDMA behaves similar to

SLOHA at 
~L 

— 10%, link—wise, but the significant difference is that the

number of earth terminals limits the number of users (illustrated in

Figure 5.2.3), while SLOHA does not have such a limitation.
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TABLE 5.2.5 MULTIPLE—ACCESS PARAMETERS
FOR EQ. (5.2.15)

PARAMETER
MODE OF ACCESS ASSIGNMENTS

__________________ — 

VA BO

FDMA 0 d B  3 d B
TDNA 0 0
FDMA-DA 0 3

TDMA-DA 0 0

FDMA—SPADE 4 3

ALOHAs 4 0
SLOHAs 4 0

TABLE 5.2.6 SATELLITE PARAMETERS
FOR EQ. (5.2.15)

SATELLITE BW EIRP L —

CONFIGURATION s

WESTAR 36 MHz 33 dBw 196 dB

DSCS II 125 28 202
INTELSAT V 240 36 204.5
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TABLE 5.2.7 CHANNEL CAPACITY OF MULTIPLE—ACCESS TECHNIQUES

NUMBER OF l6—kbps CHANNEL, M, AS FUNCTION OF G/T
(EXPRESSED IN dB)

MULTIPLE—ACCESS MODE 
________________ _______________ _________________

____________________________ 

WESTAR DSCS II INTELSAT V

FDMA N=G/T+7.56 M=G/T=3.44 M—G/T+2 .05

TDMA M = G / T + 1 O . 5 6 M = G / T — 0 . 4 4  M = G / T + 5 . 0 5

FDMA—SPAD E M = G/T + 11.56 M = G/T + 0.56 M = G/T + 6.05

ALOHA without retransmission
@ P

L 25% M = G / T + 6 . 0 2  M = G / T — 4 . 9 8  M = G / T — 0 .9 5

ALOHA without retransmission
@ P

L = lO% M=G/T+l.55 M = G / T — 9 . 4 5  M = G / T — 3 . 9 6

SLOHA without retransmission
M=G/T+9 .l8 M = G / T — l . 8 2  M= G/T+3 .67

SLOHA without retransmission
@ P

L
= 1O% M=G/T+4.55 M = G / T — 6 .4 5  M = G / T + O.51



I

5.3 SPACE SEGMENT REALIZATION CONCEPTS

5.3.1 Transponder Utilization

Efficient use of transponder power is important in a DANA environment.
There are a number of ways in achieving this:

i) Non—contentional power sharing

ii) Contentional power sharing

iii) More powerful transponder development

Non—Contentional Power Sharing (NCPS)

This refers to the conventional power—sharing concepts

• Frequency Division : FDMA

• Time Division : TDMA

• Code Division : CDNA

• Space Division : spot—beam antenna

• Polarization Division : polarization diversity

Contentional Power Sharing (CPS)

This concept refers to the idea of random power sharing based on

the statistical unlikelihood of simultaneous demand for power among a

collection of diverse users:

• ALOHA and variations

• SPADE — compatible with NCPS

• DSI — compatible with NCPS
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More Powerful Transponder Development

In addition to developing more powerful transponders in view of

future space transportation systems’ larger payload capabilities, an

extra 1 to 4 dB more power can be realized if transponder of present

power levels can be linearized to relax th~ intermodulation interferences

requirements.

5.3.2 On—Board Processing [14, 18, 42, 68]

The simplest concept of the satellite on—board processing is perhaps

that of the regenerative repeater where the uphink signal is rejuvenated

before being converted to downlink in much the same way as the terrestrial

repeaters do. There are a number of potential advantages to this approach

according to R. S. Davies: (a) reduces impact of transponder nonhinearities,

especially for bandhimited QPSK operating through a TWTA, (b) reduces

degradation caused by polarization interference, adjacent—channel inter-

ference, etc., (c) leads to 2 to 3 dB improvement in system performance

when both up and down links are operating near threshold (as might

happen during rainfall), (d) if coherent detecticn is used, much of the

channel filtering and equalization can be done at baseband instead of at

RF, with reduced weight and complexity, (e) the transponder—switched

matrix can be implemented at baseband , using integrated circuits with

possibly less power and weight compared to a RF—switching matrix using

PIN—diodes, (f) the remodulated carrier will be phase coherent for all

accesses, simplifying the ground terminal receiver design, (g) the need

for a multiplicity of TWTAs is eliminated by replacing them with one

high—powered oscillator and multiple digital modulators (this concept

would lead to a significant reduction in satellite power and weight),

and (h) the regenerative concept is compatible with the store—and—

forward concept for use with the single antenna beam described previously.

The store—and—forward concept also allows a shift in data transmission

rate to take place in the satellite, a potential advantage when large

and small terminals are included in the same network.
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A recent Ford Aerospace & Communications Corporation (formerly

Aeronutronic Ford Corporation) WDL study analyzing the performances of
regenerative repeaters using QPSK and MSK shows that the regenerative

repeater yields an improvement of 2 to 6 dB over the conventional trans-

lating repeater, depending on link conditions and inter—symbol interfer-

ence level. A 4—dB improvement was reported in the 1976 IEEE Canadian

Conference on Communication and Power through an experimental study of a

similar problem.

Another concept of on—board processing is the satellite—switched

multiple beams using Ka—band communication satellite systems. The major

disadvantage of Ka—band , rainfall attenuation, can be overcome by

increased link margin and by the use of more than one ground terminal

(space diversity). An advantage of Ka—band is that narrow antenna

beamwidths can be generated with reasonable size antennas on the satellite

and ground. Narrow beamwidths permit reduced satellite spacing, thus

conserving orbit space, and frequency reuse, which conserves frequency

spectrum.

The basic system concept is shown in Figure 5.3.1. The satellite

employs a multiple beam antenna which illuminates, either simultaneously

or sequentially, zones on the earth where earth terminals are located.

Multiple transponders are required if more than one antenna beam is used

at a time, and a switching matrix to interconnect the signals between

the various beams.

On—board processing, thus, opens up the possibility and potential

advantages of the DANA concept through multiple transponders.

5.3.3 Satellite Ante&ina

Satellite antennas can generally be grouped as:

• Earth coverage
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FIGURE 5.3.1 SYSTEM CONCEPT OF MULTIPLE-BEAN ANTENNAS

5—42



r 
__ _  

NAD.A0113 002 SYSTEMS CONTROL INC PALO ALTO CALIF F/G t~ /2
IMPLICATION S OF DEMAND ASSIGNMENT FOR FUTURE SATELLITE COM~tJNIC—— ETCuu)
JUN 77 £ 6 HILUOPN. A C PAN. P J BOGERT DCA IQfl— 76—C—OO6o

U’:(LE.SIFIED ML

p 

~ErDCII9_I ____ _

ii
r~~



• Spot beam

• Hemi/zone

Earth—Coverage Antenna

Earth—coverage antennas have a beamwidth of about 18° and are
intended to serve entire earth areas as observed from the satellite. It

provides maximum interconnectivity among users but , generally , has lower
gain (16.8 dB for DSCS II).

Spot—Beam Antenna

Spot—beam antennae usually are designed to be multiple in number

and are individually steerable. Because of narrow beamwidth (2.5°

covers about 1000 x 1000 mm area) and higher gain (33 dB for DSCS II),

it is efficient in providing service to high—traffic regions.

Hemi—Zone Antenna

Zone antennas have beauiwidths that are greater than 2.5° and less

than 18° . They represent a compromise in terms of interconnectivity and

gain between the earth—coverage antenna and the spot—beam antenna.

Furthermore, the footprints of zone antennas can be controlled by

exciting a cluster of feed horns which illuminate a large reflector

(offset feed to avoid excessive interference). The shaped beams can be

tailored to user distributions.

In addition to these classifications, various frequency reuse

techniques can be applied to properly designed antennae. A prime example

is the INTELSAT V to be built by WDL of Ford where, for the first time,

both the spatial frequency reuse and the polarization diversity techniques

are simultaneously applied to the same antenna (hemi—zone antenna, in

this case).
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5.3.4 Vulnerability Aspects of Demand Assignment

Another important aspect of demand assignment, especially in military

communication systems, is its vulnerability to intentional or unintentional

jamming or spoof ing, interference, failure of a control component, or

failure of an operator to follow a correct procedure. We will not

consider the vulnerability of the data communications link directly

(such as jamming the satellite uplink) but, rather, concentrate on the

vulnerability of the DA system which controls the data links. Note

that, if the DA SYSLCm relies on an orderwire circuit for successful

operation, an optimum jamming strategy to disrupt the network might be

to concentrate all of the jamming power on the orderwire link. It

appears that the orderwire circuit shall be at least as immune to enemy

jamming as the data channels.

If the enemy can simulate user terminals in the system, an effective

alternative to jamming is to saturate the system with simulated terminals;

thus, denying access to the user terminals. Thus, the DA system, including

orderwire circuits, must be made secure against spoof ing.

Failure of equipment or operator procedure could cause a terminal

to transmit erroneously (wrong time, frequency, power, etc.), generating

interference to other users in the network, or, in an extreme case,

totally disabling the network. It is important that the selected DA

technique contain built—in safeguards to prevent this from happening.

Table 5.3.1 presents a qualitative evaluation of three DA systems

discussed previously. Examination of this table reveals the following :

(1) All DA systems are vulnerable to jamming. (2) A central—control DA
technique is more vulnerable to failure of equipment (at the control

station) than a distributed—control DA technique. (3) All systems require

some form of secure coding to prevent takeover by spoof ing. (This

coding might be the spread—spectrum code used to counter the jamming

threat.)
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In general, the more reliance (expressed as a required orderwire

data rate) a system places on the existence of an orderwire, the less the

throughput efficiency will be for a given satellite, ground terminal size,

and jamming threat. On the other hand, if the orderwire is too well

protected, then the enemy will find jamming the data channel to be more

profitable. In the limiting case, the secured—orderwire circuits also

become the data channels with all available terminal and satellite power

allocated to the orderwire.

An orderwire using CDMA instead of TDMA or FDMA would already have
some spread—spectrum protection built into the signal structure. In

fact, a coded orderwire modulation could be devised to satisfy channelization ,

anti—jam, and security requirements, simultaneously.

Another evaluation criteria, not yet mentioned, is the ability of the
network to make a transition from an unstressed to a stressed environment.

A DA system employing a spread—spectrum orderwire at all times, obviously,

can make this transition more easily than a system which must, at the outset

of jamming, switch modulation, acquire codes, and re—establish orderwire

communications.

A BA system using processing in the satellite will be less vulnerable

to jamming (especially upiLik) than those using simple frequency translation

repeaters. The extra cost and complexity of these satellites must be

balanced against this improved performance.
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5.4 IMPLEMENTATION CONSIDERATIONS

5.4.1 Introduction

Given the conceptual feasibility of RMA deployment in terms of the

required satellite bandwidth/EIRP allocations and earth terminal sizes

(G/T), other technical limitations must be considered in the eventual

implementation. An exhaustive exploration of every major area of poten-

tial technical limitation as per RMA is out of the scope of this section.

Rather, this section serves to highlight some of the areas which should

be further examined to determine technical risks and existing developments.

Of particular concern are the following items:

• Spread Spectrum code acquisition requirements

• Low duty cycle, fast acquiring AGC receiver technology

• Low duty cycle, high peak power amplifier technology

• Guard time reduction for slotted RMA

These items are each adctressed In this section.

5.4.2 Spread Spectrum Code Acquisition Requirements

Code acquisition is necessary in all spread spectrum systems because

the spread spectrum code is the key for despreading the intended signal

while spreading undesired ones. In the application of spread spectrum

to RNA, code acquisition time must be short enough so that the resulting

overhead is not overburdening the packet burst, typically short for

voice communications (300—400 data bits).

In general , code acquisition times are lower bounded by uncertainties
due to the following main sources:
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• Code phase uncertainty

• Code clock and carrier uncertainties

• Doppler frequency shift and propagation time uncertainties

The acquisition of code involves the steps of initial synchronization

and tracking. Many techniques of varying degree of sophistication can

be employed for initial code synchronization, depending on the type of

application, the amount of uncertainty and the allowable acquisition

time.

Perhaps the simplest technique is the so—called “Sliding Correlator.”

For this technique the receiver operates its code generator at a different

rate than that of the transmitters, resulting in a two code sequence

slipping in phase with respect to each other until the point of coincidence

is reached as illustrated in Figure 5.4.1. To assess the code acquisition

time required, assume that the general rise time—to—bandwidth relation

is given by

CTc 
— BW

where C is some circuit constant and BW is the bandwidth of post correla-

tion receiver. The maximum search rate is them approximately

2
s Tc

For BW = 10 MHz and C = 0.35, we have R5 = 57 Mbps. Thus in this

case the maximum time needed to search through a 128 chip code is about

2.25 usec, too long for RMA applications. In order to apply spread

spectrum to RI4A, it is possible to use only one 128 chip code for all

multiple access since the probability that any two accesses transmitting

exactly at same time is very small. In this case, it is possible to

acquire code synchronization in a few bits or on the order of 35—50 Llsec.
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An acquisition time of such amount is perhaps acceptable for the traffic

loading assumed in this study, however , a thorough discussion of this

matter does not seem warranted as system analyses performed earlier have
already indicated that SS—RMA does not yield any appreciable system gain

as compared to pure RMA schemes and their other variations such as RMA
with multiple copies.

5.4.3 Low Duty Cycle, Fast Acquiring AGC Receiver Technology

In the implementation of RMA systems, it is essential that the

receiver AGC circuitry functions properly in a low duty cycle bursty

mode. To illustrate the issue involved, let a typical AGC circuitry be

represented as shown in Figure 5.4.2.

Assuming that the input is noiseless and that the AGC loop has

zero—dB noise figure, the loop transfer function is, from the servo—

control theory,

V ( s) 
- 

K F(s)  K K K KH(s ) V
i(s) 

— 
1 + K F(s) ‘ I d a

The AGC loop error, defined as

e à V - v1 0

is then given by

e(s) = 1 + K F(s) V1(s)

A convenient measure of the dynamic range error is via the step

response of the loop error, e(s), due to a step change, D, in the carrier

level. That is,

5—5O~



d 1 DT(s )  = e(s).— 
1 + K F(s)

The steady—state step response is then obtained from the final value

theorem. For a simple FC filter, F( s) = l/ (1+Ts). Then ,

— lint s T(s) = 
K 

if K >>l.

For example, let the AGC coefficients of the loop be

K1 5 dB/volt

Kd 
= 14 mV/dB

K = 1000 volt/V.a

t a dynamic range of

D = ± 7 dB,

the step error is:

= ±0.1 dB.

Another Item of interest is the one—sided AGC loop bandwidth defined as:

BAGC 
a ~ IH ( j w ) 1

2 df = 
~ 

~~ ~~~~~~~ 2 df

Note that BAGC should be wide enough to allow fast following of the

carrier level variati ns, yet it must be narrow enough to reduce the

influence of noise.
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For F(s)  = l/ ( l+ ts ),  we have

K ~
- 1 KBAGC 

= 
k + 1 1 + ~w/ [ (k+l)/2 ] }2 df =

Since To,, = D/ (1+K) D/K , the relationship between BAGC and the dynamic

range error, T
CO
, is then:

DT~ - 

4T BAGC

Note that the brief analysis presented above assumes a steady—state

input. For an input of a RNA packet burst of length of about 600 bits

or 4.7 I.isec at 128 Mbps rate, the steady state results can be used if

the GAC loop bandwidth BAGC is such that

BAGC > 2/4.7 x 10 6 
= 427 KHz ,

which is not too difficult a requirement for hardware implementation.

Moreover this bandwidth requirement can be further relaxed by introducing

an integrate—and—dump filter memory into the AGC loop to obtain a

burst—to—burst average so that the effect of the low duty cycle is

minimized .

~ .4.4  Guard Time Reduction For RMA

Transmission Systems using time division multiplex techniques such

as the slotted ALOHA and TDMA/ DVRA require a certain amount of guard
time between adjacent slots. The guard time is needed to prevent the

possible overlapping of channels due to errors in slot timing. It is
— important to keep the guard time to a minimum to insure the highest

possible frame efficiency.

The guard time required is dependent upon the following circuit

parameters:
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• accrued error per correction (ee )

• clock rate  and stability (e & e )

• logic f i l ter  (e .)

That is, the guard time must be large enough to account for all these

errors. Furthermore, if the ranging uncertainty induced timing error

(using whatever ranging technique applicable) is appreciable as compared

with those of circuit parameters, it should also be accounted for in the

guard time.

The minimum required guard time, T
5
, between packet burst can be

expressed as

T 2[2e + e  + e  + ejg e c S 
-

where ee 
is being accounted for twice as the accrued error per correction

can be either positive or negative. To digress further, the maximum

correction rate CM 
is upper bounded by the propagation round trip delay

(0.25 seconds) so that

C.,~ 4 corrections/sec

The accrued error per correction, which is a function of orbit eccen-

tricity , and using GM = 4, is on the order of 1 nanosecond or less, not

a major contributor to guard time. The error due to clock rate, e , is

simply

1
ec R

C

where R is the clock rate. For a 100 MHz clock, ec = lOns. Assuming

further that the clock is stable to

9
± l x l O  /day
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Then the error per 0.28 second is

e .25 x ~~~~ = 0.25  ns.

The logic j i t te r , a result of variations in the switching times of

logic elements used to determine error , is typically 1% of the total

logic delay . For a 100 ns logic delay, the logic j i t t e r  e . is 1 ns.

Using these values, we have

T = 2 6 . Sn s e cg

Note that this guard time does not account for the r ’r iging e f f ec t

of satellite receiver f i l ter  which becomes important at Ii gh transmission

rates . It is assumed that a 50 ns is needed for  this efr ec t  pending on

fur ther  survey of the s ta te—of—the—art .  To assure adequate time to

prevent burst  overlapping , it appears that a minimum guard time of 100 ns

is required. Implementation of a 100 ns guard time system presupposes

that ranging can be obtained very accurately so that the timing uncertainty

due to ranging is very small. For example, the propagation path length

difference between a zero elevation location terminal (41679 Km to

synchronous satellite) and a 9 Q0  elevation location torininal (35786 Km)

is 5893 Km. The difference in propagation time delay is about 0.02

seconds. If the receiver’s ability to estimate the time delay is within

± 1%, the resulting time uncertainty is 0.2 ins. This very large (as

compared to the 100 ns) timing uncertainty must be included in the guard

time between packet burst unless the exact location of satellite and

earth terminals are known through means at the expense of increased

earth terminal complexity.

5.4.5 Low Duty Cycle, High Peak Power Technology

Preliminary survey of vendors of high power amplifiers indicates

that technology applicable to the RMA traffic requirement of this study
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is not a primary constraining factor to system implementation. Pulsed

TWTA can be used for average power on the order of 100 watts or less.
For higher power rating, a klystron can be used. To this end, it is of

interest to note that although a spread—spectrum RMA system offers no

system gain as indicated previously. It does offer the advantage of

reducing the peak power requirement in both the transmitting terminals

and the satellite. SS—RMA also offers additional advantages of A.J

protection and spoofing. A trade—off between the cost of complexity of

SS—RMA and the cost of using higher peak powered transmitter and trans-

ponder should serve to clarify the issue greatly.

5.4.6 TDMA Implementation of DVRA/DVDA

We now consider TDMA implementation of the hybrid destination—

variable circuit demand access/packet random access technique proposed

in this study. There appears to be no new implementation risk associated

with this technique.

The TDMA syste’- consists of dividing the time frame into smaller,
nonoverlapping time slots. In any time slot, only one carrier accesses

the satellite. In TDMA, usually one station acts as timing reference

and sends periodic bursts without closed—loop control. The other stations

in the network use closed—loop synchronization through the satellite to

keep their burst transmissions within their time slots (a guard time is

provided between time slots to cushion timing uncertainties due to

satellite motions, slant range differences, etc.). The burst lengths

are not necessarily the same since different traffic loads may occur at

different stations. Reconfiguration of burst lengths at each station to

accommodate traffic variations can be accomplished automatically. A

brief description of a typical TDMA burst is in order : As shown in

Figure 5.4.3 the guard time (on the order of 200 nsec.) is provided to

ensure that successive bursts will not overlap. This is followed by a

carrier—recovery/bit—timing recovery (CR/BTR) bit sequence. The number
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of bits required for this sequence is the time required for the PLL to
acquire this sequence. Since the PLL acquisition time is approximately

the inverse of PLL bandwidth, which is about 1% of the bit rate at the

present state—of—the—art , the bit sequence is about 100 bits for a 100—

Mbps system. After a CR/BTR sequence, a unique word (IJW) of about 20

bits is provided to enable the receiver to establish an accurate time

reference in the received burst for the subsequent location determination

of each data bit. Following UW, a word of 6 bits or so is transmitted

as the station identification code (SIC) (13W can also be used for this

purpose). It is important to detect the 13W correctly; otherwise, the

entire data burst will be lost. Other housekeeping functions such as

orderwires, transmIssion bit—error rate sequence, etc., can be provided

between SIC and data bits. The total preamble (all overhead bits) is

usually 100—200 bits.

The inclusion of guard time and preamble bits along with the data
bits in the TDMA frame means opertion at less than 100% bit rate efficiency.
If C is the information bit rate the actual burst rate R,,, is given by

NP + CTRb = 
T NG

where

P number of preamble bits

T = f rame time

N = number of slots (earth terminals)
C guard time

The efficiency e C/Rb is then given by

CT — NCGF e

L 
N P + C T
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Figure 5.4.4 plots efficiency against number of earth terminals

assuming:

C = 200 Mbps

G = 200 es

P = 200 bits

While a long frame period is most efficient, the frame period

introduces framing delay in addition to congestion queueing delay at the

terminal. As can be seen in Figure 5.4.4 a 1 ins frame time provides

high efficiency while introducing negligible delay for digitized voice

purposes.
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5.5 COST OF EARTH TERMINALS AND SPACE SEGMENT

5.5.1 Cost Analysis Methodology

To facilitate the subsequent global analyses of cost and saving of

replacing terrestrial communication networks with satellite communication

systems, using DANA techniques where the deployment of a large number of

earth terminals is made to replace the access network as well as the

backbone trunking, a cost model is proposed as illustrated in Figure

5.5.1. This section is concerned only with the assessment of curve A

(annual earth terminal cost) and curve B (annual satellite cost), and

the local optimization of the two. Detailed cost analyses are presented

in Appendix B.

5.5.2 Earth Terminal Cost

The major components of the earth terminal in terms of the present
technological approach are the following:

• Voice processing unit/modem

• Up/down Converters

• High—power amplifier (HPA)

• Low—noise amplifier (LNA)

• Antenna

• Access control computer

of which the access control computer is highly dependent of the demand—

access technique involved and will not be considered at the present

time.

To allow subsequent intra—terminal as well as ET and satellite cost
t radeoff analyses , component—cost characteristics must be established .

lable 5.5.1 shows the respective characteristics to be collected for

each component , with its potential  suppliers as data base. [48]
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TABLE 5.5.1 COMPONEN T-COST CHARACTERISTICS

- CO~~ ONENT POTENTIAL SUP PLI ERS COST VARIASLES

1. VOICE DCC , PHILI PS , GE , 
COST 

CODING ADDED
PR OCESSING ! FUJITSU , GTE- ITALY
NODEN DATA RATE

2. UP-DOWN COMTECH , MITEQ 
COST 

PREQUENC Y
CON VERTER SCIENTIFI C-ATL ~~A

3. HIGH-POWER VAR EAN , H~JCHES 
COST

A~tPLIFIER ENEF. GY SYSTE:~S PULSED 
WATTS

i) SOLID STATE: AVANT EK COST
4. LOW-NOISE SCI (SCIENTI FI C CC~Ci .IN C)

M4PLIFIER ANPL IC~~ , :~~a~A NOISE
(RECEIVER) Li) PA RA~tETR IC: AIL , LNR FIGUR E

5. ANTENNA i) LARGE : WDL 
COST

• ii) SMALL: WDL, .~~
ANDRE~JS , PROD OLINE , DIA~~TER
SCIENTIFIC- .’.TLAN TA
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To assess the impact of ET sensitivity (G/T) on cost, ET’s G/T is

plotted as function of single—item cost of LNA and antenna for C, X and
Ku—band in Figures 5.5.2, 5.5.3, and 5.5.4, respectively. In each of

the figures the lower envelope constitutes a minimum cost curve. The

figures also suggest that C/T is highly sensitive in cost for military

grade X—band and is much less so for commercial grade C—band. In either

case, the cost increases monotonically with the increase of G/T.

5.4.3 Earth Terminal Cost Optimization

The cost information presented in Figures 5.5.2 through 5.5.4 can

be combined with the cost of high power amplifiers (EPA) to derive cost

performance curves as a function of receiving terminal sensitivity G/T

and terminal transmitting capacity (number of channels). The resulting

curves are presented in Appendix B where single item costs of earth

terminal (antenna + LNA + EPA) are plotted as a function of G/T for

terminals capable of transmitting 1, 10, 100 and 1000 l6—kbps channels.

Examination of these figures reveals that minimum cost points are such

that higher CIT (25 dB and up) terminals should be used for large number

of channels in general, and lower CIT (20 dB and less) are optimal for

smaller number of channels. In the derivation of these figures, assump-

tion is made that equal cost prevails for pulsed EPA whose average power
is the same as that of CW EPA. The assumption is due to the inclusiveness

of vendor survey regarding to this matter, although pulse EPA are generally

less costly than CW EPA at high power level (e.g., 1000 watts).

In addition to the cost of antenna, LNA and EPA, common equipment

cost per earth terminal (excluding voice processing) are assessed at

$100,000, $45 ,000 and $50,000 for SCPC, FDMA and TDMA , respectively as
shown in Table 5.5.2. Note that these cost figures are rough estimates

based on literature study, not on vendor survey.
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5.5.4 Space Segment Cost

Th e space segment cost can be estimated on a buy—or—lease basis .

Assuming that the satellite technology employed is fair ly standard so
that only the recurring costs are involved, the cost of production and

emplacemen t of a geost ationary satellite is given approximately by [25 ]

C ($M ) = 0.026 ( w ) 2
~
’3 (1 + K + 22238)

where:

W is the payload weight in pounds , and K is a constant determined
by the pay load sophistication. For example , the INTELSAT—V has a payload
W = 4112.5 lb. Assuming K = 4 , th e single—satellite cost then is

C5 = 0.026(4 112.5) 2/3 (1 + 4 + 2.78) = 51.92 M

Assuming a 10—year lifetime, the annual cost is then

C = 
52.92 

= 8.21 Msa 6.45

There is a total of 2137 MHz of bandwidth available in an INTELSAT—V , so
that the annual cost per 1 MHz of bandwidth is

C’ 
8.21 M 

38.4 $K/MH z

or the equivalent of $l.38M per 36—MHz transponder. On the other hand ,

INTELSAT generally charges $1N/36—MHz transponder for a spare (preemptible)

to $3M/36—MHz transponder (non—preemptible) in bulk leases. Table

5.5.3 , using COMSAT data , shows a doubling of leasing charge for each 3

dB increase in EIRP .

5—67



‘II’

TABLE 5 .5 . 2 CO~~~ON EQUIPMENT COST ESTIMATE

COST

ITEM SCPC FDMA TDMA

Orderwire Source 3,500 3,500
Data Source 3,500 3,500
Conver ter 3,000 3,000 3,000

Modem 20 ,000 20 ,000 25 ,000

Frequency S randard 2 ,500 2 ,500
Equipment Rack & Wiring 10,000 10,000 10,000

Orderw ire Proc essing 1,000 1,500
Other Items 1,500 1,500 3,500
SCPC Equipment 62 ,000

TOTAL $100 ,000 $45 , 000 $ 50 ,000
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TABLE 5.5.3 ESTIMATED ANNUAL CHARGES VS EIRP

NO. OF
TRANSPONDERS TRANSPONDER EtRP ANNUA L CHARGES/TRANSPONDER

12 33 dBW $1 Mil l ion/year
6 36 dBW $2 Mill ion/year
3 39 dBW $4 Mill ion/year

I
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5.5.5 Satellite/Earth Terminal Cost Estimate

Using cost information obtained in this study, as discussed in

Appendix B, annual system cost estimates on satellite/earth terminals
are made with respect to the following multiple access techniques for C,

X and K band :
U

SCPC

FDMA

TDMA
ALOHA
SLOHA (Slotted ALOHA)

For each of the three frequency bands , a composite min imum cost curve is
constructed as a function of the number of earth terminals as shown in

Figure 5.5.5. As an initial estimate in this task, it is assumed in the

calculations that the annual satellite charge is proportional to its

required bandwidth , which is assumed to be $lM/36 MHz for C , $1M,/l25 MHz

f or X , and $lN/240 MHz for K band , respectively. Under these conditions ,
the result of Figure 5.5.5 indicates a relatively moderate increase of
annual system cost as the number of earth terminals N increases to about
100, but the cost escalates rapidly as N increases beyond 100 . At
N 100 , the annual satellite/ET system charge for C , X and K band are

$5.4M , $7.9M and $2M respectively. The relatively low cost of K band
is probably due to the lower satellite transponder lease charge ($lM/240
MHz) on a per MHz basis assumed. However, the overall annual system cost

in each case is dominated by the 20 man level 0&N cost.

By excluding the O&M cost , a plot of annual minimum system costs

is presented in Figure 5.5.6. Based on the cost model assumed , it is
found that TDMA systems are minimum cost systems for the number of earth
terminals N is less than 100. For N greater than 100, SCPC systems are

minimum cot- systems among the five types of access techniques considered.

I
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Since activation cost could vary more drastically than the true

equipment cost in future systems, a plot of “equipment—only” annual

system cost (i.e., not including system activation cost and O&M cost) is

presented in Figure 5.5.7

In addition to annual satellite/ET system cost with O&M cost at 20
man—level per earth terminal. The annual satellite earth terminal

system costs have been evaluated at various man level for C, X and

K -band systems:

Case 1 — 0 man—year /ET (Unattended)
Case 2 — 4 man—year/ET
Case 3 — 8 man—year/ET
Case 4 — 12 man—year/ET

The labor cost in every case run is based on DCA cost document.

The resulting cost versus number of earth terminals plots are documented

in Appendix B.
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6 SYSTEM—WIDE COST TRADEOFFS

This Chapter presents the results of system—wide tradeoffs to determine
the cost—optimal deployment of candidate DANA techniques as partial or
full replacement of the terrestrial transmission network.

This analysis is dependent upon selection of a large number of

system and user requirement parameters. In order to reduce the parametric

dimensionality problem to a manageable level to make the basic comparisons

and tradeoffs, these parameters were grouped as follows:

Primary Design Parameters

N = number of earth terminals

A = MA/DA technique
S = satellite/terrestrial traffic load split

Secondary Design Parameters (partial list)

V = vocoder (voice digitization) type

b voice digitization rate (Kbps)

t = packet time (sec)

H = header length (bits)

R codin g (ra te and type)

P = bit error rate (0 < P < 1)
e e

Performance Parameters (partial list)

— packe t loss rate
D — packet delay (sec)

W = setup waiting time (sec)

Q = voice quality
B — blocking rate

• 6— 1



Implicit Parameter

C = satellite raw data capacity (Mbps)

Realization Parameters (partial list)

G/T = earth terminal figure—of—merit  (dB/ ° K)

EIRP = satellite effective isotropicly radiated power (dBw )
M = manning level of earth terminals

The methodology behind this grouping is as follows :

1. Establish nominal requirements for all performance parameters .

2. Fix all secondary design parameters which directly sat isfy the
nominal performance parameters.

3. All remaining secondary design parameters are set to a nominal

value based on present knowledge and judgment.

4. For the traffic model and for each candidate access technique

(A) , vary the number of earth terminals deployed (N) and the
fraction of traffic (S) potentially carried by the DANA satellite
communication system.

Other ground rules chosen to simplify the scope of this baseline

study are as follows:

• Single earth coverage satellite

• No onboard processing

• Consider further variations of assumed nominal parameters in

this study as time and cost permit

• Use the pi edominant voice—only traffic

6—2



The goal of this procedure is to define the cost—optimum deployment

region of earth stations (N) and t ra f f ic  mix (S) for a broad range of
DANA techniques , and to approximately quantify cost/savings/complexity !
risk factors for such deployment.

Figure 6.1 presents a flow diagram of this analysis. The total raw

data capacity (C) required of the satellite is treated as an implicit

variable in the following sense: Analysis of an access technique produces

an explicit functional relationship between capacity and performance:

Performance = function [C , N , tra f f i c , vocoder , e tc . ]

Then nominal performance (as applicable to the particular access technique)

taken as a constraint implies a minimum capacity (C) which the satellite!

earth terminal combination must achieve. This is the implicit (required)

capacity. Determining C vs. N (for S = 1) for candidate access techniques

is the fundamental step in efficiency/cost comparison of candidate DANA
techniques, since satellite EIRP and earth terminal C/T (which are the

main contributors to system cost) depend mainly on C.

The boxes of Figure 6.1 correspond to relationships developed in

other chapters of this report. The “Traffic Model” and “Incremental

Terrestrial Communication Cost Savings” relationships are detailed in

Chapter 3; the “Vocoder Tecnhique Performance” relationships are developed

in Chapter 2; the “Access Technique Performance” relationships are

developed in Chapter 4; and the “Space Segment... and Earth Terminal

Realization Costs” relationships are developed in Chapter 5.

The terrestrial cost savings model (presented in Figure 3.3.1) is

assumed to scale directly with split factor, S. That is, if only the

fraction S of terrestrial traffic which could be carried by the satellite

is used, then the cost saved is S x [Figure 3.3.1 savings].

6—3
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As made clear in Chap ter 4 , only a few DANA techni ques are suff icien tly
ef ficient to be viable candidates. These candidates and the required
capacity C (not counting overhead) for 16 KBPS voice digitization are

Access Tech nique Capacity (MBPS)

DVRA 128
FVDA 244
DVDA 272

Fully Var iable Demand Assignment was taken as a baseline technique

for costing purposes. By subsequently varying the traffic split from

100% to 50% it was determined that the DANA technique as reflected in C
had very minor effect on the total space and earth segment costs.

As shown in Chapter 5 and Appendix B, the space and earth terminal

segment costs are totally dominated by the manning level parameter.

Since there is no obvious relationship between any other parameter such

as access technique and manning level, the results are presented paramet-

rically. It should be noted that the 20 man—year level is the current

DCA practice. It reflects 24 hour manning by a crew of four, with one

crew on training and one crew off duty.

The total annualized cost for transponder and earth terminal vs.

number of deployed terminals and manning level and traffic level (100%,

50%) is presented in tabular form in Table 6.1. Also shown is the

corresponding terrestrial cost savings.

The net annualized cost savings, determined by subtracting costs

from terrestrial savings is presented graphically in Figures 6.2 and

6.3. •

The strongest and most dramatic conclusion which can be drawn from

these results is that

• Both the optimum deployment and overall cost savings are

strongly dominated by earth terminal manning level.
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TABLE 6.1 ANNUALIZED EARTH TERMINAL AND TRANSPONDER
ACQUISITION AND OPERATION COSTS

N Terrestrial O—ML 5—ML lO—ML l5—ML 20—ML
Savings

7 75 0.89 2.5 4.1 5.7 7.3

35 98 1.9 10 18 26 34

70 112 2.9 19 35 51 67

210 138 6.8 55 103 152 200

(a) 100% Traffic . (All figures in $ x 106)

N Terrestrial 0—ML 5—ML l0—ML l5—ML 20—ML
Savings

I

7 38 0.61 2.2 3.8 S.4 7.0

35 49 1.5 9.4 17 25 33

70 56 2.5 18 34 50 66

210 69 6.2 55 103 152 200

(b) 50% Traffic (All Figures in $ x 106)
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At 100% t ra f f ic , and full  (20 m) manning it is not cost—effect ive

to deploy more than 7 earth terminals. As the manning level is reduced ,
the optimum deployment and savings both increase. At a manning level of
5 (which is probably a minimum allocation of one person/24 hrs. for a

well—automated system) the optimum deployment moves out to 70 terminals—

corresponding to replacing all terrestrial interswitch trunking.

If the traffic is 50% split (retaining 50% terrestrial fraction)

the optimum deployment is only 7 terminals for all manning level of 5,

the optimum deployment increases to 35 earth terminals (one per two

switches).

Since the costs in Table 6.1 are not reduced significantly by 50%

traffic reduction, we also conclude that these results are not sensitive

to access technique changes which require capacity changes on the order

of 2:1.
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7 EVOLUTIONARY ISSUES AND APPROACH

7.1 INTRODUCTION

This study has been framed mostly in terms of the projected future

traffic level and mix for DCS common—users the 1980—1990 time frame.

There has been little emphasis on interfacing with the present DCS

environment or bridging the gap “from now to then.” The present chapter

will emphasize these transitional problems.

• We forsee the evolution of the traffic mix in the DCS as moving

from a mixture of analog and digital to all—digital in the near—term

(next 5 years) — at least in the backbone networks. Simultaneously , the

switched non—voice traffic is moving toward all packet—switched (with

the full deployment of AUTODIN—Il). The problems of acceptable and bit

rate efficient digitization of voice have resulted in a slower pace

The deployment of AUTOSEVOCOM—II will move the DCS toward more all—digital

but still circuit—switched voice. The last stage of this evolution in

the DCS in the longer term (10 years and beyond) will be toward all—packetized

voice. The benefits of the bit rate savings, on the order of 2:1 for

packetizing voice at the source (before encryption), push toward acheiving

this final stage of evolution of DCS traffic.

The next section presents a proposal for a hybrid DANA technique
which will be adaptable to the evolution from mostly bit stream traffic

requiring circuit switching, to a mostly packetized voice and data

traffic. The followIng section outlines how the deployment of such a

large scale DANA system can be best deployed in light of the system—wide

cost estimates of Chapter 6. Finally, the last section of this Chapter

outlines how a basic earth terminal design, sized for lower traffic and

bandwidth, can be converted to higher capacity and shortor wavelength

bands .
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7.2  HYBRID APPROACH

.2.1 Background

Hybrid techniques are defined as those which combine elements of

both circuit—switching and packet—switching. We have been motivated to

propose and analyze hybr id techniques from several different aspects.

• No RNA technique has proved as efficient as circuit—switched

techniques (i.e., directionally and fully variable DA) —

except for CAPTURE which requires a special satellite, and

DVRA (Section 3.3.8) which is a new innovation not previously

considered.

• Isolated data packet traffic is not compatible with voice call

oriented circuit—switching.

• Even if desirable for an integrated data/voice network, digitized

voice may not occur universally in packetized form.

• There may be continuing requirements in the DCS for nonvoice

bit stream data (e.g., digital FAX , TV etc.) as well as end—
to—end bit stream COMSEC secure voice.

• In addition to the common—user network the DCS contains many

special interest (private line) circuits. A hybrid appi oach

which can also accomodate these circuits would lead to a f ully

Integrated DCS.

Clearly a hybrid technique is needed. In Section 4.4.8 the direc—
tionally variable random access (DVRA ) method was shown to be the most
efficient RMA technique investigated in this study. In Section 4.3

directionally variable demand assignment (DVDA) and fully variable
demand assignment (FVDA) were found to be the most efficient circuit—

switched DANA techniques, with FVDA becoming superior only for more than 

• • •1_~ •_~•• _ _



about 200 earth terminals. For these reasons along with further control

and security advantages to be discussed in Chapter 8, a hybrid DVDA/DVRA
technique is proposed as the preferred DANA approach for the future DCS.
The following section outlines the combined or hybr id protocol , and
descr ibes how it could adapt to fo llow evolution from primarily a circuit—
switcher of bit steams to primarily a packet—switch.

7 .2 .2  Adaptive Hybr id Approach

For N earth terminals, the total satellite transponder capabity C

is split into N parts C~ (not necessarily equal):

N
C = E  C .

i=l

For definiteness we assume that this split is effected by a TDMA frame

of T sec structured with subframe time slots T1 
proportioned as:

T. C
1. i

T C

The overall frame structure is illustrated in Figure 7.1. Further
details of preamble bits and guard times are discussed in Chapter 6.

Each ET generates a carrier burst of preamble bits and information

content bits in its alloted time. The adaptive hybrid DVDA/DVRA protocol

is a further structure within the block of “content” bits. The following

subsections consider content—switched DVDA, pure packet—switched DVRA

and, finally, an adaptive combination, respectively. For discussion

purposes we shall assume that the capacity split among earth terminals

is equal, i.e.,

c~~= C/N

(but this is not necessary). .
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7.2.2.1 Pure DVDA

The information content block of bits which a given ET bursts every

frame is of size:

I~ = TC
i 

= TC/N bits.

This block is further divided into L groups or words. Each of these

words represents an outgoing channel or half—duplex circuit with the
“other end” freely assignable to any destination (This particular version

of DVDA is called destination variable). Thus, from the point of view

of a given earth terminal, there are L outgoing bit stream channels,

each operating at a standard speech digitization rate b bits/sec :

bL = C/N

A feasible protocol for call assignment of these L channels is as

follows:

a. An “idle channel” bit pattern is put on all idle channels

b. To set—up a call to a given destination, an idle channel is

selected; the idle pattern removed; the address of the destina-

tion sent over the channel as a set—up request.

c. The destination ET upon receiving and recognizing the request

selects an idle return channel and addresses the calling ET;

also supplying the channel number to identify the particular

call. This completes the set—up .

d. Other digital messages for hangup, answer, ringing, busy ,

preemption, etc. can be defined .



7.2.2.2 Pure DVRA

Fo r pure packet DVRA , the info rmation content block of bits transmitted

by a given ET is not further structured . It simply fo rms a TDMA burst
channel of average throughput rate C/N bits/sec.

Since every switched call begins with set—up information (i.e.,

called telephone number) , a set—up procedure can be established whereby
a set of inter—ET call set—up message packets are defined. In fact, the

standard CCIS message set can be used with the addition of the following

informat ion:

a. Explicit identification of the destination ET and source ET.

b. A call index system whereby each new call is given an index or
ID which distinguishes it from all other calls in progress.

The initial “handshake” or exchange of CCIS message packets between

ETs establishes an ID for a call. All subsequent digitized voice packets
for that call need contain only that ID as a header.

By examining the headers of arriving packets on all N—i other burst

channels, an ET can distinguish CCIS packets from voice packets and (a)

act on CCIS messages addressed to it, and (b) accept and route voice

packets addressed to it onto corresponding access trunks .

7.2.2.3 Destination—Variable DA/RA Hybrid

Combining the destination—variable circuit—switched DA and packet-

switched RA concepts of the previous two subsections can be effected by

an approach similar to the SENET concept. As illustrated in Figure 7.2 ,

the time slot for a single ET burst is divided into guard time, preamble

bits , and information content bits. The I information content bits are

further subdivided into two blocks with the X bits forming circuit—

switched channels and Y bits forming the packet broadcast channel fer a

given ET, where:
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I = X + Y

and

I=CT/N , 

-in the equal traffic case

Rather than independently operate the DVDA and DVRA protocols
(described in the previous subsections) in the X and Y bit blocks
respectively , the set—up protocol could be streamlined by using CCIS—
type pack~t messages in the Y—bit packet channel to set up both bit
stream calls in the X—block stream channels and packetized voice calls
in the Y—block packet channel.

The establishment of the boundary between the X and Y blocks

provides the mechanism for evolution from an almost all bit-~tream

operation (e.g., x/Y > .9) to an almost all packet operation (e.g.,

x/Y < .1). Several options are available for the degree of demand or

timeliness involved in changing the X—Y boundary :

a. Nonreal—time in response to shift of historical demands; or

b. Real—time adaptive in response to current traffic demands;

c. Per—call expansion/contraction of X to set—up/remove bit

stream channels in response to actual call set—up requests.

Either of the last two alternatives could make the evolution of

operation from mostly bit—stream to mostly packetized data/voice fully

automatic.
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7.3 DEPLOYMENT EVOLUTION

From the system—wide deployment cost optimization in Chapter 6 , it

is clear that unless the earth terminal operation can be nearly 100%
automated it is not cost—effect ive to deploy more than 7 terminals for
replacement of all interregional trunking in the CONU S model.

If the destination variable packet/circuit hybrid technique is

employed , it happens that a system sized for the full traffic load of

8000 erlangs with all—packets will carry about half as large a load when

the load is all bit—streem (circuit—switched). Thus, a seven terminal

system sized for a fully packetized ultimate load, can carry up to 1/2

that ultimate (erlang) load at an earlier time when the traffic is
• smaller. We have seen no model which forcasts the t r a f f ic  level and

packet/ci rcuit mix growth paths for the future DCS , and thus can not
determine if this characteristic if really a good growth match. The

next section will discuss the feasibility of increasing the capacity

and/or operating band of earth terminals once deployed.

After deployment of the first group of seven terminals, the actual

O&M costs experience can be used as a guide to determine the effectiveness

of further deployment. Thus, for example , if the O&M costs experience
corresponds to the 10 man level from Figure 6.2 we would expect to gain

an a&itjonal $9 million annual savings by deploying about 35 terminals.

On the other hand , the traffic potentially carriable by the satellite

system could be split to allow only a fraction be carried by satellite —

thus preserving a terrestrial backbone in case of satellite failure.

Figure 6.3 shows that if this split is 50%, a 10 man—level 0&M cost

experience shows, it would not be cost—effective to extend the deploy-

ment beyond the initial seven earth terminals.
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7.4 TECHNOLOGY EVOLUTION

Until recently, the assignment of frequency band for satellite

communications was based on the user characteristics . For example , the

low—data—cycle , military users with constraints on terminal size,
weight and mobility are served at UHF, military users with trunking

req uirements are served at X—band ; and commercial users are presently
being served by C—band . This separation of user types by frequency band

has probably occured because the historical development of UHF and SHF
has coincided roughly with the development of user requirement. However,

the demand for UHF—type service apparently will grow and soon will

outstrip the ability of the limited UHF band to support such service .
Futhe rmore , the characteristics of many of the X—Band users are changing
so that netting of high peak bandwidth , low duty cycle users is required .
Thus , the distinction of user type seems to be gradually blurring and it
is important to design DANA systems which are capable of handling a mix.
of users which would have been previbusly seg regated . As the military
use of satellites continues to grow , it is equally importan t to design
systems with capability of accomodating capacity growth and technological

upg rading , so that the life cycle cost of the system can be kept at a
minimum . At issue are questions such as:

• Can C—Ba nd and X-~Band earth terminals be upgraded to provide
X—Band Ku

_Band service with any economical feasibili ty?

• Can small capacity earth terminals be expended to have a
larger capacity without incurring huge cost?

These questions can not be answered in general term s and may have to be
considered on a system by system basis. It suffices to say that systems

such as SCPC , which have modular construction characteristics , render

easier capacity expansion. As for changing the frequency band of operation ,

all components beyond IF stages will need some kind of modification or

replacement because they are frequency optimized (feeds and RF amplifiers

7—10 
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are examples) . Furthermore , the su rface  accuracy of an antenna dish
designed for C—Band is usually not good enough for X or Ku_Band , causing
the antenna efficiency to drop . A system by system cost—performance

trade study is needed to resolve these issues. In the absence of such

study here , it is conjectured that for small structure earth stations

where mechanical cost is a small portion of the total, replacement of

411 frequency dependent components including antenna dish may be more

feasible. While for earth stations with large mechanical structures
such as HTs (Heavy Terminal), where mechanical cost is a large portion

of the terminal, upgrading the existing components may be more feasible.

These observations seem to apply to future designs as well , that is, for

smaller terminals, design to cost (and performance) should be the rule.

For large terminals, the extra cost is probably justified to upgrade

such components such as an antenna dish to perform at highest planned

future frequency of operation , for example , design to K —Band tolerances
even though the current requirement call for only C or X Band.
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8 CONTROL ISSUES

8.1 INTRODUCTION

Description and analysis of the RHA protocols and the Chapter 7
hybrid protocol proposal touched on a number of control structure
issues. The purpose of the present chapter is to give a systematic

summa ry and comparison of these control structure ai~td related issues for
these alternative protocols. The major control structure issues are in

the following areas :

• Vulnerability to instability/lockup

• Central vs. Distributed Control

• Sensivitity to Traffic Shifts/Model Error 
-

• Communication and Traffic Securability

• Vulnearbility to Jamming/Spoof ing

The following sections will briefly define and discuss, in general,

each of these problem areas, noting where ap~,ropriate protocols with

particularily good or difficult characteri~~ics in that area. Finally ,

a concluding section will provide a tabulated comparison of DANA /RMA/Hybrid

protocols studied against these issues.

8.2 INSTABILITY/LOCKUP

The original ALOHA concept and subsequent slotted ALOHA concep t

(4.4 .1 and 4 .4 .2 )  both are based on the idea that packets lost by
collision are to be retransmitted until successful, and both suffer from
the problem of instability [13). The instability occurs because the
channel can become flooded with mutually destructive retransmission
at tempts. Attempts by several researchers to impose additional structure
which estimates the channel traffic and “throttles” the inputs [45] have

yet to prove completely successful.1 Implementing a special CAPTURE

processing satellite (Section 4.4.3) not only improves efficiency but

stabilizes the protocol.
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The emphasis in this study has been on the voice control rather

than the data context in which the original ALOHA protocol was invented.

With synchronous satellite up—down propagation delay of about 280

miliseconds , infinite retransmission of voice packets is not at all

appropriate. Thus, we were motivated to consider no—retransmission and

finite—retransmission versions of ALOHA. For no—retransmissions or 1 or

2 retransmissions, as seems appropriate for voice, the instability

problem completely disappears.

No other protocol studied displays instability or lockup.

8.3 CENTRALIZED VS. DISTRIBUTED CONTROL

For defense applications it is particularly important that the
- communication network connectivity not be vulnerable to failure or

destruction of a single earth terminal or control node.

To discuss this issue, several different kinds of control can be

distinguished :

a. Per—call or per—packet demand assignment

b. Timing

e. Traff ic—shif t  reallocation of resources

The per—call or per—packet demand assignment is the most critical.

Fortunately , virtually all protocols considered in this study have

either naturally distributed control in this sense, or can be so designed.

Timing is by nature “centralized,” i.e., established by some one

source., yet it is feasible to provide all earth terminals with the

capability of generating timing , and to establish an order of succession

in the event of failure.
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Tra f f i c—shi f t  is theoretically not needed for some protocols
(e .g . ,  ALOHA derivatives) and is needed for others (e.g., fixed and
destination—variable assignment). Like power control changes in the

DSCS—I II/RTAC environment this level of control is not critical on a
call—by—call basis , and furthermore is not associated with any particular
earth terminal .

8.4 SENSITIVITY TO TRAFFIC SHIFTS

A theoretical advantage of the ALOHA—based RMA techniques and fully
variable demand assignment over fixed—assignment and destination—variable

demand assignment is an insensitivity to shifts in the distribution of

traf f ic .  All assignment techniques are vulnerable to increases of the
aggregate t raf f ic  load beyond the design load. As discussed in Chapters
4 and 7 the DVDA and DVRA hybr id can be made responsive to traffic

distribution shifts by use of a variable frame TDMA structure.

8.5 COMMUNICATION AND TRAFFIC SECURABILITY

Because of the broadcast nature of a satellite channel, any special

COMSEC problems or properties of the protocols become important. The

basic COMSEC issues are:

• Communication security (privacy)

• Traffic Security

• Authenticity

All of the protocols can in principle be secured in the privacy

sense. If the information content bits of packets or bit stream calls

are encrypted either end— to—end by the users or on a link basis between

the earth terminals, this goal is achieved.
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Traffic security , i.e., keeping the network traffic flows and

levels secure, is particularly difficult with the packet—contention

(ALOHA type) systems . While the content and even header/routing informa-
tion can be encrypted, the level of network activity is plainly visible.
Some activity could be hidden by placing fake “camouflage” traffic on

the network — but at the expense of degrading performance. The destination—

variable techniques including the DA/RA hybrid proposed in Chapter 4 is
especially easy to secure for both traffic and communication because

each ET “owns” a dedicated broadcast channel which can always be “on”

with a running cipherstream.

I
Proper encryption of all information and control signals with time—

changing methods also insures the authenticity of all messages received .

8.6 JANMING/SPOOFING VTJLNEARABILITY

Another important area of the DAMA/RMA protocol control structure
is its vulnerability to intentional or unintentional interferences,

jamming, or spoof ilLg . Of particular concern here is the issue of whether

the control or assignment mechanism of a particular protocol is more

vulnerable than the communication link itself.

For example, the orderwire channel used to allocate and deallocate

channels in SCPC FVDA would be more vulnerable to jamming attack than

the communication channel spectrum unless it were spread to at least as

much bandwidth. Encryption, and/or the spread spectrum code on an

orderwire channel can secure it against a spoof ing attack.

The original (infinite retransmission) ALOHA protocols are especially

vulnerable to jamming—induced instability. The jammer need inject only

enough low duty cycle pulsed power to create a few bit errors per packet

thereby triggering enough retransmissions to induce self—sustaining
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satu ration of the channel . The no—retransmission and f ini te—retransmission
modifications introduced ir1 this study (see Section 4.4.6) do not suffer

from this kind of vulnerability.

The destination variable DA/RA hybrid proposed approach of Chapter

4 has no orderwire structure outside the per ET communication channels.

The TDMA implementation was suggested chiefly because of its flexi~bility

in reallocating capacity among ETs, but like any TDMA system is vulnerable

to jamming attack on its timing. A less flexible mode of channelization

which could be used in a stressed mode is CDMA. Alternately the timing

could be made more robust by retaining bit timing for each slot coherently

f rom frame—to—frame in memory along with AGC level. Detailed evaluation
of cost and effectiveness of such design alternatives is beyond the

scope of the present study , but should be considered in more depth .

8.7 PRIORITY/PREEMPTION OPERATION

The DCS Common—user network operation has historically been designed

to accomodate a call priority structure whereby a call can preempt

established calls of lower priority to gain access to fully occupied

equipment, including the called number station equipment. The goal is

to guarantee that the highest priority calls will always get through the

network, even when the network is loaded with lower priority traffic.

The issue to be addressed is to what extent are the alternative DANA/RNA
techniques compatible with priority operation.

First it can be noted that the pure circuit—switched DANA techniques

i.e., DVDA and FVDA are clearly fully compatible with priority/preemption
operation; the unit of assignment is a circuit which can as easily be

preempted and reassigned.

On the other hand the pure packet contention RNA protocols (pure

and slotted ALOHA with and without retransmission) are not compatible
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with traditional preemption since no r esource is dedica ted to any one call.
By definition no calls are blocked by these protocols. Service (speech

quality/ intelligibility) degrades for all users with overload .

An approach to this problem is to institute a form of load con trol

such as imposing a limit to the maximum total number of calls allowed on
the system. To set up a call request arriving when the system is

“full” would then require preemption of a lower priority call (beginning

with the lowest) .

Packet—oriented and message—oriented reservation systems are
naturally adapted to a priority structure, but have not been emphasized

in this study because of the incompatibility of the propagation delays

involved with digitized voice requirements.

Finally, as discussed in Section 4.4.7, the proposed destination—

variable random—access scheme is compatible with a priority structure by

utilizing a priority queue system to insure nonloss of highest priority

packets. The hybrid DVDA/DVRA technique proposed in Chapter 7 cou2d be

so structured for its packet traffic with conventional preemption used

for its bit—stream traffic. If the boundary between bit—stream and

packet traffic is continuously adapted to the call traffic mix at each

ET, the boundary movement algorithm could impose maximum/minitrthn per-

centages on the mix to insure sufficiency of resources for both circuit

and packet high priority traffic . Similar considerations apply to the

traffic—adaptive movement of the relative sizes of time slots assigned

to earth terminals . Specificall y the capacity assigned to any one ET
should not be allowed to become too small to handle a sudden burst of

high priority traffic through that terminal.

8.8 SUMMARY OF CONTROL STRUCTURES

Table 8.1 provides a summary of overall control structure character-

ization/comparison of the voice RMA alternatives along with the nori— RHA
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DANA alternatives and the proposed hy brid alternative of Chapter 7.
Some of the comparisons are necessarily qualitative because of dependence
on variable design choices and detailed analysis and simulation beyond

the scope of this broad comparison.
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9 IDENTIFICATION OF ADDITIONAL RE SEARCH

9.1 DESTINATION VARIABLE RANDOM ACCESS BASED STUDY/EXPERIMENT

The destination variable random access (DVRA) technique for packetized

voice originated in this study (4.4.8), is the most eff ic ient and pro mising

R.MA technique investigated. The corresponding circuit or bit stream

destination variable demand access (DVDA ) is nearly the most efficient

circuit—switched technique studied (4.3.2). We believe that DVRA and

the DVRA/DA hybrid system proposed as the preferred evolutionary approach

for the DCS (7.2) merit serious consideration and further study .

9.1.1 DVRA Terminal Design Problem Areas

The queuing analysis used in this study to determine packet loss

rate versus utilization for a DVRA terminal was based on simplifying

assumptions that:

• Did not distinguish between packets of separate calls,

• Assumed purely random input and output packet streams,

• Did not consider priority effects, an~
• Did not analyze separate voice/data packet treatment.

Going beyond these simplifying assumptions , the analysis is linked

with analysis and tradeoff of numerous system design alternatives. The

proposed DVRA technique is at present more of an abstract concept than a

system design. For example, an actual DVRA terminal design must include

a p~cket buffer management algorithm, which simultaneously provides for:

• Sufficient randomization of packet losses within a call, and

sufficient equalization of losses across calls,
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• Handling of priority , and

• A mix of data and voice packets , with extremely low loss rate

(overflow) for data packers, and a correct balance between

delay and loss for voice packets.

The design and full analysis/simulation of the packet buffer manage-

ment algorithm with the above goals also depends critically on a better

understanding of digitized voice performance with packet losses and

delay , and on packet generation statistics. For example, the sensitivity

of communication efficiency and quality to a measure of randomization of

packet losses should be quantified. Thus, a sound design of a DVRA
terminal packet buf fe r  management algo rithm should be based on an inte-
grated combination of digitized voice study and experimentation , and

analysis and/or simulation of system design alternatives. Finally, any

design, which is so different from previous approaches, requires a

realistic field trial before it will be widely accepted.

9.1.2 Phased Design Study/Experiment

From the above considerations we proposed the following phased

design development plan for the DVRA voice packet—switched approach.

Phase I: Basic Design Origination/Evaluation

This phase is oriented toward further development of the basic DVRA

concept. The goals of this phase are:

(a) To select the best DVRA terminal buffer management algorithm

and call setup procedures to provide for:

• Sufficient randomization ,

• Prioritization ,

• Data/Voice mix ..

9—2



(b) To determine performance/design parameter tradeoffs.

These goals can be achieved by an approach that evaluates design

alternatives by analysis and simulation based on packetize voice per-

formance models developed specifically for this system environment.

Phase II: Design Refinement

The goals of this phase are:

(a) To refine the voice models and design parameters.

(b) To evaluate/demonstrate the feasibility and desirability of

the system design short of employing actual satellite/earth

te rminals .

These goals can be achieved by designing and carrying out experiments

in which live voice experiments are conducted using a real—time simulation

of the proposed design.

Phase III. Feasibility Demonstration Experiment

The goals of this phase are:

(a) To design a feasibility demonstration field experiment for the

preferred system design using an actual earth terminal/satellite

configuration.

(b) To conduct and evaluate such an experiment.

If Phase I and II have been carried out successfully the algorithm ,

per Se, should already be debugged. The Phase III problems will highlight
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the problems of interfacing hardware and software with the existing!

available earth terminal equipment and communication network.

9.1.3 Hybrid System Development

The phased approach described in the previous subsection concentra es

on developing the basic DVRA voice packet switching concept. As the

DVRA concept is developed and if it proves to be as feasible and efficient

as it now primises, it is also important for the evolving DCS to develop

the full hybrid packet/bit stream concept as described in Chapter 7.

Beginning with the results of Phase I and incorporating results of

Phase II and III as they are available , this development should concentrate

on the approaches and algorithms to insure:

• Consistency of priority treatment between packet— and circuit—

switched traffic, 
-

• Reallocation of capacity between circuit and packet channel

fractions (X and Y bits) per earth terminal, and

• Reallocation of capacity between earth terminals.

The last issue above (i.e., inter—terminal capacity reallocation)

is in our recommended TDMA implementation equivalent to the earth

terminal power reallocation to be performed by the RTAC (Real Time

Adaptive Control) system in the near term DSCS—III operation. RTAC

however is designed to reallocate earth terminal power in an FDMA

implementation of what in this report is called FAHA (Fixed Assignment

Multiple Access), and described in Section 4.3.1. With RTAC, the

“fixed” assignments are not permanent but can be changed for network

rearrangment but not on a call—to—call basis.
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An important  considerat ion in developing the hy brid approach , or

even jus t  the pure DVRA approach (which also needs the inter—terminal
capacity reallocation), is to determine what elements of the RTAC structure
can be incorporated .

9.2 VOICE DIGITIZATION STUDIES

The need for further study of packetized voice effects has been

described in the previous section in terms of the development of the

destination variable random access (DVRA) approach . The present study

has brought to light a number of issues where further information is

needed to clarify the subjective effects on human communication activities

of such parameters (and their interaction) as:

• Packet loss rate

• Packet loss “randomness”

• Delay (fixed)

• Delay jitter

• Type of speech digitization

• Digitization rate.

This kind of information is needed by the designer of any packet voice

communication network . The present study has , because of the satellite/RMA

problems , tended to emphasize the need for deeper understanding of delay

and packet loss effects. The ability of a particular system study to

uncover areas of speech research, which need exploring, is exactly why

we feel that it is highly productive to integrate that research with

analysis/design of particular kinds of communication systems —— as
opposed to doing open—ended broad basic research in “digitized speech”.

Other areas of packetized speech which , as a result of this study,

we feel should be emphasized are:

- 
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• Strategies of lost packet smoothing/reconstruction

• Modeling of the speech activity/packet generation

Finally , we remark that on the basis of the experience with the
speech experiment in this project , as well as othe r experiences , that

future speech experiments should give more emphasis to a variety of

communication task and user acceptance performance measures —— as opposed

to standard one—way communication oriented measures such as DRT (intel—
legibility).

9.3 EARTH TERMINAL AUTOMATION STUDY

9.3.1 The Need for Earth Terminal Automation

As presented in Chapter 6, the overall system costs of the sa te l l i te

communications systems as discussed will be dominated by the cost of

operation and maintenance (O&M ) unless the required manning level can be

greatly reduced or eliminated . To illustrate, Figure 9.3.1 shows the

potential annual manning cost savings using automated (unattended) earth

terminals. For example, at 200 earth terminals, a potential annual

savings of $182 million may be realized using unattended earth terminals

as opposed to ETs requiring 20 man—levels. Although the results of this

f igu re oversimplif y othe r issues , they do illustrate the attractiveness
of unattended or minimally attended ETs as an effective means of reducing

th e overall system costs of satellite communications . According to a
recent projection, DoD expenditures for military communications systems

and equipments for FY 1976 through 1985 will total $8.4 billion with

voice communications totaling $4.4 billion and data toaling $3.9 billion

(9.3—1). If a large number of unattended earth terminals can be deployed
to replace some terrestrial trunk lines , overall system costs of com—
munications can be effectively reduced.
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9.3.2 Feasibility of Automated ETs

The viability of automated or minimally attended ETs is directly
related to the DANA concept is satellite communicatic’.is. This happens

in a number of ways as discussed below:

• DANA concepts usually imply a larger number of ETs; the cost
of operating these manned ETs render the system not cost

effective, in general.

• DANA concepts usually imply a large congregation of ETs with

small tr a f f i c  loading , which means smaller or less demanding
components may be used. As illustrated in Table 9.3.1 , these
components , generally, have lower failure rates (higher

reliabilities). This feature encourages unattended ET operation

with preventive or optimally scheduled maintenance.

• Technology advances in space segments , such as more powerful
transponders and higher antenna gain in earth coverage or
multiple spot—beam configurations, facilitate the deployment

of DANA ETs in large numbers with smali,er size and higher
reliability.

• In addition to the manning cost savings , the large number of
smaller ETs can be mass produced with smaller and modularized

components to yield further cost savings in acquisition,

operation, and maintenance (including the cost of packaging,

shipping, and warehousing).

9.3.3 Proposed Area of Study

The implementation of unattended or minimally attended ETs will be

dependent on the cost effectiveness of such systems . Several key issues
should be resolved at system level:
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TABLE 9.3.1 FDMA FAILURE RATES FOR LNA ’ S , HPA ’S , AND ANTENNA SYSTEM S :.

FAILURE RATE
X x10 6 in~s.

LNA’s

1.5 dB N.F. 150
3.0 dB N .F.  100
5.0 dB N.F. 60
7.0 dB N.F. 40

EPA’s

0.50 watts 50
1.00 watts 60
5.00 watts 80
10.00 watts 100
50.00 watts 130
100.00 watts 150
250.00 watts 180

ANTENNA

iS feet 25
10 feet 10
8 feet 5
6 feet 2
4 feet 1

-- ___
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• Survey of components and subsystems marke t for ET to t~st.ib1ish

the cost vs. reliability relationship of ETs as a function uf

some figure—of —mc ~ i t , such as G/T or downllnk m a r g i n .

• Identify viable candidate technical approaches for unattended

operation using concepts such as maintaining a hot spare ,

switched redundancy , preventive maintenance , and optimally

scheduled maintenance.

• Make life—cycle cost analysis versus performance trades among

candidate approaches to derive a range of recommended approaches.

9.4 IMPACT OF ADVANCED SPACE SEGMENT CONCEPTS

9.4.1 Advanced Space Segment Concepts

As discussed in Section 5.3.2 of this report , advanced concepts
such as the regenerative repeater can o f fe r  2— 6 dB system gain without
any other processing. This amounts to a direct increase of DANA capa-

bili ty in the system. Furthermore , satellite on—boa rd processing of

signals , such as the technique of satellite—switched multiple beams ,

pe rmit the DANA concepts implementation an additional degree—of—freedom
in design as compared to the one—satellite , non—p rocessing configuration .

Fo r example , the concept of beam switching allows freq uency reuse as
well as spatial demand assignment to take place. The concept of store—
and—for ward allows a shif t  in data transmission rate between the up link

and downlink and , thus, facilitates the mixture of large and small ETs

within the DANA network, a desirable feature for a DCS network. Also ,

RNA techniques , such as one using a capture effect , can be implemented

with on—board processing satellites.

In view of these potentials , it is believed that the system—wide
advantage of DANA techniques will be more fully demonstrated if the

9—10
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impact of regenerative/processing satellites is assessed in this regard .

To this  end , an immediate objective would be the assessment of a number
of multiple—access concepts , in terms of their cost/performance character-

istics , in conjunction with a regenerative/processing satellite .

Pa rt icularly, several specific tasks are proposed (in the section below)
as essential to the continuation of this study.

9.4.2 Proposed Area of Study

The following tasks are proposed to evaluate the cost effectiveness

of DANA techniques as applied to regenerative/processing satelli tes.  A
DCS common—user environment identical or similar to that of this study

will be assumed . These tasks do not involve any foreseeable technical

risk In the system stud y level.

• Reassessment of annual satellite/ET system cost characteristics

of DANA techniques substituting a regenerative repeater and

processing satellite for the translating repeater assumed in
this study. The anticipated end result of this task will be

the recommendation of a DANA/satell i te conf igura t ion  ( e . g . ,

p rocessing or non—proces sing) for a given DCS common—user
loading . However , the methodology developed and the associated

parametric results will also be useful for subsequent system

developments.

• Development of system analyses of various RMA concepts using a
process satellite. This task calls for the mathematical

modeling and analysis of system throughputs of various RNA
concepts that are processing satellite peculiar.

• System analysis of configurations using satellite—switched

TDMA~ satellite—switched—regenerative TDMA , and other hybr id

mul tip le—accessing schemes as applied to the DCS common—user

model. Should the results prove favorable , hardware laboratory

expe riments and simulations can be proposed to determine key
impleme nta t ion  issues.
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9.5 OTHER AREAS OF ADDITIONAL RESEARCH

9.5.1 Cost Trades Between HPA for TDMA and RMA and the Circuitry
Complexity for Spread—Spectrum RMA

The results of this stud y ind icate that SS—RNA does not offer a
system gain advantage over the regular RNA . However , the cost of high
peak—power HPA required for TDMA or RNA operation may be offset by the

• cost of SS—RMA circuitry complexity, which may be decreasing in view of
recent microprocessor development. SS—RMA does of fe r  additional A—J and
RFI protection in dense terminal areas. As a consequence , it is desirable
to develop cost comparisons between these systems on an equal performance

basis. The proposed tasks would involve:

• Detai led vendor survey of CW and pulsed EPA cost

• Detailed performance/cost characterization of the regular RMA

and SS—RMA in DCS user environments.

9.5.2 Bandwidth Efficient Modulation

If appears that higher levels of PSK, APM (amplitude/phase modula-
tion), MSK (minimum shift—keyed modulation), and other novel modulation

techniques may be suitable for digital/data and voice transmission.
Their applicability to SENET—type concepts should be addressed. This

task is perhaps out of the scope of a study of this kind, but their

effects should be studied further.

L 
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APPENDIX A TWO-WAY COMMUNICATION EVALUATION OF PACKET

NETWORK VOICE QUALITY DEGRADATION

The hardware used in the two—way conversation experiment is of two
types: (1) the voice channel equipment and (2) the user console control

and scoring equipment.

(1) The voice channel equipment is based on a PDP 11/40 minicomputer
and CVSD voice digitization. Two analog interfaces were built

to allow two users to call—in through the SRI PBX (local

extensions 2262 and 2162). The analog signals to/from the
handset are separated and amplified to proper levels for

input/output for the General Atronics NX—521 CVSD units.

These units are interfaced to the 11/40 through DRll—Cs (parallel

line units). The program in the 11/40 simulates a full duplex

transmission channel between .the two CVSD units. The types of
• degradation that can be irttroudced in this simulated channel

are packet delays arid packet losses. The packet losses are

determined by setting a probability for losing a packet. A

random number chosen from a uniform distribution is compared
to this probability to determine whether the packet should be

discarded. A second conditional probability can be set such
that given the last packet was discarded , the next packet may

be discarded with a different  probability . This Markov loss
model allows simulation of complicated transmission channel

behavior. Provision has been made for adding introduction of

channel bit errors at a later time.

(2) The user console control and scoring equipment is based on a

PDP 11/10 computer. Two user consoles are interfaced to the
11/10 through parallel line units. Each console is located in

an acoustically quiet room so that background noise can be

controlled . An SRI PBX extension phone is in each room, for

access to the voice channel equipment. The consoles have
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four light—emitting diodes (LEDs) to signal experiment task initiation.

Also, there is a four—digit numeric display. Four buttons are available

to record user responses . The 11/10 program can record inter—response
times, present various digital patterns, and record the user response.

Various other psychoacoustic and physiological measurements can also be

made for expanded experiments.

The task chosen for the pilot experiment is a simple number proof-

reading task. In this task one subject is seated in a quiet room A; the

other subject is seated in quiet room B and uses a standard Western

Electric telephone to communicate with the first subject over the simulated

packet speech network. A four—digit number is displayed to both subjects.

This number may be the same for both subjects or it may be the same
except for one digit. In this experiment, the probability of the numbers

being the same is set to 0.5, so that it is equally likely that the
numbers will be the same or be different. The LEDS are used to indicate

which subject is to initiate conversation. The subjects must communicate

with each other to determine whether they are both looking at the same

number or at different numbers.

If they determine that they are looking at the same number , the

initiating subject presses button 1, and the other subject presses

button 4. If they determine that the two numbers are different , they

each press the button corresponding to the digit that is in error , i .e . ,
if subject A has the number 7602 and subject B has the number 7402, both

should press button 2. If both subjects made the correct response, the

displays are blanked for 2 seconds and then a new set of numbers is

displayed. The times required for each subject to respond correctly are

stored for later analysis. If one or both subjects do not respond

correctly, the displays do not blank. In this case the subjects must
communicate to determine what mistake has been made, and again each must

push the correct button in order to blank the display and go on to the

next set of numbers.

A- 2

—=. - - — . -  
.— 

~~~~~~~ .—- -- —-- , - ——----- - -.- . - - — i _ill4



—~ —---- - —•. 
._

~~~~~
—•-,,..—..—,----•-- —•. —.• - -

Because of current limitations in input/output capability , the 4
digit displays are restricted to digits f rom 0 to 7. Thus , when the

numbers are the same, 12 bits of information must be successfully

transmitted from one subject to the other, and 1 bit of information

(that the numbers are the same) must be transmitted back. When the

numbers d i f f er , twelve bits of informa tion must be successfully trans—
mittted one way and two bits of information (the location of the differing

digit) must be transmitted back. By measuring the time required to

successfully complete each number proof—reading task , we can measure the
effective rate of information exchange as a function of the communication

system parameters .

In the pilot experiment, nine different conditions were studied .

One of the conditions was a control good condition consisting of 16
kbits/s CVSC speech transmitted in 20 ms packets with a loss rate of 1%

and no delay in the channel. At the other extreme, a control bad con-

dition consisted of 8—kbits/s CVSD speech transmitted in 100 ins packets

with a 10% loss rate and 540 ms one—way delay in the channel.

Three conditions were used to investigate the effects of fixed

channel delay. In these conditions l6—kbits/s speech in 100 ms packets

with a 1% loss rate; fixed one—way delays of 270, 540, and 1080 ms were

used. Two conditions investigated packet loss rates of 1% versus 10%
using l6—kbits/s speech in 100 ms packets with a fixed delay of 270 ms.
Packet length was varied in three conditions, with durations of 20, 50,

and 100 ms . For these conditions l6—kbits/s speech was transmitted with

a 10% loss rate and a 270 ms fixed delay. Finally, the effect of digitiza-

tion rate was investigated using l6—kbits/s and 8—kbits/s speech, with

100 ms packets, 10% loss rate, and a 270 ms fixed delay.

Training was accomplished in three sessions prior to the experimental

conditions. These sessions used the control good condition, the
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control bad condition , and the condition that would be the last condi-
tion to be heard by that pair of subjects. Because it was likely that j
subjects would not be completely trained after  three sessions and would 

- 

-

continue to improve during the experimental session, the conditions were 2

rotated in time for the different subject pairs. That is, if condition

one occurred first for subject pair one, it occurred second for subject
pair two, third for subject pair three, and so on.
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B.i COST

B.l.l Cost Analysis Methodology

To facilitate the subsequent global analyses of cost and saving of

replacing terrestrial communication networks with satellite communication

systems, using DANA techniques where the deployment of a large number of
earth terminals is made to replace the access network as well as the

backbone trunking, a cost model is proposed as illustrated in sequence

of Figure B.l.l, 3.1.2 and B.1.3. This section is concerned only with

the assessment of curve A (annual earth terminal cost) and curve B
(annual satellite cost) , and the local optimization of the two .

B.l.2 Earth Terminal Cost

The major components of the earth terminal in terms of the present

- technological approach are the following :

• Voice processing unit/modem

• Up/down converters

• High—power amplifier (HPA)

• Low—noise amplifier (LNA)

• Antenna

t Access control computer

of which the access control computer is highly dependent of the demand—

access technique involved and will not be considered at the present

time.

To allow subsequent intra—terminal as well as ET and satellite cost

tradeoff  analyses , component—cost characteristics must be established .

Table B . i shows the respective characteristics to be collected for each
component , with its potential suppliers as data base.
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NUMBER OF EARTH TERMINALS (N)

FIGURE P . 1.2  TOTAL ANNUAL CANDIDATE SYSTEM COST AS A FUNCTION
OF NUMBER OF EARTH TERMINALS FOR DIFFERENT BLCCK ING

COST CANDIDATE #K
-100%

~~~~ 

‘...... EFFICIENCY
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COST CANDIDATE \ \
#1

EFFICIENCY s.’.
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FIGURE B.l.3 COMPARISON OF CANDIDATE SYSTEMS AT
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The bud geta ry prices of the major RFI equipment items of a satellite
earth terminal were solicited from representative equipment manufacturers.

Price quotes and equipment data sheets were obtained from at least two

manufacture rs for each item.

The price informa tion obtained fo r LNAs , PAs and antennas has been
summarized in Figures B.l.4, B.l.5, 8.1.6 and B.l.7 respecitvely . As

was expected, C—band equipment is readily available for all parameter

values of interest. Ku—band equipment is being produced in fewer

“capacity” (size, power, temperature) ranges, but most manufacturers

will be increasing the ranges of their Ku—band o f f e r i n g s  in the f u t u r e .

X—ba nd equipment was less readily available in commercial quality .
It was estimated that the price of equipment would increase by a factor
of 1.5 to 2.0 in going from best commercial grade to full milspecs .

The effect on price of volume purchases varied from item to item.

Generally, when human interaction figured prominently in the production
process (such as required when screening transistors to obtain low—noise

amplif iers) ,  the volume discount was small. In either case , however , it

could be approximated rather well by the standard learning curve technique.

“Labor intensive” p roduction processes were associated with a 98%
or 99% learning curve while the other processes could be associated with
a 90% to 92% curve . That is , the per unit cost (PUC) for purchases of
a units is related to the single—item cost (SIC) by

log2 n
PUC — SIC (y) (B.1)

where y ranges from 0.9 to 0.99.
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For the larger diameter antennas and the higher power power amplifiers,

the demand historically has not provided a basis on which to estimate
realistic volume pricing since production runs to be limited to lots of

a few, at best. There probably would be some advantage to a pos itive
“bargaining” attitude when firm quotes for quantity purchases are
solicited.

To assess the impact of ET sensitivity (G/T) on cos t, ET’s G/T is
plotted as function of single—item cost of LNA and antenna for C , X and
Ku—band in Figures B .l .8 , B .l . 9 and B.l.lO, respectively, using the data
of Figures B.b.4, B.l.6 and B.1.7. In each of the figures (Figures

B.l.8—B.1.bO), lower envelope constitutes a minimum cost curve. The

figures also suggest that G/T is highly sensitive in cost for military

grade iC—band and is much less so for commercial grade C—band . In either

case, the cost increases monotonically with the increase of G/T.

B.1.3 Space Segment Cost

The space segment cost can be estimated on a buy—or—lease basis.

Assuming that the satellite technology employed is fairly standard

so that only the recurring costs are involved, the cost of production

and emplacement of a geostationary satellite is given approximately by

C ($M) - 0.026 (W)213 (1 ÷ K + 22238)

where -

W is the payload weight in pounds , and K is a constant determined

by the payload sophistication. For example , the INTELSA T—V has a payload

W — 4112.5 lb. Assuming K = 4, the single—satellite cost then is

C 0.026(4112.5)2/3 (1 + 4 + 2.78) 51.92
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Assuming a 10—year lifetime, the annual cost is then

c 52.92 8.21 Msa 6.45

There is a total of 2137 MHz of bandwidth available in an INTELSAT—V , so
that the annual cost per 1 MHz of bandwidth is

C’ = 
8.2l M 

= 38.4 sK/NHZ

or the equivalent of 1.3814 per 36—MHz transponder. On the other hand,

INTELSAT generally charges 114/36—MHz transponder for a spare (preemptible)

to 3M/36—MHz transponder (non—preemptible) in bulk leases.
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B.2 SATELLITE/EARTH TERMINAL COST ANALYSIS

B.2. 1 Introduction

In order to evaluate the system—wide costs on acquiring, operating

and maintaining the satellite/earth terminals segment of the DANA
networks, an analysis and the corresponding computer program have been

developed. The computer program performs four basic functions applicable

to C, X and Ku
_bands. Satellite communications systems:

a. Based on components cost data input, the program seeks the

minimum cost combination of ET antenna diameter and low noise
amplifier (LNA) for a given figure of merit G/T.

b. Determines the power requirement and, therefore, the cost

(based on cost data) of high power amplifier (EPA) upon input

of traffic loading and the mode of operation (TDMA , FDMA ,

etc.) at ET.

c. For given number of ET’s, computes and compares the annual

satellite—ET system cost (acquisition, initialization and O&M)

for each mode of operation (TDMA , FDMA, etc.) and identifies
the mode having the lowest cost.

d. Provides digital/graphical output capability for computer

results.

This section documents the necessary analyses and the associated

computer programming.

B.2.2 Earth Terminal High Power Amplifier Requirements

The cost of high power amplifier (EPA) is a function of traffic

loading and duty cycle the earth terminal is to carry. The power

requirement for EPA can be determined through uplink analyses of the

access techniques involved.
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The average power required at satellite RE input is given by the

following equation in dB.

= (
~

) 
u 

- (G/T
~at. 

+ k + R (B.2.l)

t 4—Data Rate

Boltzman constant

Satellite receiving CIT

iJplink E,1,/N0 required

where (
~

) 
~ 

is usually assuemd to be 6—dB better than the downlink

to ensure that the system is downlink limited.

The average transmitting power required for EPA at the respective

ET is then:

~HPA (
~ )u 

- (G/TL
~. 

+ k + R - GET + L~ 
+ P~0 + Margin (B.2.2)

~ f ‘— Transmitter Backoff

Space Loss

ET Antenna Gain

—Data Rate

Boltzman Constant

Satellite Receiving CIT

Uplink (F_b /N o) required

which can be progranm~ed to evaluate ~HPA 
as a function of traffic loading,

access modes and RE frequenceis . The program, denoted as DANA 10 is

listed below:
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Program DANA 10 is written in FORTRAN IV and can be run time shared.

A simple execution of the program produces the following HPA power require-

ment table (Table B.2.l):

LIST

100C... llAMA COST ANALYSIS...11—30—76 JTC
h OC... PROGRAM HAM E——— EIAMA 1O
120 DIMENSION t l (~~~

) ,NX (7) ,FBO (3) ,GTS (3) ,GTE(5) ,FX (3,3~ 5t7)
130 DATA GTS/—6,,3.,--6./ -

140 DATA EBNU/13./
150 DATA D,’5.T1O.,1S.,20,,23./
160 DATA NX/1,5,i0,100,1000,100O0~ 15625/
170 DATA PBO/10.v3.~~O./
300 DO 10 1=1,3
310 DO 20 J=1,3
312 PRINT: PRINT: ; PRINT:
320 PRINT:I,j -

330 DO 30 K=1~~5340 00 40 L 1~~7350 PX( I ,J ,K,L)=E BNU—G T S(J )—228.6 +42.0 1+ iO.*A LOG1O( NX(L) )
360&—20.*ALO&i0(t’(K))+176.17+6+PBO(I)
370 PX( I,J ,K,L~ =10.**(PX(I,J ,K,L)/ 10.)
380 40 CONTINUE
400 PRINT 50 ,D( K)
410 PRINT 60~ F’X ( I,J , K,1)~~P X( I ’J t K’2 )  ,PX (I,J ,K,3)  ~PX( I ,J ,K~ 4)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
450 30 CONTINUE 20 CONTINUE 10 CONTINUE
470 50 FORMAT (F5.1)
480 60 FOR 1IAT (2X,7F10.1)
500 STOP END

reads

*
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TABLE B.2.l HIZH—POWER AMPLIFIER POWER REQUIREMENTS (IN WATTS )

for SCDC C-Band

G/T 1 CH 10 CH 100 CH 1000 CH 10’00~ CH

C.
—I.

11.48 114.83 1148.31 11483.12 114831.22
10.

2.87 28.71 287.08 2870,78 28707.80
15.

1.28 12.76 127.59 1275.90 12759 .02
20.

0.72 7.18 71.77 717.70 7176.95
25.

0.46 4.59 45.93 459.32 4593.25

for SCDC X-Band

0/1 1 CH 10 CH 100 CH ‘1000 CH 1000 CH

5.
1.45 14.46 144.56 1445.64 14456.39

10. -

0.36 3.61 36.14 361.41 3614.10
IC .

0.16 1.61 16.06 160.63 1606.27 -

20.
• 0.09 0.90- 9.04. 90.35 903.52
25.

0.06 0.58 5.78 57.83 578.26

- 
-
~ for SCDC K -Band

0/1 ‘i~CH 10 CH 100 CH 1000 CH 1000 CH

5.
11.48 114.83 1148.31 11483.12 114831.22

10.
2.87 28.71 287.08 2870.78 28707.80

15.
1.28 12.76 127.59 1275.90 12759.02

20.
0.72 7.18 71.77 717.70 7176.95

25.
0.46 4.59 45.93 4Z9.32 4593.25

B— 17



TABLE B.2.1 (CONTIN UED )

for FDMA C-Band

G/T I CH 10 CII 100 CH - 1000 CH 1000 CH

C.J.

2.29 22.91 229.12 2291.18 22911.84
10. -

0.57 5.73 57.28 572.80 5727.96
15.

0.25 2.55 25.46 254.58 2545.76
20..

0.14 1.43 14.32 143.20 1431.99
25.

0.09 0.92 9.16 91.65 916.47

• for FDMA X-Band

6/1 1 CH 10 CH 100 CH 1000 CH 1000 CH

C.J.

0.29 2.88 28.84 288.44 2884.43
10. 

-
0.07 - 0.72 7.21 72.11 721.11

15. -

0.03 0.32 .3.20 32.05 320.49
20.

0.02 0,18 1.80 18.03 180.28
25.

0.01 0.12 1.15 11.54 115.38

for FDMA K -Band
- U -

6/1 1 CH 10 CH 100 CH 1000 CH 1000 CH

5. -

2.29 22.91 229.12 2291.18 22911.84
10.

0.57 5.73 57.28 572.80 5727.96
15

0.25 2.55 25.46 254.58 2545.76
20.

0.14 1.43’ 14.32 143.20 1431.99
25.

0.09 0.92 9.16 91.65 916.47

B— 18
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TABLE B.2.1 (CONTINUED)

for TDMA C-Band

6/1 ‘ 1 CH 10 CII 100 CH 1000 Cl-I 1000 CII

C.
—~ ,

1.15 11.48 114.83 1148.31 11483.12
10.

0.29 2.87 28.71 287.08 2870.78
15. /

0.13 1.28 12.76 127.59 1275.90
20.

0.07 0.72 7.18 71.77 717.70
25.’ 

-

005 0.46 4.59 45.93 459.32

for TD}tA X-Band

6/T 1 CH 10 CH 100 CH 1000 CH 1000 CH

C

0.14 1.45 14.46 144.56 1445.64
10.

0.04 0.36 3.61 36.14 361.41
15.

0.02 0.16 1.61 16.06 160.63

~0. -

0.01 0.09 0.90 9.04 90.35
25.

0.01 0.06 0.58 5.78 57.83

for TDMA K -Band 
-

u

G/T 1 CH 10 CH 100 CH 1000 CH 1000 CH

5. . if
1.15 11.48 114.83 • 1148.31 11483.12

10. -

0.29 2.87 28.71 287.08 2870.78
15.

0.13 1.28 12.76 127.59 1275.90
20. . -

0.07 0.72 7.18 71.77 717.70
25.

0.05 0.46 4.59 45.93 459.32
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Parameters assumed in the computation of this program are summarized

below: -

( C—band satellite —6 dB/°K —

(G/T) : X—band satellite +3 dB/°K 
-

Sat. 
~ 

Ku
_band satellite —6 dB/°K

( SCPC — FDMA 10 dB -

~BO 
: FDMA 3dB

TDMA , RMA 0 d B

(
~

) : 13 dB

B.2.3 Single Item Cost of Earth Terminal——LNA + Antenna + HPA

By combining the cost characteristics of C/T (Figures B.l.8—B.l.lO , 
-

,

and of EPA (Figure B.l.5), the single item cost (SIC) of earth terminal

portion containing LNA, Antenna dish and EPA can be computed . Program

DANA 12 accomplishes this by integrating the results of Figures B.l.8—B.l.lO , 
-

Figure B.1.5 and DANA 10. A listing of DANA 12 is provided below:

Program DANA 12, written also in FORTRAN IV , can be executed in
time shared system with interactive graphics to produce outputs in

plots. The resulting curves are presented in Figures B.2.1 — B.2.9, I
where single—item costs of earth terminal (antenna + LNA + HPA) are ‘1
plotted as a function of G/T for terminals capable of transmitting 1,

10, 100 and 1000 l6—Kbps channels. Particularly, Figures B.2.1 — B.2.3

ref er to the multiple—access technique of SCPC at C, X and K —band ,

respectively. Likewise, Figures B.2.4 — B.2.6 refer to FDMA and Figures

B.2,7 — B.2.9 refer to TDMA and RMA. Examination of these figures 1

reveals that minimum cost points are such that higher C/T (25—dB and up)

terminals should be used for large number of channels in general. And
lower C/T (20—dB and less) are optimal for smaller number of channels. 
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LIST

IOOC... llAMA COST ANALYSIS...11—30—76 JTC
110 PARAMETER IX=3,jX~ 3,KX 5,LX 7
120 DIMENSION EI (KX),NX (LX),F’FIO(IX) ,GTS (JX) ,PX(IX,JX,KX,LX>
225 DIMENSION CET (IX,JX,KX,LX),CGT(JX,KX ) ~CHPA (IX~ JX~ NX~ LX)
127 DIMENSION GrR (Jx~ KX)
130 - DATA GTS/—6.,3.,—6./
140 DATA EBNU/13./
150 DATA D/5.,10.,15.,20.,25./
160 DATA NX/1,5.1O,100,500,1000,8000/
170 DATA PDO/lO.,3.,O./
180 DATA G1R/1O.,l5.,1O.,15.,3~20.,3*25.,3*3O.,33.,35./
190 DATA CGT/4.,6.5,15. ,6.,13.,15.5,11.,30. ,21. i20.,5S. ,35. ,43. ,87. p65.!
200C....I=1 SCPC . 2 FEIMA ; 3 TDIIA
210C....J 1 C DANE’ ; 2 X BAND ; 3 KU BAND
300 DO 10 1=1,3
310 -DO 20 J=1,3
312 PRINT:
320 PRINT:I,J
325C....K FOR ANTENNA DIAMETERS
330 DO 30 K=1,5
335 PRINT 50,GTR (J,K).C6T (J~ K) -

337C....L FOR NUMEIER OF CHANNELS PER ET
340 DO 40 L=1,7
350 PX(I,J,K,L) EDNU—GTS (J)—22E3.6+42.01+10.*ALOGIO (NX (L))
3601—2o.*ALOq1OcrI (K))+176.1?+6+PE~o (I)
370 

• 
PX(I,J,K,L)=10.**(FX(I,J,K,L)/1O.)

420 XF (PX (I,J•N,L)—5 .) 440,425,425
425 425 IF (FX (I~ J,K,L)—1O.) 450,430,430
430 430 IF(PX (IyJ,K,L)—20 .) 460,470t470
440 440 CHPA (I,J,KvL) 2.
445 6010 485 -

450 450 CHFA (I,J,K,L)=5.
455 GOTO 485
460 460 CHFA (I~ J~ K.L)=8.5465 GOTO’485
470 470 IF(J—1) 475,475,490 -

475 475 CHPA ( I .J,K,L)=45.*PX (I,J,K,L)**.15—10.*PX(I .J,K,L)**.46
4761+PX (I,J,K,L)~~ic.855
477 CHPA( I ,J,K,L) CHPA ( I ~J~ K~ L)/4.712
478 6010 485
400 480 CHPA (I,j,K,L)C1.15*EXP (1.6*ALOO1O (PX(I,J,K,L)))
485 485 CONTIN UE
490 CET (I,J,K,L)=CHPA (I,J,K,L)+CGT (J,K)
500 40 CONTINUE
600 PRINT 55,CETCI~ JvNv 1)~ CET (IvJ.Kv2) ,CET(I,J,K,3),CET (I,J,Nr4),
60UCETCI.J~K~5) cCET (I,J~K~ 6)’CETCI~ J~ Kt7)
610 50 FORMAT (2F10.2)
615 55 FORHAT (2X,7F10.2)
630 30 CONTINUE ; 20 CONTINUE ; 10 CONTINUE
640 60 FORMAT (F16.O,F15.8)
650 STOP END

readw

*
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In the derivation of these figures, assumption is made that equal cost

prevails for pulsed HPA whose average power is the same as that of CW

EPA . The assumption is due to the inclusiveness of vendor survey

regarding to this matter, although pulse EPA are generally less costly
than CW EPA at high power level (e.g., 1000 watts).

B.2.4 Common Equipment Cost and Other Cost

In addition to the cost of antenna, LNA and EPA, common equipment

cost per earth terminal (excluding voice processing) are assessed at

$100,000, $45,000 and $50,000 for SCPC, FDMA and TDMA, respectively as
shown in Table B.2.2. Note that these cost figures are rough estimates

based on literature study, not on vendor survey.

Let the SIC of earth terminal be denoted by expression:

CE 
= CLNA + CANT + CEPA + CCO~~Q 

(B. 2.3)

where CCO~~Q 
is the common equipment cost. The total equipment cost of

a N—identical earth terminal system is then

CET = CE 
~log2N (B.2.4)

as per discussion of Section B.l.l of this Appendix where Y is a discount

factor. Additional cost of initial system activation is also considered .

Using the DCA circular 600—60—1, Nay, 1976 as a guide, these activation

related costs are tabulated in Table B.2.3.

The total N—identical terminals network cost estimate is then

CT 
— CET + CA

- 2.391 CET + 2.5 CE + CET

- (3.391 ~ 
~l052N + 2.5) C

E 
(B.2.5)

‘ U
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where CE is given by Equation 6.2.3. From the above equation, cost of

system activation CA appears to occupy a large portion of total cost CT
(approximately 70%). It seems reasonable to assume that this percentage

will drop with the future systems having larger number of smaller ET’s

with more modular plug—in type components that are easily transportable.

This is an area we consider important and should be further studied.

TABLE B.2.2 COMMON EQUIPMENT COST MODEL

COST

ITEM SCPC FDMA TDMA

Orderwire Source 3,500 3,500

Data Source 3,500 3,500

Converter 3,000 3,000 3,000

Modem 20,000 20,000 25,000

Frequency Standard 2,500 2,500

Equipment Rack & Wiring 10,000 10,000 10,000

Orderwire Processing 1,000 1,500

Other Items 1,500 1,500 3,500

SCPC Equipment 62,000

TOTAL $100,000 $45,000 $50,000

B— 32 
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TABLE B.2.3 COMMON EQUIPMENT COST

ITEM COST

Test & Support Equipment C1E 0.15 CET

System Test, Evaluation & Mgmt C2E 0.25 CET

Documentation C3E 2.5 CET

Operational Site Activiatiort C4E 0.07 CET

Initial Spare & Repair CSE 1.8 CET

Transportation of ET 0.1 CET

Transportation of Test Equipment 0.14 C1E

Total C
A 

See Equation
6.2.5
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B.2.5 Operation and Maintenance Manpower Cost

The DCA Circular 600—60—1 stipulates that the manning level for
each ET is about the equivalent of 20, representing three shifts of

four—man team of operation and another two four—man teams on training

and reserve. As will be shown in later sections, the cost of operation

and maintenance (O&M) manning dominates the overall satellite—earth

terminal annual system cost when the number of ET’s are large. In view

of current trend of deployment of large numbers of small ET’s, unattended

or minimally attended ET’s should be investigated.

B.2.6 Annual Satellite/Earth Terminal System Cost Estimation

A computer program capable of evaluating the annual system cost of

a satellite/earth terminal system has been written, based on the cost

modeling discussed in Sections B.2.l—B.2.5, and Section B.l. The program,

called DANA 14, is written in FORTRAN IV and is executable in time
shared mode. Essentially, the program computes the annual system cost

as a function of the number of earth terminals and the traffic loading.

A flow diagram is shown in Figure B.2.lOa followed by a program listing

of DANA 14 (Figure B.2.lob).

Using DANA 14, the annual system cost estimates of satellite/earth
terminals are made with respect to the following multiple access techniques

for C, X and K -band:U

SCPC
FDMA
TDMA
ALOHA
SLOHA

B—34
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lOOC... [‘AMA COST ANALYSIS. ..I1—30—76 JTC
IOUC....I’AMA 14...TIIIS ~RC)GRAM SEARCHES MINIMUM COST SYSTEM AS A FUNCTION
106C... .OF NUMFIER OF ErIRTH TERMINALS. C—DAND ,x—EaANI:, & KU—DANE ’ CONSILIEREEI .
110 PARAMETER IX=3 ,JX=3 ,NX=6,LX=7
120 r~r~AMI:Tr:r~ M X 7
130 DIMENSION EI (KX),NX (LX),PBO (IX),OTS (JX),PX (IX,JX,KX,LX)
140 DIMENSION CET ( IX ,JX,KX ,LX ) ~CGT (JXcKX ) , C H F A (  IX~ JX~ NX~ LX)
150 DIMENSION GTRCJX ,KX ) ,NCH (JX,MX ) ,NET (JX,MX~ LX)
160 DIMENSION CT (JX,MX~ LX) ,CTOL (JX,MX,LX) ,GTM (IX,JX,LX) ,CSAT (JX)
170 DIMENSION CMIN (IX ,JX,LX )iAE’EI (JX,MX ) ‘

180 DIMENSION N Y ( L X ) ,C C O M ( I X )
182 DIMENSION RFI (JX,MX ,LX) ~GTQ (JX,MXiLX )186 DIMENSION RA (JX)
190 DATA GT S/—6 . ,3 . ,—6 ./
200 DATA CSAT/ 1000.v1070.,1000./
210 DATA EBNLI/13./
212 DATA RA/60.,208.3,400./
220 DATA It/S . ,lO. ,lS . ,20.,25 . ,60.!
222 DATA CCOM/100.t45 ..5O ./
232 DATA NY/1OO0 ,1O0 ,70~ 50,20,iO~5/
240 DATA F BO/1O.,3.,0./
250 DATA GTR/ 10.,15.~~18.~~15.~~3*2O.,3~ 25.,3*30.,33.,35.,3*39. /
260 DATA ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
262165. ,200. p500. ,400./
270 DATA AtItt/11,56, .5616.05,7.56,—3.44,2.05,1O.56,—0.44,5.05

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
290t—6.45~~.Z1/ -

295 - DATA TRAFIC/15200./
300C....I=i SCPC 2 FEIMA 3 TBMA 

-

310C....J=1 C BAND ; 2 X BAND ; 3 KU BAND
320C....A NNUAL DEPRECIATION DEP=6.446 ; DEP=6.446
330 IIEP=6.446
331C....TATOL>0 FOR TOTAL SYSTEM COST 1< 0 FOR (ANT+LNA+HPA ) COST
332 TATOL 2.
334 TERR 1.
336C....SYSCO=0. —~ NO OPERA TIONAL ACTIVATION COST , YES OTHERWISE ,. a
338 SYSCO=2.
339 MANLEL=20
340 DO S J=i,JX 110 5 M=1,1IX
342 S ADEICJ,M )=AEILUJ,M)+2.6
344 DO 10 I=1,IX
350 ItO 20 J 1,3 ‘ 

. 
-

360 DISCT= .95
370C....K FOR ANTENNA DIAMETERS
380 DO 30 K=1,KX 

-

390C....L FOR NUMBER OF CHANNELS PER ET
400 DO 40 L=l,LX
402 NX (L)=INT (TRAFIC*(NY (L)—1)/NY (L)**2)
410 PX(I,J,K,L)=EBNU—GTS (J)—228.6-4-42.O1+1O.*ALOG1O(NX (L))
4202—20.*ALOG1O(D (K) )+176.17+6+PBO ( I)
430 PXCI,J.K,L)=10.**(PX(I .J.K,L)/10.) -

440 IF(PX(I~ J ,N,L)—Z .)  440~ 4 2Zv 4 25
450 425 IF(PX (I,J,K,L)—10.) 4S0,43O.430
460 430 IF (FX (IcJtN~ L)—20 .) 460,470,470 

- -

470 440 CHFA (I,J,K,L)=2.

FIGURE B.2.l0.b DANA 14 PROGRAM LISTING
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400 GOTO 483
490 450 C HPA( I ’J iK ~ L)=5.
500 GOTO 405
510 460 CHPA( I~~J,K~ L) =8.5
520 GOTO 4E15
530 470 IF(J—1) 475r475 ,480
540 475 CHPA ( I ~J ,KiL) =45.* PX ( I,JvK ,L)** .15— 10.* PX ( I,J ,K tL)** .46
5501+PX( I ~J ,K,L>** .B55
560 CHPA(I,J ,K,L) CHFA (I,J,K,L)/4 .7 12
570 GOTO 485
580 480 CHPA (I ~J’N.L)=1.15*EXF (1.6*ALOG10(FX (I,J,K,L)))
590 485 CONTINUE
600 CET ( I vJ~ N,L) CHPA(I, .J,K’L)+C6T(J ,K)
610 40 CONTINUE
620 30 CONTINUE
630 DC 35 L=1’,LX ; ZZ=CET (I,J,1vL)
640 DO 45 K 1,KX - -

650 IF(CET (I,J,K,L)—ZZ) 46’46~47
660 46 ZZ=CET (I,J,K,L) GTMCI,JiL)=GTR (J,K)
670 47 CONTINUE
680 45 CONTINUE
690 CMIN(I,J~ L ) Z Z -

692 35 CONTINUE
694 20 CONTINUE 10 CONTINUE
700 ItO 51 I=1,IX
702 IFCTATCL) 52,52,53
704 52 CCOM (I)=0. TERR=0. ; 53 CONTINUE
710 51 CONTIN UE
720 DO ICO J=i,JX
722 DO 110 L=1,LX - 

‘

730 DC 120 M=1,MX - -

740 IF (M—1 ) 111,111,112 
-

750 111 IY=i
752 RB(J ’M,L)=NX(L)* NY(L)*C .016)
754 GOTO 116
760 112 IF (M—2) 113,113,114
770 113 IY=2
772 RB(J~ M.L) NX(L)* NYCL)* ,0 16+NY(L)*.01
774 GOTO 116 -

780 114 IF(M—3) 117,117,118 -

782 117 IY 3
783 RB (J~M~L)=NX (L)*NYCL)*.0I6+NYCL)*. 1333784 GOTO 116 -

‘ -

785 118 IY 3
786 RB(J~ M,L) NX(L)*NY C L)*.016*1 .3
790 116 CONTINUE
000 8T QC J vM ’ L) =10.*ALOG10(RBCJ~ M~ L))+60 . —4 2 .o4—Ar ’D(J ,M)
810 SYST I.
820 KK 1
822 602 IF(GT Q (Jv M, L)—GT R(J ,KPO ) 603~ 603,604
824 603 GTQ (J ,M~ L)=GT R(Jv KK )
826 LLZ KK . 

. 
-

827 GOTO 612
020 604 IF(KK-KX ) 611,612.612
029 611 Nk=KK+1 6010 602 612 CONTINUE

FIGURE B.2.lO.b DANA 14 PROGRAM LISTING (Cont inued)
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030 IF(GT0(J~M,L)—GTR (J,KX)) 605,605t606032 606 SYST=O. -

fl34 605 CONTIN u E
070 Y=ALUG (NY (L))*1.442695
872 IF(SYST) 607,849,607
800 607 .CT (J,M,L)=NYI~L)*isISCT**Y*(CET(IY,J,LLZ,L)+CCOH (IY))
802 IFCSYSCO) 701,702,701
884 701 CONTIN UE
090 CT (J,M,L)= (.15+.23+.O7+1.8+.1)*CT (J,M,L)
892 CT (J.t1,L)=CT (J.NvL)+ (CET (IY~JcLLZ,L)+CCOM (IY) )*(5.*O.5+.14)894 702 CONTINUE
900 CT (J,M~L) CT(J.M.L)/1’EP
902 CSAT (J) CSAT (J)
910 CTOL (J.MtL) CT (J,M,L)+CSAT (J)*RB (JvM,L)/RA<J)
930 850 CONTINUE
942 6OTO 120 -

944 849 CTOL (J.M,L)=100000000000.
950 840 CONTINUE
960 120 CONTINUE -

980 110 CONTINUE
990 100 CONTINUE
992 I’D 901 J=1,JX -

993 IOUT=12+J
994 ItO 902 L=1,LX
995 PP=CTOL(J ,1,L)
997 LLP=LX+1-L 

.

998 XX=FLOAT OIY(L))
1000 DO 903 M=1,MX -

1002 IF(CTOL (Jvi-1. L)— PP) 904,904,905
1004 904 FF=CTOL (J,M,L)
1005 OO=RB (J,M,L)/RA (J)
1006 905 CONTINUE ; 903 CONTINUE
1007 Ct(=GO
1008 CMIN(1,J.L)=PP+MANLEL*45.6675*XX
1010 902 PRINT 61,XX~CMIN (1tJ.L).ON,NX (L)1011C902 WRITE (IOUT~ 60) XX .CMIN (IvJvL )
1012 901 CONTINUE
1020 60 FORMAT(F16 .8 ,F15.8)
1022 61 FORMAT(F8.1,E12.2,F8.2vI6)
1030 STOP END

read~,

*

FIGURE B.2.lO.b DANA 14 PROGRAM LISTING (Continued)
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For each of the 3 frequency bands , a composite minimum cost curve

is constructed as a function of the number of earth terminals as shown

in Figure B.2.ll. As an initial estimate in this task, it is assumed in

the calculations that the annual satellite charge is proportional to its

required bandwidth which is assuemd to be $lM/36 MHz for C, $1M/125 MHz
for X, and $lN/240 MHz for Ku_band, respectively . Under these conditions,

the result of Figure B.2.ll indicates a relatively moderate increase of

annual system cost as the number of earth terminals N ‘increase to about

100. But the cost escalates rapidly as N increases beyond 100. At N =

100, the annual satellite/ET system charge for C, X and Ks
_band are in

the order of 70 million dollars, with the system activation cost and O&M

cost annualized and included. The relatively lower cost of Ku
_band is

probably due to the lower satellite transponder lease charge ($lM/240

MHz) on a per MHz basis assumed. Figure B.2.ll should be updated, as

needed, as more information on the component annual charges of the

satellite/earth terminals system are verified in the future. By excluding

the O&N cost, a plot of annual minimum system costs is presented in

Figure B.2.12. Based on the cost model assumed, it is found that TDMA

systems are minimum cost systems for the number of earth terminals N

is less than 100. For N greater than 100, SCPC systems are minimum

cost systems among the five types of access techniques considered.

Since activation cost could vary more drastically than the true

equipment cost in future systems, a plot of “equipment—only” annual

system cost (i.e., not including system activation cost and O&N cost) is

presented in Figure B.2.13.

B.2.7 System Cost Reduction From Lower O&M Cost

In addition to previously run annual satellite/ET system cost with

O&M cost at 20 man—level per earth terminal. The annual satellite earth

B—39
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terminal system costs have been reevaluated at various man level for C,

X and K —band systems:
u

Case 1 — 0 man—year/ET (Unattended)

Case 2 — 4 man—year/ET

Case 3 — 8 man—year/ET

Case 4 - 12 man—year/ET

The labor cost in every case run is based on DCA cost document.

The resulting cost versus number of earth terminals plots are attached

as shown. In addition, digital outputs for cases 1 through 4 , plus the
cases of 10 and 20 man—year per ET are provided . (Figures B.2.l4—B.2.17).

I

-
i
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