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of inert species, Eq. (34)
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Wall function velocity, Eq. (15); nondimensional

Friction velocity, Eq. (17); nondimensional

Reference velocity, dimensional

General vector, Appendix A
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p Time-averaged density, nondimensional
P4 liquid droplet (fuel) density, nondimensional
o Stefan-Boltzmann constant, dimensional
Ty Frequency dependent optical depth, Eq. (62); nondimensional
Ty wall shear stress, nondimensional; see Eq. (17)
SUBSCRIPTS
D Denotes dimensional reference value
e Denotes chemical equilibrium
g Gaseous or gas phase
j 3 3ak Grid point indices; x;. X5, x3 directions
n Normal direction at a surface
NO Denotes nitric oxide species
p Denotes combustion products or particle fraction
K Denotes radiation quantity
é 1 Denotes fuel (FnHm) species
A 2 Denotes oxidizer (02) species
; SUPERSCRIPTS )
i n Denotes time level (t™)
i Denotes matrix or tensor transpose
* Denotes solution at intermediate step of ADI procedure
i
(
|




SECTION I

INTRODUCTION

Predictions of gas turbine combustor performance and pollutant emission
characteristics require modeling procedures possessing a high degree of
sophistication. Past attempts at modeling combustion systems have been
largely frustrated by the complexity of the coupled hydrodynamic and chemical
processes. The difficulty can be largely attributed to the lack of under-
standing of the flow processes which, through the exchange of heat, mass and
momentum, can directly relate to pollutant formation and combustion efficien-
cy. For example, swirling flow has been shown to have an important influence
on the stability and combustion intensity of flames (Ref. 1) as well as on
residence-time distributions (Ref. 2) in combustors which, in turn, can be
related to combustor performance and efficiency as well as to emission charac-
teristics (Refs. 3 and 4). Techniques employed in modeling combustor flow
processes have generally been highly si »lified, particularly flow modeling
techniques where stirred reactor coacep.s and one-dimensional assumptions are

1. Beer, J. M. and N. A. Chigier: Stability and Combustion Intensity of
Pulverized Coal Flames - Effect of Swirl and Impingement. Journal of the
Institute of Fuel, December 1969.

2. Beer, J. M. and W. Leucker: Turbulent Flames in Rotating Flow Systems.
Paper No. Inst. F-NAFTC-7, North American Fuel Technology Conference,
Ottawa, Canada, 1970.

3. Beer, J. M. and J. B. Lee: The Effects of Residence Time Distribution on
the Performance and Efficiency of Combustors. The Combustion Institute,
1965, pp. 1187-1202.

4, Marteney, P. J.: Analytical Study of the Kinetics of Formation of Nitrogen
Oxide in Hydrocarbon - Air Combustion. Combustion Science and Technology.
vol. 1, 1970, pp. 37-U45.




employed (Refs. 5 through 10). Chemistry is frequently modeled by assuming
equilibrium hydrocarbon fuel decomposition and two phase flow effects are
seldom considered. In some more recent modeling attempts, for example,
Fletcher and Heywood (Ref. 5) and Hammond and Mellor (Refs. 6 and 7), the
stirred reactor concept is employed to assess the effect of residence-time on
combustion behavior and to predict pollutant emissions in gas turbines.
Droplet vaporization and burning were neglected in these studies; however, a
quasi-global finite-rate hydrocarbon combustion mechanism was employed by
Hammond and Mellor to model the chemistry. In related work, Roberts, et al.,
(Ref. 8), in an attempt to predict nitrogen oxide formation in gas turbine
combustors, subdivided the combustor into three regions: one corresponding
to the cengral recirculation portion of the upstream zone; a second repre-
senting the flow region surrounding the recirculation zone which was inter-
preted to be a one-dimensional reacting zone; and the third downstream zone
modeled as a one-dimensional region. Both finite-rate and equilibrium hydro-
carbon chemistry models were considered. It is interesting that little dif-
ference in the predicted NO levels was noted in their results between the
equilibrium and finite-rate hydrocarbon cases. A more recent analysis di-
rected toward low power application by Mosier, et al., (Ref. 9) basically
extended the work of Ref. 8 through the use of a more sophisticated finite-
rate hydrocarbon chemistry model obtaining trends in agreement with experi-
mental data. The modular approach proposed by Edelman and Economos (Ref. 10)
is an attempt at formulating a general analytical procedure for predicting
combustor behavior by treating the various critical combustor processes on an
individual basis or coupled as a function of operating conditions. Difficulty
with the approach lies with its method of accounting for recirculation (a
stirred reactor is presently used) and its inability to provide a unified
description of the burner under a given set of operating conditions.

5. Fletcher, R. S. and J. B. Heywood: A Model for Nitric Oxide Emission from
Aircraft Gas Turbine Engines. AIAA Paper 71-123, 1971.

6. Hammond, D. C., Jr. and A. M. Mellor: Analytical Predictions of Emissions
from and Within an Allison J-33 Combustor. Combustion Science and Tech-
nology, Vol. 6, 1973, pp. 279-286.

7. Hammond, D. C., Jr. and A. M. Mellor: Analytical Calculations for the

Performance and Pollutant Emissions of Gas Turbine Combustors. Combustion

Science and Technology, Vol. 4, 1971, pp. 101-112.

Roberts, R., L. D. Aceto, R. Keilback, D. P. Teixeira, and J. M. Bonnell:

An Analytical Model for Nitric Oxide Formation in a Gas Turbine Combustion

Chamber. AIAA Paper No. 71-715, 1971.

9. Mosier, S. A., R. Roberts, and R. E. Henderson: Development and Verifi-
cation of an Analytical Model for Predicting Emissions from Gas Turbine
Engine Combustors During Low Power Operation. Ulst Meeting Propulsion and
Energetics Panel of AGARD, 1973.

10, Edelman, R. and C. Economos: A Mathematical Model for Jet Engine Combustor

Pollutant Emissions. ATAA Paper No. 71-714, 1971.
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The foregoing methods are lacking primarily in their ability to properly
account for mixing phenomena occurring in the reverse flow recirculation zone
| of combustion devices. It has recently become feasible, however, to treat
more rigorously flows having recirculation zones, by numerical solution of
elliptic equations governing combusting flows. For example, one such numerical
method based on an explicit point-by-point relaxation procedure nas been sug-
gested by Gosman, et al., (Ref. 11). Sample calculations of a representative
gas turbine combustor flow have been computed at United Technologies Research
Center using the Gosman, et al. mcthod, to demonstrate the feasibility of
2 making computations in the recirculating zones of combustion chambers. The
results obtained with this procedure demonstrated qualitative agreement with
experimental observations (Ref. 12).

Although these results were very encouraging, the slow convergence
properties of the Gosman, et al. procedure, arising primarily from the use of
a point-by-point relaxation technique, became apparent. C(onsequently. an
improved numerical procedure was developed at UTRC for solving combusting
flows containing recirculation zones. The UTRC procedure is an implicit com-
putational scheme, and is novel in that residuals are relaxed simultaneously
throughout the entire flow field, rather than one at a time, as is character-
istic of the explicit point methods. Under a joint AFAPL/FAA contract, the
UTRC Field Relaxation Elliptic Procedure (FREP) based on the rigorous sclution
of the governing equations was further developed and used to predict the per-
formance and emission characteristics of can-annular and annular gas turbine
combustors (Ref. 13). Further development of the procedure and the physical
models is presently being carried out under EPA Contract No. 68-02-1873. The
UTRC method solves the axisymmetric time-averaged Navier-Stokes equations
including the effects of turbulence, chemistry, radiation, and droplet vapor-
ization. The FREFP code has given reasonable predictions for combustor flow
fields which have axial symmetry; however, significant circumferential asym-
metry is present in many aircraft combustor flow fields and a realistic
approach must consider this complication. Such a general approach involves
solution of the time averaged three-dimensional Navier-Stokes equations in-
cluding turbulence, chemical reactions, radiation transport and droplet vapor-
ization. Recently, for instance, Patankar and Spalding (Ref. 1l4) have developed

11. Gosman, A. D., W. M. Pun, A. K. Runchal, D. B. Spalding, and M. Wolfshtein:
Heat and Mass Transfer in Recirculating Flows. Academic Press, New York,

1969.

12. Anasoulis, R. F.: Computations of the Flow in a Combustor. United
Aircraft Research laboratories Report K110885-1. November 1971.

13. Anasoulis, R. F., H. McDonald and R. C. Buggeln: Development of a
Combustor Flow Analysis, Part I: Theoretical Studies. Air ¥orce Aero

Propulsion laboratory Report AFAPI-TR-73-98, Part [. January 1974.

14. Patankar, S. V. and D. B. Spalding: A Computer Model for Three-Dimeusions
Flow in Furnaces, Fourteenth Symposium (International) on Combustion, The
Combustion Institute, 1973, pp. 606-614,

- e




a line relaxation procedure for computation of steady three-dimensional
combusting flows in cartesian geometries; however, this procedure is not
generally available and few details of this technique are known.

The objective of the present investigation was to extend an existing and
relatively efficient UTRC three-dimensional Navier-Stokes calculation proce-
dure (Ref. 15) so that it would be able to compute combusting flows. In
particular, the procedure developed includes a simple mixing length turbu-
lence model. a pseudo-kinetic hydrocarbon chemistry model, a liquid droplet
vaporization model, a single frequency radiation model and a finite rate
nitrogen oxide chemistry model. The intent in the development of the flow
models described above was to eliminate undue complexity and sophistication,
s imultaneously providing a reasonably good framework within which refinements
could be easily implemented at a future time, if warranted by comparisons
with experimental data.

15. Briley, W. R. and H. McDonald: An Implicit Numerical Method for the
Multidimensional Compressible Navier-Stokes Equations. United Aircraft
Research laboratories Report M911363-6, November 1973.
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BECTION IT
THEORETICAL ANALYSIS
Approach

The flow regime considered in the present study is a steady or unsteady
gas-phase flow with hydrocarbon chemistry, droplet vaporization and burning,
and radiation transport. An equilibrium mixing length model with a general-
ized eddy viscosity is used to specify the turbulent momentum 1iuves (Reynolds
stress) in the time-averaged Navier-Stokes equations. The turbulent fluxes of
enthalpy and chemical species are determined by specifying turbulent exchange
coefficients using values for effective Prandtl and Schmidft numbers taken from
knowledge of turbulent flow of gases and gas mixtures. 1In addition, a chemis-
try model, a droplet model, and a radiation model are necessary to include the
effects of chemical reactions, two phase flow, and radiation emission and
absorption on the combustor flow field.

A computational method is required to solve the complex system of
equations obtained for combusting flows using the physical models desecribed
above. The computational procedure must be capable of treating the flow field
resulting from the mixing and chemical reaction of the appropriate chemical
species, and from large gradients in flow properties caused by the combustion
process. The Multidimensional Implicit Nonlinear Time-dependent (MINT) tech-
nique developed by Briley and McDonald (Ref. 15) for the compressible Navier-
Stokes equations is well suited for application to the complex equations
governing combusting flows and was employed in the present study. The MINT
procedure is particularly attractive in view of its economic computer storace
requirements (only a portion of the flow is required in core at any given
time) and its high efficiency relative to other available schemes. The re-
sulting computer code is used to compute time-mean-averace velocities, tem-
peratures, pressures and species concentrations within a selected combustor
with discrete inlet injection ports, and the results are compared with the
available experimental measurements to allow an evaluation of the procedur
and the analytical modeling techniques.

Governing Equations
Under consideration is the flow of a turbulent chemically reacting multi-

component mixture with heat and mass transport. The governing system of par-
tial differential equations describing the combustion process is based on the




conservation laws of mass, momentum, energy, and chemical species (Ref. 16).
For simplicity these equations are expressed in vector notation below and all
quantities are nondimensional. Velocities are normalized by Up, density by
op» enthalpy by hp, temperature by Tp, molecular weights by Wp, pressure by
}>D=pDRgTDZD(ZD = IOJ/WD), dynamic viscosity by uwp, radiation energy flux by
agp» and time by (L/Up) where L is the reference length. Coupling between
concentration and thermal gradients (Soret and Dufour effects), pressure sra-
dient diffusion, body forces and bulk viscosity are all assumed to be negligi-
ble., In addition, Fick's law is presumed valid which implies equal binary
diffusion coefficients for each pair of species in the mixture (see, e.cg., Ref.
1 17). The resulting set of time-averaged equations is

Continuity

apP o
—_— - . u
T (1)
Conservation of Gas Phase Species
d(pmi) am; '
TR -V-(pUMi) + e V(LVm) + 'i"’zjsi,, (2)
>onservation of Liquid Phase Species
a(rf)) = [ :
bk L AR 5 T e e SR o : ; (3
T V- (pUfj) + 25 V- (FVF) +R, )

sonservation of Momentum

a(p ) == Pp [ 2 2 T
_g_v.(puu)_P—z VP+——V.(2#e"e) e R—eV [}Le" (Vv U)J (

ot Re

‘onservation of Energy

e i i
: 'ﬁ"e__lrJ\D? V[ (tere = o) V(2F)]

I 2 I 3
+R—GV[(rm rh)zihlvm']‘—B‘BV‘qR"zrihi

6. Bird, R. B.y, We E. Stewart, and E. N. Lightfoot: Transport Phenomena.
Wiley, New York, 1960.
Williams, F. A.: Combustion Theory. Addison-Wesley, Reading, Massachu-

setts, 1965,




The mean flow rate of strain tensor in Eq. (4) is given by

1 [(va)+(va)"] e

The necessary thermodynamic relationships are
ry

pi= pTZ (7a)
5k, o X0 IRE "
2% Wm % Wi (7v)
: Up? (== (8)
H=Y m. b + L 2B (UT)
% i 2 Tho (
and the enthalpy of species i is

T
hi =j Cpi(T) daT (9)

T

f

Note that the heat of formation (hi) of species 1 does not appear in the
definition Eq. (9), but rather has been included explicitly in the energy con-
servation equation (5). This formulation was found beneficial in the present
procedure in order to reduce numerical difficulties due to truncation errors.
The kinetic heating terms in the energy equation which are not significant for
the Mach numbers under consideration, have been neglected.

In order to solve the above system of equations, in addition to boundary
conditions, it is necessary to specify the turbulent exchange coefficients
Leffs Mo Es I' 5 the rate of production of species i due to chemical reactions
r;, the source gue to vaporization of liquid droplets from particle class j,
si,js the droplet source term RP; and the radiation energy source temrm,
-V'qR. In the present analysis since effective Prandtl and Schmidt numbers
are defined from knowledge of turbulent flows of gases and gas mixtures, only
the turbulent momentum exchange coefficient, bopps Must be specified. The
energy and species exchange coefficients are obtained from the relations

r - Heff (10\
Pre ff

Heff {11}
Fas b = LCEE
= SCetf




A turbulence rodel is employed to define the effective viscosity, Lappe
Similarly, a chemistry model is employed to specify the production rate ry for
hydrocarbon and nitrogen oxide chemistry, a droplet vaporization model is
employed for the source terms R; and Sy s and a radiation transport model

serves to specify v-aR. These models Wiil be discussed in detail subsequently.

seometry and Coordinate System

The governing vector equations presented above must be written in a
coordinate system appropriate for combustor flow. In the present study con-
sideration was directed primarily toward three-dimensional flows in axially
symmetric combustor geometries with a discrete circumferential distribution
of air and fuel injection ports. Rectangular duct geometries may also be
treated quite easily within this framework. To obtain axisymmetric coordi=-
nates of sufficient generality, a two-dimensional orthogonal curvilinear co-
ordinate system is rotated about an axis of symmetry to produce the desired
geometry (Fig. 1). The axisymmetric coordinates are derived from a general
system of orthogonal curvilinear coordinates Xy Xps X, with metric coeffi-
cient hy, hy, h3' The vector operations necessary for deriving the governing
differential equations in this coordinate system from the vector equations (1)
through (5) may be found in Ref. 18, These are summarized in Appendix A for
completeness. These vector relations may be substituted into equations (1)
to (5) to obtain the governing equations in the generalized coordinate sys-
tem. The system of axisymmetric coordinates are obtained by taking h, =r
and x, = @, where r is the radial distance from the axis of symmetry and 8
is the angular coordinate (Fig. 1).

Turbulence Model

The flow in combustion devices is known to be predominantly turbulent.
To account for this turbulent behavior in the solution of the time-averaged
Navier-Stokes equations, a turbulence model is introduced to define an effec-
tive viscosity. A review of turbulence models is available in the literature
(see, e.g., Refs. 19 and 20). Prandtl (Ref. 21) was perhaps the first to
introduce a turbulence model when he postulated that the time-averaged shear

18, Fmmons, H. W., ed.: Fundamentals of Gas Dynamics. High Speed Aerodyna-
mics and Jet Propulsion, Vol. 3, Princeton University Press, Princeton,
Ne Jeq 1956,

19. Launder, B. E. and D. B. Spalding: Mathematical Models of Turbulence.
Academic Press, London, 1972,

20. Harlow, F. H., ed.: Turbulence Transport Modeling. AIAA Selected Re-
print Series, Vol. XIV, 1973.

2l. Prandtl, L.: Bericht Uber Untersuchingen Zur Ausgebildeten Turbulenz.
ZAMM ,Vol. 5, 1925, p. 136.




stress and the time-averaged velocity gradient are proportional as in laminar
flow, and that the length scale (the so-called mixing length) which enters the

relationship is proportional to the turbulent shear region thickness.
Prandtl's mixing length model has been employed successfully by a number of
investigators (e.g., Refs. 22 to 26) in a variety of problems primarily in-

volving turbulent flow along walls and in free turbulent flows. A disadvan-
tage of the mixing length model is that is is an equilibrium model (i.e., tur-
bulence is assumed to be produced and dissipated locally) and it requires an
ad hoc mixing length distribution. Some of the shortcomings of the mixing
length model have been overcome for many cases of interest by the introduction
of various multiequation transport models of turbulence. A principal disad-
vantage of the multiequation turbulence models from a computational viewpoint

is the necessity of solving additional transport equations. In view of the
preliminary nature of the present work a mixi
several reasons. First of all, an ad hoc 3 sumed which
does give a reasonable representation of the turbulent process, and thus

is expected to give reasonable theoretical predictions. Secondly, it is a
definite advantage to keep the physical models (turbulence, chemistry, drop-
let, radiation) relatively simple to allow verification of the basic three-
dimensional numerical calculation procedure at this point in time. .

The formulation of the mixing length turbulence model employed in this
analysis is based on the mixing length distribution suggested by Williamson
(Ref. 25) for flow in ducts and pipes, In mathematical terms the expression
for the effective viscosity takes the form (Ref. 27)

Heft I72

2 =7-
= pt “l2e:¢e)
Re °

—
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where the mixing length 2 is given by

22, Patankar, S. V. and D. B. Spalding: Heat and Mass Transfer in Boundary
Layers. Intertext Books, London, 1970.

23. Maise, G. and H. McDonald: Mixing Length and Kinematic Eddy Viscosity i:
a Compressible Boundary Layer. AIAA Journal, Vol. 6, 1968, pp. 73-80.

24, McDonald, H. and F. J. Camarata: An Extended Mixing Length Approach for
Computing the Turbulent Boundary Layer Development. DProceedinss of the
AFOSR-IFP-Stanford Conference on Boundary Layer Prediction, 1968,

25, Williamson, J« W.: An Extension of Prandtl's Mixing Length Theory.
Applied Mechanies and Fluids Engineering Conference, ASME, June 1969,

26, Lilley, D. G.: Prediction of Inert Turbulent Swirl Flows. AIAA Paper
No. 72=699. AIAA 5th Fluid and Plasma Dynamics Conference,; June 1972,

27. Beer, J. M. and N. A. Chigier: Combustion Aerodynamics., Wiley,
New York, 1972.




?‘;=0.|4(%) exp(l-%) (13)

Here r  is the distance from the wall to the centerline of the duct or pipe,
and y is the distance from the point in question to the nearest wall.

Special consideration must be given to calculation of turbulent flow in
the vicinity of walls in view of the large flow gradients which occur there.
Since the expense of simply increasing the number of grid points near a wall
may be considerable, an analytical wall function formulation has been employed
in the present sfudy. A set of three universal velocity profiles (Ref. 28)
are employed in the wall region, corresponding to the laminar sublayer (y'sh),
a i:ra.nsition region (4 < y* < 26), and the logarithmic law-of-the-wall region
(y" =z 26):

Ty’ for y'< 4 (1ka)
* ‘0 i
ut=¢in(l+y’) + ¢, +[(l—c,—c2 aly - Cz]e ’
(1)
fora<y*< 26
u* =c,lny’ +c, for y*> 26 (1ke)
where
(it = Uu; (15)
- PRe * (1(\)
= u
? y(/“lom)
and
. Tw 1/2 (17)
pRe

28, Walz, A.: Boundary Layers of Flow and Temperature. The M,I.T. Press,
Cambridge, Massachusetts, 1969,
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In Eq. (15) W denotes the total velocity component parallel to the wall, and u? 3
is the nondimensional friction velocity, Eq. (17). The finite difference form

f the velocity gradient at the grid point adjacent to the wall point is
specified consistent with the appropriate universal profile given above. In
the present formulation the assumption of constant shear stress in the immedi-
ate vicinity of the wall is utilized. The specification of the velocity
gradient at the grid point adjacent to the wall (where the velocity is known)
is equivalent to imposing a "slip" velocity at the wall itself., Hence flow
resolution in the region very near the wall is sacrificed to attain accuracy
in the central region of the flow field where the combustion processes are
concentrated. However, if accurate calculations in the wall region are re-
quired at a later date, refinements to the wall function approach may be
implemented easily in the present computational procedure.

Chemistry Model

The method employed for introducing the effects of hydrocarbon chemistry
into the calculation procedure is based on solution of the fuel conservation
equation with a specified pseudo-kinetic chemical rate term. he pseudo-
kinetic approach simplifies the computational problem of incorporating the hydro-
carbon chemical energy release into the present procedure, since local chemical
equilibrium is achieved by increasing the chemical rate constant as a function
of time to a sufficiently large value. Furthermore, a real (global) hydro-
carbon kinetic mechanism may be incorporated into the present framework in
a conceptually straightforward manner. The kineticnitric oxide (NO) chemistry
model used herein assumes that NO is a trace species which has a negligible
effect on mixture properties and the energy deposition in the flow field.
Therefore, the NO species conservation equation may be solved separately after
determination of a steady solution with hydrocarbon chemistry.

Nitric Oxide Chemistry Analysis

Solution of the species Eq. (2) to account for convection, diffusion,
and production of nitric oxide (NO) requires an expression for the rate of
creation of nitric oxide, ryp, due to chemical reactions. To develop this
expression knowledge of the reaction mechanism by which nitric oxide is formed
is required. A generally accepled reaction mechanism for NO formation and
decomposition in post flame gases is that proposed by Lavoie, et al. (Ref. 29).
It consists of the foliowing six reactions:

29 Lavoiey, G+ As, J« B. Heywood, and J. C. Keck: Experimental and
Theoretical Study of Nitric Oxide Formation in Internal Combustion
Engines. Combustion Science and Technology, Vol. 1, 1970, pp. 313-326.




N +0, = NO +0 (19)
N+OH = NO+H (20)
H+Np0 = N, +0H (21)
0+N0 = N, +0, (22)
0+N,0 = NO+NO (23)

The first two reactions, Egs. (18) and (19) form the Zeldovich mechanism
(Ref. 30) which is considered to be the principal nitric oxide formation
reaction mechanism. The two reactions together with the third reaction, Eq.
(20) which assumes minor importance under fuel rich conditions, form the ex-
tended Zeldovich mechanism which is employed in the present study. At low
temperatures, when nitric oxide concentrations are much greater than equilibri-
un values, the fourth, fifth and sixth reactions, Egs. (21) trhough (23), in-
volving N20 as an intermediary, may become important; however, because overall
reaction rates are so low, the net effect of these reactions is probably
negligible. Therefore, these reactions have been neglected in the present
study. The results of Bowman and Seery (Ref. 31), as well as other investiga-
tors (Ref. 32) in investigation of nitric oxide formation kinetics in combus-
tion processes, lend support to this approach.

With the reaction mechanism for nitric oxide defined by the extended
Zeldovich mechanism, Egs. (18) through (20), it becomes possible to develop
an expression for the rate term, ryp, entering in the chemical species equa-
tion, Eq. (2). Themathematical development of the rate term is based on the
"Law of Mass Action," which states that the rate of chemical reaction is pro-
portional to the active masses of the reacting materials. Thus, referring to
Eqs. (18) through (20), rate expressious for nitric oxide and nitrogen can be
written

30. Zeldovich, Ya. B., P. Ya. Sadounikov, and D. A. Frank-Kamenetskll:
Oxidation of Nitrogen in Combustion. Academy of Sciences of USSR, Insti-
tute of Chemical Physics, Moscow-Leningrad, 1947,

31l. Bowman, C., T. and D. J. Seery: Investigation of NO Formation Kinetics in the
Combustion Process: The Methane-Oxygen-Nitrogen Reaction. Emissions
from Continuous Combustion Systems. Plenum Publishing Company, New York,
1972,

32, Caretto, L. 5., L. He Muzio, R. T. Sawyer, and E. S, Starkman: The Role
of Kinetics in Engine Emission of Nitric Oxide. Combustion Science and
Technology, Vol. 3, 1971.
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d_§$|9= Kif CyyCo+ Ko Cy Cop* Ky Cn Con o
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3= Kaif Cnglo no CotKap CnoCi (25)

“Kip Cno Cn ~K2£Cy C02 ~ k3t CnCon

where Ci denotes the concentration of species i (moles per unit volume), and
ke and kb are the forward and backward rate constants (volume/mole-sec), res-
pectively, for reactions (18) to (20), (subscripts 1, 2, 3). Because the
relaxation time for Eq. (25) is several orders of magnitude shorter than for
Eq. (2&), it is a good approximation to assume a steady concentration for Cye
Setting dCy/dt = 0, Eq. (25) may be solved for Cy: X

KifCNpCo + Kab“noCotkapCno Cn (26)

N
KibCno + k2f Cop + k3¢ Con

This equation may be substituted into Eq. (24) to yield an expression for
dCyp/dt as a function of the concentrations of Op, N,, O, H, OH, and NO, and
the rate constants which are functions only of temperature. The correct non-
dimensional expression for the rate term, ryp, to be employed in Eq. (2) is

L dc -
"NO = (Wno NO) (27)
TR at

where ryo is the mass rate of production of nitric oxide.

The rate constants governing the nitric oxide reaction scheme, Egs. (18)
through (20), and utilized in Egs. (24) and (25), are of the modified
Arrhenius form

k= AjTNl exp (-Bj/RT)

13




where data for the activation energies, B:, the frequency factors, Ajs and
exponent Nj, are takenfrom Refs. (33) and (34) and tabulated in Table I. The
concentrations appearing in Eq. (24%) are determined using the chemical equili-
briun computational analysis of Brinkley (Refs. 35, 36), with the amounts of
hydrocarbon fuel and oxygen available for reaction determined from the pseudo-
kinetic chemistry calculation described below.

It should be noticed that time-mean concentrations and temperature are
employed in Egs. (24), (26) and (28), even though the effects of turbulent
fluctuations in these quantities may lead to significant errors (Ref. 37) in
the local rate of production of nitric oxide, Eq. (27). The implications of
these effects are not well understood at the present time, and few theoreti-
cal modeling approaches to the problem are available (e.g., Ref. 38) while
even fewer have been evaluated.

Pseudo-Kinetic Hydrocarbon-Air Chemistry Analysis

The pseudo-kinetic chemistry model provides a convenient means for
introducing the effects of hydrocarbon combustion into the present time-
dependent computational procedure. The basic chemistry model assumes that the

33. Baulch, D. L., D. D. Drysdale, D. G. Horne, and A. C. Lloyd: Critical
Evaluation of Rate Data for Homogeneous Gas Phase Reactions of Interest
in High-Temperature Systems. Report No. 4 Department of Physical Chemis-
try, Leeds University, United Kingdom, December 1969.

34, Campbell, I. M. and B. A. Thrush: Reactivity of Hydrogen to Atomic
Nitrogen and Atomic Oxygen. Trans. Faraday Soc. 64, Part 5, 1968,
pp. 1265-1274,

35. Brinkley, S. R.: Computational Methods in Combustion Calculations,
Combustion Processes, Section C. High Speed Aerodynamics and Jet Propul-
sion, Vol. 2, B. Lewis, R. N. Peace, and H. S. Taylor, eds., Princeton
University, Princeton, N. J., 1956.

36. Brinkley, S. R.: Calculations of the Thermodynamic Properties of Multi-
Component Systems and Evaluation of Propellant Performance Parameters,
Proceedings of the First Conference on Kinetics, Equilibrium and Perfor-
mance of High Temperature Systems, A. S. Bahn and E. E. Zukoski, eds.

The Combustion Institute, 1960, pp. Th-81.

T. Gouldin, F. C.; Role of Turbulent Fluctuations in NO Formations. Combus-
tion Science and Technology, Vol. 9, 197k, pp. 17-23.

38. Libby, P. A.: On Turbulent Flows with Fast Chemical Reactions, Part I:

The Closure Problem. Combustion Science and Technology, Vol. 6, 1972,
pp. 23-28.
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the combustion process ensrgy release is adequately described by a single

step reaction of the form
CnHm+ DZOZ ~ P

In the reaction (29) the hydrocarbon fuel Cp

(29)

Hy, combines with O, to produce

products of combustion P, with the nitrogen in air being treated as an inert

species. The necessary species conservation equations are

p g o |

————a(a;nl) - V- (PUM) + -@V(I‘me‘)«r r
d(Po) & I
= =—V4pu¢)+ReV-Hhv¢)

where my 1s the mass fraction of unburned fuel, and & i
defined as

<1>=Rsm'-m2

Here my is

R. = VZWOg
Wegel

where Wp, and wfuel are the molecular weights of oxidizer (02) and fuel
recpectively, and v, is the mumber of moles of oxidizer in reaction (29)

It can be shown that the mass
given by

By
My= ——— (R.— d)
N s
fo+Rs
where f_ 1is the mass
mass fraction of the products of combustion is then

my=i-m -m,-my

For simplicity it has

s a mixture

fraction of O, in the oxidizer (f, = 0.2322 for air).

fraction

=
(%]
N

~r

the mass fraction of oxidizer (02) and R, is the stoichiometric
ratio, i.e., the ratio of oxidizer mass to fuel mass for reaction (29):

(33)

(Cnlpy) s

fraction of inert species (primarily Np) is

been assumed that the reaction (29) for methane proceed
stoichiometrically, so that v,=2 and the products of combustion are P=COp+2H,0.
This assumption adequately represents the energetics of methane-air combustion.
In the present analysis the pseudo-chemical production rate ry in Eq. (3¢

chosen to force the fuel mass fraction m; to its equilibrium

Tl = -kHC (m,— m|e)

value




The rate constant kyc is increased as a function of time to a sufficiently
large value to insure achievement of equilibrium. The justification for the
chemical equilibrium approximation is based on the observation that, for
many combustors, the temperature and pressure conditions are such that the
fuel oxidation reactions go to completion rapidly. A nonequilibrium chemis-
try model could be implemented in the present procedure at a later time if it
is warranted by comparison with experimental data.

For present purposes it is adequate to assume that at a given point either
all the fuel or all the oxidizer is consumed in the equilibrium state. Hence,
for combustion governed by reaction (29) the equilibrium fuel mass fraction is
given by

I
m'e = -R—; ] for feo] 2 0
(37)
Me=0 fore<O
The energy deposition rate term, T rih}., in the stagnation enthalpy equation
(5) takes the following form for ‘the combustion reaction (29):

zr]hif: 7 [hlf—hpf + Rs (h; 3 h:))] (28)

T ~
where hi, h,, and hl are the heats of formation for the fuel, oxidizer and
combustion products, respectively.

The species concentrations which are required for the NO chemistry, Eq.
(2k), are determined using a chemical equilibrium analysis (Ref. 35, 36).
However, the present application may be considered as a "partial-equilibrium"
analysis, since the amounts of hydrocarbon fuel and oxygen which have reacted
are determined from the pseudo-kinetic model as follows., The solution to
Egs. (30) and (31) yields the mass fractions of (unburned) fuel and oxygen,

is easily shown that the total fuel

g

mp and m,, existing at a given point. 1

and air mass fractions present in the absence of chemical reactions are given
by
Ry = Btle (39)
Rs+f0
and
m* :x-m‘:w (40)
ar | R + \
S fo
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solution of the particle fraction equations (Refs. 39 and 40) having as
dependent variable the particle fraction, f., which represents the mass
fraction of liquid contained in an incremental droplet size range (see Fig.
2). The particle fraction equation (3) is again

: o(pf)) _ f)+ L@ A
T - -V (pU ‘) + = v (Fprj)+RJ

where Tp is the liquid phase eddy diffusivity coefficient, and Rj represents
the rate of production of particles in class j due to all sources. One par-
ticle fraction equation is needed for each particle class studied. Although
in principle the method allows for an infinite number of particle classes,
computer time and storage considerationshave set a limit of four particle
classes in the present analysis. Solution of the particle fraction equations
is sufficient to define the distribution of droplet sizes existing at each
location in the flow field. l

Implicit in the use of the droplet model are certain underlying
assumptions which are listed as follows:

(1) The droplets form a cloud of suspended particles.

(2) The volume of droplets is neglicible compared to gas volume.
(3) Relative velocity of droplets and surrounding gas is neglicible. |
(4) Temperature and density of droplets is uniform.

(5) Gas and liquid phase transport coefficients are equal.

As a consequence of assumption (1) droplet-droplet interaction is neglected.

Assumption (2) is merely a statement that droplet density is much greater than

gaseous density, which simplifies the governing equations and associated com-

putations. Assumptions (3) and (4) also lead to a simplification of the
governing equations because under these conditions only terms describing

39. Gibson, M. M. and B. B. Morgan: Mathematical Model of Combustion of
golid Particles in a Turbulent Stream with Recirculation. Journal of
the Institute of Fuel, December 1970,

40. 8palding, D. B.: Mathematical Models of Continuous Combustion. Emissions
from Continuous Combustion Systems, Plenum Publishing Company, New York,
1972,




interphase mass transfer need be considered. Assumption (5) eliminates the
need for defining liquid phase transport coefficients about which little is
known. Justification for assumptions (3) through (5) come from the fact
that droplet sizes in typical combustors can generally be expected to be
small both in regard to physical size (low micron range) and with respect to
the microscale of the turbulence. Under these conditions, the droplets re-
spond closely to the mean and fluctuating components of the gaseous motion
and can, therefore, be expected to exhibit similar transport behavior. (Drop-
let sizes large in comparison to the turbulence microscale do not follow the
gas motion but behave as though suspended in a laminar flow field having the
same mean motion as that of the turbulent flow.) Under these conditions
there is not droplet diffusion. Solution of the particle fraction equation,
Eq. (3), is straightforward in the computational procedure subject to appro-
priate expressions for the boundary conditions and the source term. The
boundary conditions are readily formulated for a typical combustor (see sec-
tion on Boundary Conditions). The source term in Eq. (3) is evaluated for
particles in class (j) by assuming that mass gain is due to vaporization of
particles originating in class (j+1) which thereby enter class (j). Mass
loss for class (j) is due to vaporization of particles in class (j) which
thereby enter class (j-1). That is, as indicated in Fig. 2, an increase in
the number of particles within a given class is due only to the decrease in
radii of particles which are initially in classes having larger radii. Under
this study an increase in particle fraction due to condensation from the
gaseous phase is excluded from consideration. By treating the loss or gain
in particle fraction due to the change of radii from one particle class to
another as a movement of particles whose radii are changing at a rate dr/dt,
the rate of change of particle fraction, fj, at the upper and lower radii
boundaries can be formulated as follows:

Rate of movement of particles _ P (gl\ (L)

from above r:,1 to below r:,q = dtyj+ S
ol AL Yl 7Y i

Rate of movement of particles _ Pf) dr) Ly

from above r. to below r: r...—It dt/; G
J d l” i )

In addition to the two terms represented by Eqs. (hh) and (45), which repre-
sent mass transfer across adjacent particle class boundaries, the source term
in the particle fraction equations must contain a third term which represents
loss of mass directly to the gaseous phase. This term can be represented as
fi;]
Loss of mass to gaseous phase = P 3 or 4 (46)
r.. ~F T df
r. )41 J
J

Employing Bqs. (44) through (46), the complete expression for the source term
for the jth particle class becomes
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Assuming that the droplets are spherical and of constant density, it can
easily be shown that

dr _ m <0

=
dt 4rr Fé

where 04 is the droplet density and m reprecsents the rate of mass loss of a
particle due to vaporization. A semi-empirical expression for m used in this
study has been derived from a single droplet analysis (Ref. 41 and 42), and
has the form

m = 47rr ﬁﬁ (49)

and

= _ Feff he M e
my = Prots In {I+hv[CD(Tg-Tb)+ _CTZ_‘J_]} (50)

where h, is the heat of vaporization per unit mass for liquid fuel at the
temperature T, (the surrounding gas temperature), Ty is the liquid boiling
temperature, h, is the heat of combustion per unit mass of oxygen for the
chemical reaction considered, s is ratio of oxygen mass to fuel mass for the
reaction considered, and m is the mass fraction of oxygen in the surrounding

Zas .

Using Eq. (49) in Eq. (48), one obtains

dr __ Md
d' Pdr

41. Wise, H., J. Lorell, and B. J. Wood: The Effects of Chemical and
Physical Parameters on the Burning Rate of a Liquid Droplet. Fifth
Symposium (International) on Combustion, The Combustion Institute, 1955.

42, Wood, B. J., W. A, Rosser, and H. Wise: Combustion of Fuel Droplets.
AIAA Journal, Vol. 1, No. 5, May 1973.




Substituting this expression into Eq. (47) and integrating the last term
of that equation yields the final form for the droplet source term:

RP - Py fi | 31 U+| (5
(i £ f < r K
Pd I T IRgl 1+a(|+2 j+1

Equation (52) represents the rate of fuel loss to the gaseous phase a~ a
result of vaporization. It also includes the mass burning rate of the irop-
let because of the equilibrium assumption employed in the analysis whereirn
the chemical reaction is presumed to go to completion and to occur in:LaLta—
neously.

Radiation Model

It is well known that gases and other substances at high temperatures
emit energy in the form of electromagnetic radiation. The purpose of the
radiation model employed under this investigation is to define the radiant
energy contribution to combustion heat transfer rates. Specifically, this
model is employed to define the radiant energy source termm, -v+q,, entering
the enersy equation (5), through which coupling between the radiation, con-
vection, and conduction modes of heat transfer occurs. Unless the gaseous
medium in a combustion chamber is strongly absorbing, the effect of radiation
will generally be to reduce the peak temperatures in the flow field while wall
surface temperatures will increase due to the possibly large radiant heat
flux reaching the surface. In these cases, accurate prediction of combustor
performance and emission characteristics will require a reasonable representa-
tion of the radiative transfer process. The radiative energy transfer pro-
cess is inherently different from conductive and convective heat transfer
processes since, in the latter two cases, energy is transferred by molecular
collision and transport, whereas radiative energy transfer does not require
molecular contact., The emission and absorption of thermal radiation is duvue to
transitions between the energy levels of the atoms or molecules of the gas
and transitions involving free electrons.

The preliminary radiation transport model employed in this study is a
discrete-flux model (Ref. h3). Similar methods have been employed with some

43, ‘osman, A. D. and F. C. Lockwood: TIncorporation of a Flux Model for

Radiation into a Finite=Difference Procedure for Furnace Calculations.
ourteenth Symposium (International) on Combustion, The Combustion
Institute, 1973, pp. 601=6T1.




success by other investigators (e.g., Refs. Ul through 46), and they are
described in the literature (Refs. 46 through 48). The procedure developed

in Ref. 43 is an ad hoc extension of the one-dimensional transport models
proposed by Schuster, Schwarzchild, and Hamaker (see Ref. 48 for other refer-
ences), in which discrete radiation fluxes in each of the positive and nega-
tive coordinate directions are considered. In the present study the radiation
field will be assumed to be nearly axisymmetric for axisymmetric combustor
ceometries so that only fluxes in the radial and axial directions need be con-
sidered (the four-flux model, Ref. 43). For rectangular geometries a six-flux
model (Ref. 1) is easily implemented. Since the four-flux model has been
described elsewhere (Refs. 43 and 49), only the six-flux model will be out-
lined here.

t -
Consider forward and backward fluxes, q; and q;, in the coordinate
direction x;. The governing equations for a grey emitting and absorbing me-
dium in local thermodynamic equilibrium including isotropic scattering may be

written in Cartesian coordinates (i = 1, 2, 3) as:
dq; 3 . (aro") 4 a5 @ (g .q
et [ RN +a)qt + (=) a, T + = q. +q 7
e Ade LR e - JZI (9; +9 (53)
dae Ty 4, ae &
- ) s L i ‘
__‘l_d L=o (@g+ag) 97 + (=21 a7 %+ _6_5 5 (qj +q ) (54)
xl qRD j:l

where a, and oy are the so-called "flux" absorption and scattering coefficients
(Ref. L43), o is the Stefan-Boltzmann constant, and T is the absolute tempera-
ture. Before solution of the transport equations (53) and (54) can be

44, Chen, J. C.: Simultaneous Radiative and Convective Heat Transfer in an
Absorbing, Emitting and Scattering Mediwm in Slug Flow Between Parallel
Plates. AIChE Journal, Vol. 10, No. 2, March 1964.

45, TLarkin, B. K. and S. W. Churchill: Heat Transfer by Radiation Through
Porous Insulations. AIChE Journal, Vol. 5, No. 4, December 1959.

46. Hottel, H. C. and A. F. Sarofim: Radiative Transfer. McGraw-Hill, New
York, 1967.

47. zeldovich, Ya. B. and Yu. P. Raizer: Physics of Shock Waves and Hich-
Temperature Hydrodynamic Phenomena. Vols., I and II, Academic Press
York, 1966,

48, siddall, R. (G.: Flux Methods for the Analysis of Radiant Heat Transfer.
Journal of the Institute of Fuel, June 1974, pp. 101-109,

49, Anasoulis, R. F. and H. McDonald: A Study of Combustor Flow Computations
and Comparison with Experiment, EPA Report No. 650/2-73-045, December
1973.
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attempted the mean absorption coefficient @, and scattering coefficient o
must be specified. Because scattering is generally of secondary importance
in a particle-free gaseous medium of the type under consideration in the
present study, the scattering coefficients will not be defined in this analy-
sis. For an evaluation of the absorption coefficients, reliance is placed
on the data available on emissivity of gases and gas mixtures (kefs. 50 to
52). The true absorption coefficients for air, water vapor, and carbor diox-
ide have been presented by Cess (Ref. 53) using the emissivity data available
from the literature. For the present purposes it will be assumed that the
necessary (frequency averaged) absorption coefficients are known functions of
the thermodynamic state (e.g., pressure and temperature), and will not be
considered further.

A considerable simplification of the transport equations (53) and (54)
may be realized by writing them as a system of seccnd-order equations, so
that only three additional equations must be solved rather than six. For this
purpose the following definitions are needed:

= A J i 55)
6=+ (q‘ +q|) (55)
Q= g -q; (56)
Manipulating Egs. (53) and (54) with Egs. (55) and (56) yields (with the
scattering coefficient o, retained for generality):
2 dG;
< ey dx. (57)
Qg+ Qg i
and
do. = 2 G GTD4 2 Qa T 4 2 Q G G G r-'.'\
ax, (g + %) O + ar, ol * 5 % (GG, 3) (58)

50. McAdams, W. H.: Heat Transmission., McGraw-Hill, New York, 1954 ,

51. Hadvig, Sven: Gas Emissivity and Absorptivity: A Thermodynamic Study,
Journal of the Institute of Fuel, Vol. 43, April 1970, pp. 129-135.

52. Taylor, P. B. and P. J. Foster: The Total Emissivities of Luminous
and Nonluminous Flames. International Journal of Heat and Mass Trans-
fer, Vol. 17, 1974, pp. 1591-1605.

53. Cess, R. D.: The Interaction of Thermal Radiation with Conduction and
Convection Heat Transfer. Advances in Heat Transfer, Vol, 1, Academic
Press, New York, 196,
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results of both the Schuster-Schwarzchild approximation (isotropic aniular
distribution of intensity) and the Schuster-Hamaker approximation (unidirec-
tional radiation) reveals that the flux absorption coefficient (aa} should
equal Ba; and a: in these two cases, respectively (where a; is the true ab-
sorption coefficient). Since information regarding the angular distribution
of intensity is not known, it is necessary to consider the sensitivity of the
predictions using this model both when performing calculations and when
assessing the accuracy of the model.

Boundary Conditions

Seclution of the governing partial differential equations requires
specification of boundary conditions for each of the equations on all boun-
daries of the computational region. At a solid wall the density is determined
implicitly using a three-point one-sided difference approximation of the con-
tinuity equation., The tangential velocities at a wall are determined impli-
citly through the use of the wall function approximation. The boundary con-
ditions for each equation are given below in terms of the normal and tangen-
tial coordinates (n, sy, sp) at each surface, The radiation boundary condi-
tions are considered separately at the end of this section.

Injection Ports:
u, = specified
1 = = s ifi
lsl usg Q or specified

p = specified

my = specified
& = specified

fj = specified

Mo = ©

Solid Walls:

Ugqs Yg, = wall function
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In contrast to most explicit methods, wany implicit methods tend to be
stable for large time steps, and hence, offer the prospect of substantial
increases in computational efficiency, provided of course that the computa-
tional effort per time step is competitive with that of the conditionally
stable methods. An implicit method based on an alternating-direction-implicit
(ADI) scheme has been developed at UTRC by Briley and McDonald (Ref. 15) for
solution of the three-dimensional, compressible Navier-Stokes equations. This
method will subsequently be referred to as the MINT (i.e., Multidimensional
Implicit Nonlinear Eime-Dependent) procedure. The MINT computer program has
provided the basic numerical framework for development of the present combus-
tor flow analysis. The MINT method has been described in detail in Ref. 15,
but it will be summarized here for completeness. The method can be outlined
briefly as follows: The governing equations are replaced by an implicit time
difference approximation. Terms involving nonlinearities at the implicit time
level are linearized by Taylor expansion about the sclution at the known time
level, and spatial difference approximations are introduced. The result is a
system of multidimensional coupled (linear) difference equations for the de-
pendent variables at the implicit time level. To sclve these difference equa-
tions, the Douglas-Gunn (Ref. 60) procedure for generating alternating-direc-
tion-implicit (ADI) schemes as perturbations of fundamental implicit differ-
ence schemes is introduced. This technique leads to systems of one-dimen-
sional coupled linear difference equations which can be solved efficiently by
standard block-elimination methods. No iteration is required to compute the
solution for a single time step, and for a k-point one-dimensional difference
operator only 2k-1 arrays of information need be in core at any one time.

The scheme is therefore very economical in terms of computer memory
requirements.

vifference Notation

The governing equations (1-5) have three characteristics which are given
special consideration in the numerical formulation; the equations are (1) non-
linear, (2) coupled, and (3) multidimensional. Before proceeding, some
difference notation is introduced. The flow region is discretized by grid
points having equal spacings, 6% ixﬂ. and Ax, in the x1s X, &nd X direc~
tions, respectively, and an arbitrary time step, At. Provisions for non-

uniform grid spacing will be introduced subsequently. The subscripts i, j, k
and superscript n are grid point indices associated with x4, x_, and x4, and
60. Douglas, J. and J, E. Gunn: A General Formulation of Alternating Direc-

J

tion Methods. Numerische Math., Vol. &, 1964, p. 420.
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t, respectively. Thus, ¢, ; , denotes p (xy., X554, X, , t ) where ¢ can
3d s 1 S ¥
represent any of the dependent variables. The subscriﬁts are frequently

: 5 . . 0. . n
omitted if clarity is preserved, so that ¢ is equivalent to gy ; ,. For
2e) %

convenience, the following shorthand difference-operator notation is used for
derivative difference formulas:

iy n n n
5\51_?wuuﬂ*¢kum;:5¢ +0 AXY (7h
‘ 20 x, ox | ( :
K
n -y n ) n
2 40 Dk 2Pk +Pierik 0@ o
8" ¢ - ot T Tbk . =2 s o(axy) (75)
(&%) %,
L)k
with analogous definitions toré , 6{, 6., and 6;. It is assumed that the |
solution is known at the n level, t0, and is desired at the (n+1) level, thu

Linearization Technique

The large time-step capabilities of implicit methods can place great
demands on the linearization technique employed. Indeed, the favorable
stapbility properties of implicit methods can be severely compromised by an
inadequate linearization. The present technique, which can be used only in
conjunction with an implicit difference scheme, permits the implicit solution
of coupled nonlinear equations in one space dimension by a one-step noniter-
ative scheme. This feature is retained for multidimensional problems by using
ADI techniques. The linearization is accurate when variables change by rela-

tively small amounts during a time step, and conseguently, the accuracy of the
linearization can be controlled by varying the time step. The linearization
technique is alsc convenient for the implicit treatment of coupled nonlinear
boundary conditions, and this latter feature has been found to have a highly
favorable effect on the stability of the overall method (Ref. 15).

A technique is described for deriving linear implicit difference approxi-
mations for nonlinear differential equations. The technique is presented with
reference to the following first-order equation in one dependent variable,

',4 e Bt e
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( ‘;‘ F Q S < 76 )
T (P) 5 G (¢)




syeten
form

niques

struet

and
£

car

+
hair.
G 3 1
e

re

&N
g

1t 1 Or

1 s
feren

a x

on
41!
s
"
I'e

©ra
i s
vem
¢
+ o

i
.
i

r
er

L T1(
3
i

4}

S

+]

ins @ =

gy 1
o
. i
1 ¥
l oy
Y
s P23
14 3 |
tridi
+ond
van
i i3
1 18K

r 4
1




J.....
- ¥ - -
< - ' g
5 A > "
g A ) - - -
- - + 6" -
+ - X Oy G
: " s 3 . g e
3 i + .
1 =1 . x .
‘ . 5 . + - -
< . > " ‘ . o -
+ 1 5
c M s . s
o - i L >
g g 3 o Q ) U G - .
e . - + i » = .
= 5 ol — = e =~ = <
—~ o m o 5w B I el X & or
c Rl < D QO H i v 3 . .
- ) o T £ = &y = - os . . D 3
" 4 5 g g i ] G . 4 | " ¢ - 3 3
- . - ) - . > + C . = -
e - » = s i > i > )l — & =
2 [N S I < ¢ = q { @ = "~ = —
1




The present technique is an application of the very general procedure
developed by Douglas and Gunn (Ref. 60) for generating ADI schemes as per-
turbations of fundamental implicit difference schemes such as the backward-
difference or Crank-Nicolson schemes. As with all ADI schemes, Douglas-Gunn
schemes compute the solution for a time step in a sequence of intermediate
steps, each of which usually involves treating derivatives implicitly in one
of the coordinate directions. Although the solution of multidimensional
implicit difference equations is normally time consuming, the one-dimensional
difference equations appearing in these intermediate steps can be solved
efficiently, and this is the attraction of ADI methods in general over other
implicit methods. A less obvious feature of schemes generated by the
Douglas-Gunn procedure is that, since they give the solution to a fundamental
implicit difference scheme except for a small perturbation error, they can be
viewed as an approximate technique for solving the fundamental difference
scheme, rather than as difference schemes themcselves. This unconventional
view of the Douglas-Gunn procedure provides guidance in formulating the pre-
sent method by indicating that the governing equations can be linearized
and differenced in accordance with the backward difference scheme (or another
implicit scheme) before the alternating-direction aspects of the method are
introduced. Douglas-Gunn schemes alsc appear to have an advantage over
locally one-dimensional (LOD) or "splitting" schemes, whose intermediate
steps do not satisfy the consistency condition. The lack of consistency in
the intermediate steps can present difficulties in the treatment of some
boundary conditions and, according to Yanenko (Ref. 65, p. 33) does not permit
the use of asymptotically large time steps.

The numerical method is essentially an application of the linearization
technique of the previous section to the coupled system of governing equations
(1-5). These equations are written in backward time difference form, and non-
linear implicit terms are linearized by expansion about tn% The viscous force
terms in Eq. (k) which contain mixed derivatives (i.e., d °/ 8xi B, Tor 1 4 3
are most easily treated explicitly by evaluation at time level n. Althougu
mixed derivatives can be differenced implicitly within the Douglas-Gunn frame-
work, this would increase the number of intermediate steps and thereby com-
plicate the solution procedure. For the solutions presented here and test
cases computed by Briley and McDonald (Ref. 15), the explicit treatment of the
aforementioned viscous terms had no observable adverse affect on stability.

In three dimensions, gptional artificial viscosity terms having the form

2 (I n .2 1 PR B :
(el 51 te5 b +e58, ) ¢ N+l 4ye added to the difference equations, where
— s ) D |

$ represents p, u, v,"w, H, my, &, f., and m__, respectively, in the con-

) .
tinuity, x,-, x, -, x,- momentum, energy, fuel species, hybrid species, partie-
cle fraction, and NO speciec equations. The difference equations obtained

by the procedure just outlined represent a linearized backward difference




scheme. The equations can be arranged according to time and space derivatives,
and written in the following matrix operator form (Ref. 15):

h=31}

n(d-)n'l— <£n):

At ¢+ B:& +5° (80)

Eell
-
w1
o
nN o

Here An is a (mxm) matrix containing the time derivative coefficients, where
m is the number of equatlonQ being kolved 5 is the column vector of the
dependent variables; Dl 5 Din, and D," are (mxm) matrices containing three-
point difference operators %qsoc1ated with the coordinate directions X1, X
and x,, respectively; and S 1is a column vector containing only n-level
terms.

B
<

Since the multidimensional implicit system with coefficients generated
by Eq. (80) is difficult to solve, the Douglas-Gunn (Ref. 60) technique is
applied to Eq. (80) to generate an ADI scheme. With the observation that
the Douglas-Gunn procedure is being applied to a coupled system of equations,
the following three-step scheme is obtained.

En(¢;‘¢n> =5,n¢_’*+52n¢n+—53n<£n+§n (81)
J——

En(¢ A-:b )= =D,n$‘+ 52 ¢->”+63¢?n+§n (82)
S

P (E28) 6, e as -

- *% e
where § , ¢ , and ¢ are the intermediate solutions. Note that at each
step of the scheme, one more coordinate direction is treated implicitly, and
that the most recent approximation to 5 is not always used, as this would
adversely affect the stability. Douglas and Gunn were able to show under
fairly general assumptions that the ADI scheme, Egs. (81-83), satisfies the
consistency condition prcvided that the original difference scheme, Eq. (80),
is consistent. Under more restrictive assumptions, they were able to show
that the stability of the ADI scheme follows from that of the original

difference scheme, and also that the final solution 5 Japproximates 3”‘

with aT error no worse than O (At)~, and consequently, B can be accepted

as a . Although these results are not of sufficient generality to encompass
the Navier-Stokes =quations, it is often suggested (e.g., Ref. 67, p. 215)

67. Richtmyer, R, D. and K. W, Morton: Differsnce Methods for Initial Value
Problems. Second Edition. Interscience, New York, 1967.










suggested by a consideration of the nondimensicnal model equsation

which represents a balance between advection and diffusion. Roache (Refs. 67
and 69) has shown by a comparison with an exact solution of Eq. (86) that
solutions obtained using central differences for the advection term are well
behaved provided the mesh Reynold's number R”A%j : ‘*i'lyi Re is < 2, but
that qualitative inaccuracies (associated with boundary conditions) may occur
when Repy. >2. This suggests the use of an artificial viscosity to ensure
that the local effective mesh Reynolds number is no greater than two. Thus,
Eq. (86) is replaced by

f 2 (87)
u8P=(re + ) 8°® ¥z
where Re
I_ (—éi_‘_|) If Re/xX >2
€=y Re 2 / ' (88)
0 |fReﬁx <2

|

From Eq. (88), it is apparent that the artificial viscosity can be made
to vanish by refining the mesh. Since the artificial viscosity is proror-
tional to Axj, solutions will have first-order formal accuracy if Reaxy > 2
but second-order accuracy if ReAxiS 2. Strictly speaking, the overall method
is second-order accurate since Re»/\xi =0 as the mesh is refined. It should
be remembered, however, that such asymptotic truncation error estimates are
meaningful only for sufficiently small mesh size; whereas, in practical cal-
culations of complex flows, mesh resolution capabilities have often, out of
necessity, been strained. One virtue of the present formulation is that by
isolating the artificial viscosity terms for comparison with other terms in
the equations, a nonrigorous but plausible a posteriori indication of the
first-order truncation error in a computed solution is available. Tt is, of
course, obvious that Eq. (86), upon which the artificial viscosity is based,
represents a gross simplification of the Navier-Stokes equations, and it is
primarily for this reason that the present formulation of artificial viscosity
terms is considered provisional.

Solution of the Difference Equations

It has been shown that difference equations for each row of grid points
in the three-dimensional case can be written as a block-tridiagonal system
having (m x m) square matrices as the block elements. For the chemically
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reacting flow considered in this study the number of governing equations is
as least seven (m 2 7). Briley and McDonald (Ref. 15) have shown that it

is possible to take advantage of the special nature of the coupling in the
Navier-Stokes equations in order to reduce the size of the bloch elements in
the tridiagonal system which must be solved in the solution procedure. It is
only necessary to solve a block-tridiagonal system having (m-2)x{(m-2) block
elements as well as two simple tridiagonal systems. This can be seen b
careful examination of Egs. (1), (&), (5), (30) and (31). During the k h step
of the ADI procedure (k = 1, 2, 3), only derivatives with respect to x, and t
appear in the implicit difference equations. Therefore only the x, ~direction
momentum equation is coupled to the remaining equations (1), (5), (30) and
(31), since derivatives of the other two velocity comporents with respect to
X, do not appear in those equations.

The computational effort saved by solving one 5x5 block-tridiagonal and
two simple tridiagonal systems rather than a 7x7 block-tridiagonal system can
be estimated as shown in Ref. 15. If there are N grid points along a row
being treated implicitly and £ coupled equations at each grid point, then the
resulting block-tridiagonal system requires (3N-2) (23 + £2) arithmetic opera-
tions while (5N-4) operations are required for the simple tridiagonal system
(Ref. 61). Thus, for seven coupled equations the computational effort is
approximately 1180N and for five coupled equations and two uncoupled equations
it is about 46ON. Therefore, the reduction to a system of five coupled equa-
tions and two uncoupled equations during each ADI step affords a considerable
savings in computational effort. The results of Ref. 15 indicate that the
computational effart per time step for the MINT method is only about twice
that of most explicit methods, so that the gain in efficiency achieved by
taking large time steps is real.

Nonuniform Grid Transformation

The accuracy of solutions computed with a given number of grid points
can often be improved by using a nonuniform grid spacing to ensure that grid
points are closely spaced in regions where the solution varies rapidly and
widely spaced elsewhere. In a typical combustor flow situation, large gra-
dients will occur near the combustor injection ports, in boundary layers on
the walls, and in free shear layers resulting from the flow separation near
injection ports. Transformations for the latter case have not been investi-
gated in the present study. Boundary layers in a turbulent flow are treated
using the wall function approximation, although occasionally some grid tranc-
formation may still be required near a wall.




An analytical coordinate transformation has been devised by Roberts
(Ref. 70) which is a very effective means of introducing a nonuniform grid
when the steep gradients occur near the computational boundariecs. Suppose
that N grid points are to be used in the range X, = X < X, and that steep
gradients are anticipated in a region of thickness B (X -?,) near X.,. Then
Roberts' transformation XT(X) is given by L i

X_(X)= N+(N-1) In .2’1}1:‘”.) /In{b+a (89)
I (N-1) <x+n,.:— /in{ e
where a = X _-X_, b" = a“/(1-B), and ¢ = X_. The use of equally-spaced points

in the tranSformed coordinate, X_, ensures an adequate resolution of both the
overall region X, < X < X, and the subregion X, < X < B(X;-Xl). Derivatives
with respect to %he physical coordinate, X, are obtained from the following
formulas:

N - A (90)
gx ~ dX 9Xg

"

2
e _‘151)2 ot , 4% 9 (91)
The use of three-point difference operators for X derivatives in Egs. (90-Ql
produces similar operators for X derivatives. These X-derivative operators

can be computed at the start of a calculation and stored, along with the
locations of grid points. No further ccnsideration of the transformation is
then required.

70. Roberts. G. O0.: Computational Meshes for Boundary Layer Problems.
Proceedings of the Second International Conference on Numerical Methods
in Fluid Dyanmics, Springer-Verlag, New York, 1971, p. 171.




SECTION IV

RESULTS AND CONCLUSIONS

To evaluate the three-dimensional computational procedure described
in the previous sections, comparisons were made between numerical predic-
tions obtained from the MINT code and unpublished experimental data taken
in a rectangular research combustor by the Pratt & Whitney Aircraft (I&WA)
Combustion Group. The P&WA results consisted or temperature measurements
taken with a shielded thermocouple probe and emission measurements (unburne
hydrocarbons, nitrie oxide, carbon monoxide, carbon dioxide) taken using
sas sampling probes. No other suitable measurements were available for
omparison. The P&WA research combustor is a rectangular duct with a cross
section 1.5 by 3.0 in. and an overall length of about 10.0 in. The flame
holder employed for the measurements described herein was a steel plate
(0.25 in. thick) containing an array of eight (8) holes as shown in Fig. 3.
The holes are 0.397 in. in diameter with 0.75 in. between hole centers.
The P&WA combustion experiment employed prevaporized Jet-A aircraft fuel
which was premixed with a preheated air stream. The nominal fuel composi-
tion was 85.9 weight percent carbon and 1k.1 weight percent hydrogen with
a molecular wéight of 160.0; therefore, the nominal chemical formula for
the fuel is Cy3 W4Hpp 38. The fuel heat of combustion is approximately
b.3x107 joule/kg (18500 Btu/lbm), and a constant fuel specific heat (cy“
h of 2510.0 joule/kg-°K (0.6 Btu/1bm-°R) was used in the present calculations.
‘ The air preheat temperature measured upstream of the flame holder was
| about 756°K (900°F); the total mass flow rate through the combustor was
7 2.86x10-2 kg/sec; and the fuel mass fraction was 0.0322.

The computational region boundaries considered in the present calcula-
tions are indicated by dashed lines in Fig. 3. In order to reduce the
i number of grid points required in the calculation the hole pattern was
assumed to be periodic in the longitudinal direction, so that symmetry
boundary conditions could be applied and only one-half of the inlet
port need be considered, as shown in Fig. 3. The temperature measurements
in the combustor indicate that this is a reasonable approximation.

The computational region and coordinate system are illustrated in

Fig. b. Figure 5 shows the sections (A, B, C) for which profile plots of
axial velocity, temperature, and nitric oxide are presented. All predictions
presented were made using a 17 by 9 by 17 grid (2601 grid points) for the

1], Xp, X3 directions, respectively. A maximum axial velocity (Up) of 116.7
m/sec (382.9 ft/sec) was required to match the esperimental mass flow

rate. The reference length (1) for all coordinates is 0.01905 meters

(0.75 in.). The calculation was initiated downstream of the flame holder

i assumine a mixture inlet temperature of 750°K and a pressure of 1.002x10°
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Pa (atmospheric pressure). Axial velocity profiles are given in Figs. 6
7, and 8 at sections A, B, and C, respectively, for a series of axizl
stations. The qualitative characteristics of the et expanding into the
combustor seem to be represented quite reasonably. As one proceeds

away from the inlet, the jet spreading is evident and reverse flow is
clearly present behind the inlet-plane wall regions. Due to the large
inlet velocity and the relatively small number of grid points employed
in the calculation, cell Reynolds numbers in the axial direction became
large so that significant artificial viscosity was required in the
difference equations (see SECTION III). he presence of artificial
viscosity in the present case resulted in a 25 percent in-crease in mass
flux between the inlet and computational exit plane (:{3 - 4.0, nondimen-
sional). This problem will be discussed further after presentation of
the remaining results.

b

The equilibrium hydrocarbon chemistry assumption was not expected
to be valid near the inlet port of the combustor under consideration.
Therefore, an ad hoc ignition delay criterion was imposed on the solution
to prevent unrealistically large temperature gradients from occurring
near the inlet. This was accomplished in the present numerical procedure
by specifying the pseudo-kinetic rate constant, Kyos as a funetion of
axial distance from the inlet plane. The effect of the specified ignition
delay on the port-centerline axial temperature variations is shown in
Fig. 9, along with experimental measurements at four axial stations.
The gas temperature of 756°K (900CF) originally quoted upstream of
the flame holder is shown on Fig. 9. Subsequent thermocouple measurements
with similar flame holders have shown that this temperature measurement
is probably in error and should be approximately 1030°K (1400°F), which
is consistent with the measurement at X3 = 0.167. Since the equilibrium
temperatures achieved downstream are predicted correctly (Fig. @), it seems
ii<#ly that the actual temperature far upstream of the flame holder is T756°K.
The nigher temperature of 1030°K believed to be present upstream of the flame
holder may be attributed to heat transfer through the flame holder from the
combustion zone to the gas mixture upstream of the flame holder, -mW‘w
to combustion upstream of the flame holder. Unfortunately, this infOmation
was acquired subsequent to completion of the present numerical calculations,
and the reported predictions are thus based on an incorrect inlet temperature.
Proper treatment of the flame holder boundary conditions would require
additional information regarding the heat transfer or surface temperature of
the flame holder. If there are significant energy losses through the flame
holder, these would not be correctly represented by the adiabatic wall
conditions actually employed in the calculations. However, the adiabatic
wall conditions are consistent with the inlet temperature of 756°K used in
the calculations. One further consideration affecting the temperature
predictions is the error in mass flux attributable to artificial viscosity.




Errors in mass flux associated with density would be reflected in the
temperature through the equation of state. Furthermore, since the actual
hydrocarbon combustion is a nonequilibrium process, only qualitative
comparisons are warranted between the predictions and measurements where
chemical equilibrium does not exit. In fact, the difference between computed
and measured axial temperature variation in Fig. 9 is believed to be due
mainly to the nonequilibrium nature of the combustion chemistry, and thus
accents the shortcomings of an equilibrium chemistry model.

Nondimensional temperature profiles are presented in Figs. 10 to 12
at sections A, B, and C, respectively, for a series of axial stations.
The presence of artificial viscosity (in the axial direction) in both
the species and energy equations may have distorted the transverse
temperature profiles, since outside the jet boundaries artificial diffusion
is significant compared to convection. Representative experimental
temperature measurements and the corresponding predictions are shown in
Figs. 13 to 15. An axial translation of two predicted temperature profiles
(Figs. 14 and 15) indicates reasonable qualitative agreement with the
measured profiles. This translation is an a posteriori attempt to
compensate for the incorrect pseudo-kinetic rate constant employed in
the calculations. The qualitative agreement displayed in Figs. 14 angd
15 provides some confidence in the numerical procedure and justification
for further improvement of the physical models. Also, the distortion due
to excessive artificial viscosity is a problem requiring further study
before quantitatively meaningful comparisons can be made. Roth Figs. 9§
and 15 show good agreement between prediction and experiment once
chemical equilibrium has been achieved.

Only a limited number of nitric oxide (NO) concentration measurements
were made in the combustor under consideration. Since the NO concentration
is sensitive to the temperature history of a fluid particle, the only
comparison presented is that where equilibrium temperatures have been
achieved. The predicted NO concentrations (Fig. 16) are significantly
lower than measured values, which may be partly attributed to the simplify-
ing assumptions made in the present NO chemistry analysis (SECTION II) and
to nonequilibrium chemistry effects on combustor temperatures. Furthermore,
NO concentrations of only several ppm are difficult to measure accurately.

The present numerical results demconstrate both the basic integrity
of the computational procedure developed under the present study and the
capability of the MINT code to perform calculations of three-dimensional
combusting flows with recirculation. The need for improvement of the
differencing scheme is apparent because of distortion in the predictions




due to excessive artificial viscosity. Experience at UTRC with the FREF
computer code (Ref. 49) has shown that a two-equation transport model of
turbulence offers significant advantages over a mixing length, eddy
viscosity turbulence model in view of the considerable difficulty of
specifying a mixing length distribution in a three-dimensional recirculat-
ing flow. The need for a simple nonequilibrium hydrocarbon chemistry model
such as one based on the single step reaction mechanism, Eq. (23), is also
evident. Work on alternate difference formulas for problems with large
cell Reynolds numbers and on a two-equation turbulence model will be
carried out under Phase II of the present contract.
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The foregoing relationships are substituted into the equations (1) to (9)
to obtain the governing equations in the generalized coordinate system.
The axisymmetric coordinates are obtained by taking h, = r, where r is the
radial distance from the axis of symmetry and X, is the angular coordinate
(Fig. 1).

An analysis for determination of the metric coefficients hy and u3
based on the two-dimensional incompressible potential flow in a duct has
been developed by Anderson (Ref. 71), together with a computer program to
implement the analysis. The method utilizes orthogonal streamlines and
velocity potential lines as the coordinate lines for constant % and x..
respectively. Therefore, it follows from poter tlal flou theory that x.
X3 are solutions of laplace's equation, i.e., o2 = O, 'y an
appropriate normalization of %y and Xs, Anderson %QeL. 71) has shown that
the metric coefficients h; and h3 can be made to satisfy the relationship
hy = h3 = l/LI, where U; is the nondimensional inviscid velocity. Anderson's
solution procedure is based on a representation of the boundaries of ti
inviscid flow region by a large number of straight line segments, thus
forming a many-sided polygon. The Schwartz-Christoffel conformal transfor-
mation 1s then employed to transform this pr”fon into a semi-infinite
plane, where the potential flow solution is known. An iterative numerical
solution for the transformed locations of the various nodal points (corners
of the polygon), followed by the known inverse Schwartz-Christoffel trans-
formation, provides the inviscid potential flow and coordinate system for
the desired geometry. Uniform-velocity boundary conditions are specified
at the inlet and exit planes of the inviscid flow region. f necessary or

and

desired, the inviscid flow region can be extended upstream qn-i/m_- downstream
of the region to be used in the viscous solution. This compu program
has been employed by Briley and McDonald (Ref. 72)

(uYVLle03! coordinate system for computation of the three-dimensional

to obtain an orthogonal

alin an

sonic flow in curved passages. The anal) Anderson (Ref. 71) can bve

implemented within the framework of this study whenever it is required.

T1l. Andersony Q. L. lser's Manual for a Finite-Difference Calculation
of Turbulent wxrlxnt Compressible Flow in symmetric Ducts wit}
Struts and Slot Cooled Walls. USAAMRDL-TR-Th-50, Vol. I, 197h.

72. Briley, W. R. and H. McDonald: "Amp itation of Three-Dimensional Tur-

1lent Subsonic Flow in Curved Passages., United Technologies Hesearc

Center Report No. R75-911596-8, March 19
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Figure 1. General axisymmetric combustor geometry,
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Figure 2. Schematic representation of particle fraction.
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Figure 3. Experimental flameholder configuration for three dimensional
rectangular combustor
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Figure 4. Computational region and coordinate system for three dimensional

rectangular combustor
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SECTION B

SECTION A

Figure 5. Cross flow plane sections A,B, and C for profile plots
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SECTION B: X; = 0.5
Tp = 750.0 °k
L = 001905 m
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Figure 13. Comparison between predicted and experimental temperature profiles.
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SECTION B: X, = 0.5
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Figure 14. Comparison between predicted and experimental temperature profiles.
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Figure 15. Comparison between predicted and experimental temperature profiles.
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NO CONCENTRATION (ppm)
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Figure 16. Comparison between predicted and experimental
nitric oxide (NO) concentration profiles
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