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1. INTRODUCTION

Metal-insulator-semiconductor (MIS) structures and, in particular,
those in which the insulator is an oxide of Si are being increasingly
employed in both the civilian and military electronics markets. These
structures are employed in a class of devices known as field effect
transistors (FET's). When the FET consists of a metal-oxide-
semiconductor (MOS) structure, it is then 1labeled MOSFET, or MOS

device; insulated gate FET (IGFET) also occurs in the literature.

The MOS structure (fig. 1) is physically a semiconductor substrate
(usually Si) on which is grown an oxide layer. Onto this is evaporated
a thin metallic layer called the gate. The structure (sometimes called
an MOS capacitor or diode) consists of a metal-insulator Jjunction and
an insulator-semiconductor junction. Since these junctions consist of
two materials with a different band gap, they are called

heterojunctions. In contrast, a p-n junction is a homojunction.

~METAL
9

—INSULATOR

[ \

SEMICONDUCTOR

W

— OHMIC CONTACT

Figure 1. Metal-oxide-semiconductor capacitor.

The MOS structure is used mainly as a diagnostic tool to study
phenomena associated with such heterojunctions. The actual useful

device 1is the MOSFET (fig. 2). Before the oxide is grown on the




surface of the semiconductor substrate (p-type, fig. 2), two n+ regions
called source and drain are diffused in the p-type bulk substrate
(fig. 2). Ohmic contact is made to these, and a gate is then separated
from the p-type bulk by an oxide layer. With no voltage on the gate,
the current path from the source to the drain is effectively open. For
the p-type bulk device, a positive voltage can be found whereby the
electrons accumulate near the oxide-semiconductor interface and form a
so-called inversion layer and short-circuit the source-drain
electrodes. When a voltage difference is subsequently placed between
the source and the drain, a current flows. The gate voltage at which
this current flow begins is called the threshold voltage (VT).

INSULATOR

METAL
GATE ELECTRODE
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DRAIN
®

SOURCE

CHANNEL L
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Figure 2. An n-channel metal-oxide-semiconductor
field effect transistor.

There has been an extensive amount of experimental work on the
nature of the oxide-semiconductor interface and, more specifically, the
Sio?—Si interface. The interface is composed, on one hand, of an
amorphous insulator with a forbidden energy gap of approximately 8 to
9 eV and, on the other hand, of a semiconductor with a gap of
approximately 1.1 eV at 300 K. At the interface, there are two types
of electronic states: (1) those that are in the oxide and do not
communicate with either the metal or semiconductor electrode and
(2) those that are in the Si forbidden gap and do communicate with the

semiconductor electrode.
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There are other complications with this MOS system. For instance,
depending on the history of the device, mobile ions (in particular,
Na+) can exist in the oxide layer. With proper bias on the metal
electrode and at elevated temperatures,” the ions can be asymmetrically
distributed with the mean of the distribution being near the metal

oxide or near the oxide semiconductor interface.]

In each instance,
the ions form a dipole layer near the interface and cause a lowering of
the interface barrier. BAlso, segregation of the impurity dopant atoms
that were formerly in the bulk Si can occur in the oxide near the
oxide-semiconductor interface. This occurrence, in turn, can either
enhance or decrease the polarization layer due to the former mobile
ions such as Na+. In any case, such extrinsic impurities can affect
the oxide-semiconductor interface and further complicate the physics of
interface states. Hence, wherever possible, this discussion is on
phenomena, experiments, and theories in which such extrinsic oxide

ionic charges are negligible.

One ' can envision how the gross electronic properties of the
oxide-semiconductor interface are manifested. One can 1imagine a
perfect infinite semiconductor having a forbidden gap separating two
bands of extended states called the valence and conduction bands.
These states in which the carriers are characterized by a good gquantum
number (crystal momentum) are due to the long-range order in the
crystalline semiconductor. However, to grow an oxide-semiconductor
interface, one needs a surface. The introduction of a surface in the
crystalline semiconductor breaks the long-range symmetry, with the
subsequent result that electronic states localized near the surface can

now exist in the gap. Carriers in these states cannot be characterized

IN. J. Chou, J. Electrochem. Soc., 118 (1971), 601.

*The elevated temperatures are used just to decrease the amount of
time elapsed before a given amount of mobile ionic charge is transported
to either interface.




by momentum alone since momentum is not a good guantum number. In Si,
these states form two so-called surface bands centered slightly below
and above the bulk conduction and valence bands. These bands were
observed in work function and photoelectron threshold measurements on
atomically clean Si surfaces.’ Later, optical absorption due to
transitions Dbetween these two bands was observed.’ Electron
paramagnetic resonance studies have established that the surface

Y

valence band consists of unpaired electrons. Also, from photoemission

studies, the surface valence band contains one electron per surface

atom (8 x 10!% electrons cm™2).%/6

Theoretical calculations by
Appelbaum and Hamann show a "single band" of gap states that are highly

localized in the surface and have an unmistakable dangling bond shape.7

Hence, these localized surface band states represent an unnatural
state. Upon exposure to the atmosphere, the atomically clean surface
undergoes chemical reactions by saturating most dangling bonds and,
thus, reduces the surface-free energy. This reduction takes place via
the chemical absorption of a layer of 0. The photoemission peak of
the former surface valence band is practically eliminated.” What
occurs 1is that the surface valence band and C; p-orbitals form the
oxide valence band below the Si band. Now as the Si surface is
continually oxidized, some Si diffuses into the SiO2, while, at the
same time, O; diffuses into the bulk Si. This is just another example
of a system's lowering its free energy by the entropy of mixing. This
process is continued in the manufacture of MOSFET devices until an

oxide layer of approximately 100 nm'is formed.

2F. G. Allen and G. W. Gobeli, FPhys. Rev., 127 (1962), 150.

3G6. Cluarotti et al, Phys. Rev., B4 (1971), 3398.

“D. Haneman, Phys. Rev., 176 (1968), 705.

°L. F. Wagner and W. E. Spicer, Phys. Rev. Lett., 28 (1972), 1381.

6p. E. Eastman and W. D. Grobman, Phys. Rev. Lett., 28 (1972),
1378.

7J. A. Appelbaum and D. R. Hamann, Phys. Rev. Lett, ii (1973) , 106.




We point out in section 2 that the interface should extend over

several lattice spacings and should be very disordered. This disorder
should give rise to fluctuations. In fact, 1in the course of their
investigations on MOS-type devices, Nicollian and Goetzberger
noticed a dispersion of interface-state time constants in the depletion

region of gate voltage.8

At the same time, it was demonstrated both theoretically and
experimentally that the strong surface electric field associated with a
semiconductor inversion layer is sufficient to quantize motion of the
charge carriers normal to the surface.’ The levels in the inversion
region consist of electric subbands, each of which is a two-dimensional
Block state associated with one of the quantized levels. Indeed, these
conclusions were corroborated by electron-tunneling, capacitance, and

far-infrared cyclotron resonance studies of the quantized levels.'?

It was suggested further that electrons in these inversion layers
also béhave like electrons in a two-dimensional disordered system, the
disorder being due to the random fluctuating interface potential
independently proposed by Nicollian and Goetzberger.8 In other words,
the random fluctuating potential should vyield the characteristic

temperature dependence of amorphous conductivity in the conductance
1/ (d+ . p g
channel, oaT /{aHl) at low temperatures, where d 1is the dimensionality

of the system.11 Indeed, such a dependence of the low-temperature

8E. H. Nicollian and A. Goetzberger, Bell Syst. Tech. J., 45
(1967) , 1055.

9F. Stern and W. E. Howard, Phys. Rev., 163 (1967), 816;
A. B. Fowler, F. F. Fang, W. E. Howard, and P. J. Stiles, Phys. Rev.
Lett., 16 (1966), 901.

10p “¢. Tsui, Phys. Rev., B4 (1971), 4438; Phys. Rev., B8 (1973),
2657; S. James Allen, D. C. TEEE, and J. V. Dalton, Phys. Rev. Lett.,
32 (1974), 107; D. C. Tsui, G. Kaminsky, and P. H. Schmidt, Phys. Rev.,
B9 (1974), 3524.
~ UR. am abram, J. Phys. Chem., 6 (1973), L379; V. D. S. Shante,
Phys. Lett., 434 (1973), 249.
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channel conductance has been recently seen and reyurted.ly The
fluctuating potential at the interface 1is necessary to explain the
behavior of the inversion layver carrier mobility as a function of
carrier concentration and temperature.!’' Finally, measurements of the
resonant absorption of photons due to transitions between the quantized
levels show a distortion of the resonance line width that can be caused

10

by a fluctuating surface potential,!%:1°

Hence, these independent measurements strongly indicate that the
surface potential at an oxide-semiconductor interface is not a smooth
function, but is more akin to a random fluctuating potential somewhat
similar to that observed in amorphous solids. We theorize that these
fluctuations are the result of the loss of long-range order as the Si
is "alloyed" with the oxide. This alloying tends to cause band-tail
states extending into the gap in both the Si valence and conduction
bands. These states we call "intrinsic" interface states, since they
arise from the inherent disorder introduced by the alloying. Also, in
the oxide are 1localized states that cannot communicate with the
semiconductor, metal electrodes, or both. These states are notorious
hale traps. We speculate that any holes trapped in these states
increase the fluctuations and, in turn, increase the band-tail states
or interface states. Such a theory accounts for the U-shaped,
structureless, measured density of states curves.”’ It accounts also
for an approximately equal number of electron and hole states. On the
other hand, models that depend on an isolated microscopic defect to
account for the interface states are hard pressed to explain all the

characteristics of the measured density of states.

H. Ibach and J. E. Rowe, Phys. Rev., B9 (1974), 1951.
3 o .
134, 6. Revesz et al, J. Phys. Chem. Solids, 28 (1967), 197.
R. Castagne and A. Vapaille, Electronic Letters, 6 (1970), 691.

15M. Kuhn and E. H. Nicollian, J. Electrockhem. Soc., 118 (1971y, 370
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In section 3, we review the derivation of the admittance cof an MOS
éapacitor with a distribution of 1localized states. Then we indicate
how one can interpret these interface potential fluctuations via a
macroscopic theory of Brews. ' These interface states can be measured
by a variety of techniques, one of which we have specifically
considered--the quasi-static capacitance voltage measurement

(0scv) .!7 We also indicate the necessary conditions of reversibility

that must be satisfied in order to use the QSCV technique.

2. MICROSCOPIC THEORY

2.1 Intrinsic Interface States

The MOS system is quite complicated. The first complication is
that the system is heterogeneous--that is, the properties of the system
are origin dependent. Also, the electronic properties range from
extended conduction in the metal to phonon-assisted tunneling through
band-tail states in the oxide. Nonetheless, we should 1like to
speculate using the knowledge of the physics of ordered and disordered
systems on the properties at and near the oxide-semiconductor

interface.

Ion backscatter studies indicate that this region is not
sharp.:p Instead, the oxide appears to be stoichiometric up to the
interface while having an ever increasing concentration of Si. This is

to be physically expected from the entropy of mixing. During the

Y67, R. Brews, J. Appl. Phys., 43 (1972), 2306; 3451.

A Berglund, IEEE Trans. Electron Devices, ED-13 (1966), 701;
M. Kuhn, Solid-State Electron., 43 ((L970)y 873

18y, K. Chu, E. Lugujjo, and J. W. Mayer, Appl. Phys. Lett., 24
(1974), 105.
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growth process, two materials, the Si and oxide thereof, are present
and in contact at high temperatures. The total system at this elevated
temperature can reduce its free energy by increasing the entropy due to
mixing. Therefore, one should expect a large concentration of Si in
the oxide at the interface. On the other hand, the Si being used to
grow the oxide 1is already saturated with a large concentration of 0y,
since the Si crystals wused in MOSFET devices are pulled from quartz
crucibles:* Therefore rather than being a sharp mathematical plane
separating two nonmixed solid phases, the interface appears to be more
of an alloyed heterojunction--the excess Si and O, concentrations
persisting into the oxide and semiconductor regions, respectively. The
adage that nature abhors a singularity is the rule in this case.
Nevertheless, a description of the junction as a "gradual
heterojunction" is indeed simplified. Not only does the junction
undergo a compositional gradient, but long-range order disappears, and
the nearest-neighbor lattice constant changes. These physical changes,
needless to séy, have severe ramifications on the electrical properties

of the system and, in particular, at the oxide-semiconductor junction.

One approach to the problem of an oxide-semiconductor junction
is to investigate the nature of the density of states in a gradual gap
heterojunction. Unfortunately, this problem has yet to be solved.
However, it can be qualitatively modeled by an alloy in which the
composition, x, is a function of direction. The subsequent alloy,
A B

x 1-x’
appropriate choice of the spatial composition dependence as indicated

can then closely model a graded heterojunction by the

in figure 3 for a Fermi type of compositional dependence,
x = [exp(-Bz) + 13 s B

*At the melt temperature, there is an equilibrium distribution of
dissolved O, in Si. Most O, remains in the Si crystal structure as
bound interstitial impurities. The interaction of this interstitial
0, with a lattice vacancy gives rise to the infamous Si-A center with
an electron trapping level 0.17 eV below the conduction band.

i i
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Figure 3. One possible dependence of composition of
graded AxBl-x heterojunction.

Here, B is a measure of the amount of mixing, the "effective"
junction width being just twice the inverse of . From our knowledge
of the alloy density of states for homogeneous materials,'” we can say
that the density of states of a graded heterojunction should behave
somewhat similarly to that in figure 4.°0 For simplicity, only one band
has been shown. In the model, eA and 2 are the mean band positions.
As the concentration of the A species increases, an impurity band forms
in which the states are purely localized as the hatched marks
indicate (see fig. 4). This localized A band grows with
increasing distance into the junction until, at z = 0, there are equal
compositions of A and B. Then as the B species decreases, the A band
becomes more and more extended until, at large distances, the material
consists of all A atoms. This highly idealized picture serves two
purposes: (1) the density of states 1s position dependent, and

(2) there will exist Jocalized states in and around the junction.

In our actual oxide-Si interface, the details are more
complicated. The lattice constant changes, and the oxide is disordered
(lacks long-range order) . In the binary alloy model of a

heterojunction, there is a basic lattice; the discrder originates in

19p, soven, Phys. Rev., 156 (1967), 809; B. Velicku, S. Kirkpatrick,
and H. Ehrenreich, Phys. Rev., 175 (1968), 746.

20M. M. Sokoloski, Bull. Am. Phys. Soc., 20 (1975), 426,




Figure 4. Possible dependence of density of states for alloy AyBj_y
heterojunction: x has position dependence of fig. 3;

point x = 0 corresponds to pure B material z = -«; while
for x = 1, z = 0. Foxr x = 0.5, z = 0; the middle of the
heterojunction.

the random placement of A and B atoms on the lattice. This type of
disorder is <called compositional disorder. In the oxide-semiconductor
case, there is also topological disorder. Here the oxide is not unlike
that of an amorphous solid where the binding forces between the atoms
are still similar to those in a crystal, but long-range order is absent
while short-range order of a few lattice constants are generally

present.21

From the angular dependence of the scattered radiation of
an x-ray diffraction pattern, the radial or pair distribution function
4nr20(r)dr can be obtained through a Fourier inversion. This yields
the number of pairs of atoms separated by a distance lying between r
and r + dr. As an example, the experimental radial distribution curves

(RDC's) for amorphous and crystalline Si are shown in figure 5.22 1f

21N, F. Mott and E. A. Davis, Electronic Processes in
Non-Crystalline Materials, Clarendon Press, Oxford, England (1971).

225, C. Moss and J. F. Graczk, Phys. Rev. Lett., 23 (1969), 1167;
S. C. Moss and J. F. Graczk, Proceedings of the 10th International
Conference on the Physics of Semiconductors, Cambridge, MA (1970), 658.




the peaks in the RDC are well separated from adjacent ones, then the
area beneath the first peak, for instance, yields the number of atoms
in the first cocrdination sphere; i.e., the first nearest neighbors in

a crystal lie on the periphery of a sphere.

{ ! $ ; ] For both the

| 100 nm Sy FILM
— — — — AS DEPOSITED
CRYSTALLIZED

amorphous and crystalline

states of Si, the first peak
is at an interatomic spacing
of 0,235 nm and has a
coordination number of 4,

Each atom 1is separated from

four nearest neighbors by the

4-12,(r)

lattice constant of 0.235 nm.
The second peak is the same
for both crystalline and
- amorphous Si with a spacing

of 0.386 nm and coordination

number of 12. However, the
third peak present in the
crystalline state is

d
]
—J dramatically absent in the

amorphous curve. This

; : absence means that given a

Figure 5. Radial distribution
curves for amorphous and

crystalline Si as determined
from analysis of electron

diffraction data. the position of the third

particular site, we no longer

can predict with certainty

nearest neighbor atom. There
is loss of long-range order. This 1loss implies also that charge
carriers can no longer be specified by a good quantum number of
crystalline momentum. In actuality, the carrier's mobility 1is now a

function of its energy.




Because of the 1loss of long-range order and associated
fluctuations in matrix elements, the oxide gap cannot be described by
the wide gap of an insulator. Electrons that make transitions out of
the valence states into the conduction states do not necessarily leave
behind holes with definite momentum or enter extended states. The loss
of long-range order and presence of associated potential fluctuations
lead to thé possibility of extended and localized states as shown in
figure 6. Now the density of states does not go to zero sharply at the
valence or conduction band edge, but tails off. These band tails
consist of localized states, 1.e., states that conduct by
phonon-assisted tunneling. Above a certain energy in the conduction
band and below that 1in the valence band, the states are extended;
transport can be considered as crystalline. This particular energy is

known as the mobility edge and is designated as Ec and Ev in figure 7.

However, we have been discussing the loss of long-range order
and potential fluctuations in homogeneous systems. In heterogeneous
systems, the radial distribution function must now be origin dependent.
For instance, if one examines the radial distribution function (RDF) in
the bulk of the Si in our MOS-structure, one would obtain the
crystalline RDC's. In contrast, 1if the RDF were examined in the oxide
bulk, one would obtain RDC's similar to those of amorphous, glassy
Si02.

The oxide-semiconductor junction is not sharp. Also, there is
a loss of long-range order and an associated increase in potential
fluctuations as the origin is moved from the bulk Si to the
oxide-semiconductor interface. Therefore, the interface should be
characterized, in part, by a region of localized states that lie in the
‘semiconductor gap. These states, indicated by the hatched areas in
figures 4 and 6, would then be a manifestation of the loss of long-range

order and an increase in potential fluctuations. These states would

SIE R ES
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Figure 6. Metamorphosis of density of states from that in
bulk SiO; (a) to that in bulk Si (d4).

then be intrinsic interface states. Their sole <laim to existence

would be due to the glassy amorphous SiO, to crystalline Si transition,

and they should occur in all such systems.
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Figure 7. Heterogeneous model: right-hand side shows
edges of valence and conduction bands modified
by long-wavelength electrostatic potential
fluctuations; optical transitions teake place
with energy E_; localized states lie between

B and Egj.

Hence, one can formulate the following argument: As the origin
is moved from the bulk semiconductor in the direction of the
oxide~-semiconductor interface (fig. 6), the density of states undergoes
a metamorphosis. For the origin deep in the semiconductor bulk, the
density of states is Jjust equal to that of the crystalline material.
The RDF is that of the ordered material. The effects of the interface
are screened out by any free carriers. As the origin is moved closer
and closer to the interface, the effects of disorder become more

important. .

For instance, in figure 8, the tetrahedrally coordinated
lattice becomes disordered as the origin approaches the interface. At
sites labeled 2 and 3, the number of semiconductor atoms in the first

coordination sphere begins to differ from that in the bulk

semiconductor. Close to the interface, this loss of long-range order




introduces localized states in the Si energy gap as indicated in
figure 6. These localized states are 1in "communication" with the bulk
semiconductor; i.e., there can be transport 1in and out of these states

to the bulk semiconductor valence and conduction bands.

HOLONANODIWIS ¥1N8

3OV4H3ILINI

Figure 8. Transition from glassy amorphous SiO, to crystalline Si state.

There is an approximately equal number of these states above
and below the intrinsic Fermi level as can be seen from figure 7. This
U-shape for the localized states, more popularly known as interface
states, has been seen experimentally by a whole host of independent

experimenters.“"“3

Previous theories of these states have accounted for the shape
of the interface-state density curves as being due to a particular defect

at the interface. However, it is exceedingly difficult to justify that

14g, Castagne and A. Vapaille, Electronic Letters, 6 (1970), 691.

23R, castagne and A. Vapaille, Surface Science, 28 (1971), 157;
Electron. Lett. 6 (i970), 691; D. J Silversmith, J. Electrochem.
Soc., 119 (1972), 1589.
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this level spreads across the gap (for Si, energies exceed 1 eV) because

a level splits as a result of interactions with the immediate

environment. Also, it 1is difficult to make isolated defect trap holes
and then electrons dependin n  the position of the Fermi level.
Therefore, the result of =z2lloying the semiconductor with its oxide

introduces the 1loss of long-range order and potential fluctuations.
These resﬁlt in a distribution of 1localized gap states referred to as
band tails or interface states. In tetrahedrally bonded semiconductors,
because of alloying, remnants of the s-p bonding and antibonding bands
persist into the oxide as impurity bands (fig. 4, 6(b)). These states
may or may not communicate with the bulk oxide; i.e., the phonon-assisted
tunneling probabilities may be very small. Some of these states,
especially those near the valence band edges, may be resonsible for
trapping holes and thus leading to a trapped positive charge density in
the oxide. On the other hand, it is expected that transport in the oxide
can be modeled by the continuous—-time-random-walk model of Scher and
Montroll modified by an imperfectly absorbing boundary at the

. . . < 28
oxide-semiconductor interface,2%: 2%

2.2 Extrinsic Interface States

Experimentally, it 1is well known that oxide charge is trapped
close to the interface and ordinarily cannot tunnel into the bulk
semiconductor. This trapping may result from a persistent impurity
band extending into the oxide due to the incomplete alloying at the
interface (a preponderance of Si atoms, for instance). The trapping
should give rise to an electrostatic potential. However, because of

the inherent disorder in the interface, this charge and its resultant

24y, Scher and E. W. Montroll, Phys. Rev., Bl2 (1975), 2455;
H. E. Boesch, F. B. McLean, J. M. McGarrity, and G. A. Ausman, Jr.,
IEEE Trans. Nucl. Sci., NS-22 (1975), 2163.

25p, B. McLean, G. A. Ausman, H. E. Boesch, J. M. McGarrity, J.
Appl. Phys., 47 (1976), 1529.
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potential are not wuniform, but fluctuate about some mean. These
fluctuations, in turn, produce further fluctuations that cause the
bands to vary as schematically indicated in figure 7. Hence, these
potential fluctuations (as compared to potential fluctuations due to
matrix elements fluctuating about some mean value) also lead to
trapping states and band tails. Therefore, the interface-state density
also is a function of the amount of charge trapped in the oxide; i.e.,
the more charge trapped in the oxide, the greater the potential

fluctuations and the more the interface-state density.

One can then define those states due to potential fluctuations
from a trapped oxide charge distribution as being "extrinsic."
Therefore, the overall microscopic picture is that the intrinsic
interface states are inherently due to the loss of long-range order due
to the nature of the oxide-semiconductor heterojunction. Also, charges
trapped in localized oxide states, which may be due to remanant s-p
bonding and antibo?ding states of the semiconductor, can cause an
increase in the density of interface states, and these new states are
extrinsic. Extrinsic states are due also to impurities and defects at

the interface not accounted for in the heterojunction model.

3. FORMULATION

3.1 Admittance for Distribution of Interface States

The admittance of a distribution of 1localized states in the
semiconductor forbidden gap and fluctuations in the interface potential
can be derived by (1) calculating the admittance of a single 1localized
level via Shockley-Read statistics,?a (2) averaging over a density of
localized states, and (3) averaging over fluctuations in interface

potential. ©

8E. H. Nicollian and A. Goetzberger, Bell Syst. Tech. J., 45
(1967), 1055.

26y, Shockley and W. T. Read, Phys. Rev., 87 (1952), 835.
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States that occur in the gap are bound states. The capture

rate of electrons taken as the majority carrier at some energy is then
R (t) =Nc [1 - f(t)In (t), (1)
n S n s

while the emission rate 1is

G CEY = N e £(t); (2a)
n S n

where N is the density of bound interface states per cm °, c is the
S 1

electron capture probability in cm /s, er is the electron emission
5 1

constant in s~ f(t) is the Fermi distribution at time t, and ng(t)is
the electron density at the localized trap site at time t in cm .
This is a special case in which the density of interface states (in

cm~? ev!) is given by

NSS(W) = Nsé(w = wt> ‘

where ’t is the energy of the bound state. Since electrons are being
trapped, the bound states at the interface are either negatively
charged (the state is filled) or neutral (the state 1s unoccupied).
Such an interface state is sometimes called an accepter surface state.

Then the trap occypation probability

-1 - ]
= - = l == + Y T
£ (0) = [1 + exp (v, Ve (£) /KT] [1 +exp (v -¥p +¥ (£))/KT]  (2b)
where wF(t) is the Fermi level, wB is the bulk Fermi level, and N is
the surface potential. 1In equation (1), the capture rate depends on

the occupancy of the bound state, 1i.e., Ns(l - £(t)), and the number
of electrons, n(t), that are available to make a transition to this
bound state. On the other hand, the transition from a bound state to

the conduction-band continuum is independent of the final-state Fermi




function only in depletion. Hence, equation (2a) 1s a good

approximation, except in heavy inversion or accumulation. The net
current flowing equals the electronic charge, g, multiplying the

difference of the capture and emission rates, namely,

i le) = aN e [E — £0E) In (E) = ga N £lt) . (3)
S S n S n S

For no external alternating stimulus, i (dc) = 0. This 1s sometimes
s

referred to as detailed balancing. Equation (3) can be solved in a

linear approximation by expanding all time-dependent variables, x(t),

in a Taylor series expansion about their static values,

x(t) = x + 9x/ot st +
e} 0 . (4)
= x + §x
o
These are substituted into the current eqguation, i.e.,
i (t) = gN c 1 = £ + (1 - £ )8 ~ &
ls( ) 4 s n[( o)nso (l io) ns nso f}
(5)

- qenNs(fo + éf) ;

where second-order terms have been neglected. Equation (5) can be

manipulated so that

- - f =1 (t) - gN - f )én_ - ]
qNscn(l fo)nso qenNs o ls( g qbscn Kl fo)"ns ns6f

(6)
+ N 6f
qen S

The left-hand side is independent of the time and, thus, is a constant.
From detail balancing, this constant is set equal to zero. Statically,
no net current flows--a particle emitted from the bound state is then

captured. This places a constraint on the emission rate, namely,

e =cn_(1- fu)/fo : (7)




This can be substituted into the right-hand side of equation (6), and

an expression for the current is obtained:

. e K . 33
ls(t) o qNscn[(l fo)éns nso f} (8)
! ss dt

Hence, for an applied field with frequency v,

%%'= iwdf
(9)
&f
— - f it s
cn(l o)sns cnnso £ -
This can be subsequently solved for °f.
- £ )én
5F = focn(l o) "s
a.n + dpE
n so o
(109
1 - £ §
£ fo( o) nso
1 + iwf /c n n
o n so so
The substitution of equations (9) and (10) into equation (8) yields
iwgN £ (1 - £ Sn
i i) =t ol J 22 (11)
s 1 * ik /e n n
(] n so SO
From
= - T
ng = n, exp (us uB) 3 (12)
it can be shown that
Sn_ = n, exp (us - uB)éuS
(13)



where ug and ug are the interface and bulk potentials in units of

kT/q and ny is the intrinsic carrier density.8 Therefore,
Sn
—= = sy (14)
n s
so
= q/KT x 6ws ’ (15)

where VY is the interface potential in electron volts. Therefore, the
s
substitution of equation (14) into equation (11) finally yields an

expression for the admittance of a single bound state NS, i.e.,

i (8) =Y (wéy_ (16)
s s s
where
2 Y
o O ) (17)
s kT(1+iwf/cn)'
o n so
Now if one calls
0 = g?Nf (1-¢£ (L8
Css ! s o(l o)/kT
and defines a majority carrier time constant
s £ lem ' (19)
O n so
then one can write
(20)

Y (w) = G (w) + iwC (w) ,
S P P

where the equivalent capacitance and parallel conductance are given as

C()
SS
T Ly (21)

P 1 + wlt?

8g. H. Nicollian and A. Goetzberger, Bell Syst. Tech. J., 45
(1967), 1055.




cO w242
6 = .58

P

(22)
1 + wlr?

The dc or static limit of the equivalent capacitance is just Cg . Also,
fa(l - £0) is sharply peaked with spread kT about the bound state
For the MOS

energy, y_. There, Cgs has its maximum value when wt = U

t £
capacitor, this equivalent capacitance appears 1in parallel with the

space-charge capacitance, shown as follows.
The total charge density for a given interface potential is

gm0 *9 +g , (23)
where Qsc is the charge in the Si-space-charge region, QS is the charge
in the interface (bound) states, and Qf is the charge in the fixed
states. The charge in the fixed states, as the name implies, cannot
communicgte with either the metal or the semiconductor electrodes.
"Communicate" means to make a quantum mechanical transition via some
process such as tunneling or phonon-assisted hopping from the
bound-state site (in the oxide) to either the metal or the
semiconductor. The total current 1is then the’'time rate cf change of

the total charge,

dQ daQ :
§ = sC S
1s(t) = —EE—-+ —EE- (24a)
do dy
- sC S ;
= S¢ * i (24b)
S
is(t) = (iwcp 4 Ys)‘s""s ¢ (24c)




Equation (24c) is derived partly from the substitution of equation (16)

for the bound-state current and the realization that

=d d d y = +
Csc Qsc ws il ws wso 5wso

where &y = a exp(iwt) .
so

Hence, equation (24c) shows that the bound-state admittance appears in
parallel with the capacitance of the semiconductor space-charge layer.
Figure 9 shows the equivalent «circuit for the MOS capacitor with
discrete noninteracting bound states that are physically in the

oxide-semiconductor region.

Yiu)

!

SR

o

o 2

N
&

Figure 9. Circuit for metal-oxide-semiconductor capacitor
with discrete noninteracting bound states in
insulator-semiconductor interface.

The admittance due to a number of noninteracting bound states is
given by equation (17). This can be easily extended to a distribution
of localized-interface states by integrating over the potential, since

Nss is now a function of potential, i.e.,

W E 1 - f )dw
Y (w) )f : (25)

ss 1+ 1wf /c n
so




where N ({} 1s the 1ens.t ' Cé and ¢ is energy.<
$S
distribution is now a con.. S IITER potential

a continuum of values, ).

For a density-of-states runction and apture ci
do not change appreciably withl f oy the
can be taken out of the 1integral and evaluated
the capture cross section can be treated as constant

make the substitution that

dfo/dw = _qlfk,l» x £ (l N t)

O\

and transform equation (25) 1into an integral over

_with lower
(&)

Fermi

now

-dan

and

upper boundaries of 0 and 1, respectively. The integrand is separated

into real and imaginary parts,

! af L. £ ar
(o] A O O
o e R
f f 1L & e &rs ; 1 + féw?t
O (o]

This can be readily integrated to vyield

4 SS 2 sSS
= 2 : 7
"
Y 5 n (1 + weTe) + iqg ~ ;

The corresponding conductance and admittance are given by

qNSS (ws)
& ) = ————=—3n (1 + 22
SS( ¥ = gn (1 WST=)

and

L )
e W) =gN (W ) = tan (wt)
S wT

o)

25p, B. McLean, G. A. Ausman, H. E. Boesch, J. M.
Appl. Phys., 47 (1976), 1529.

tan— (WT)

McGarrity, J.

(26a)

(26b)

(27a)

(27b)




Equations (27a) and (27b) vyield the proper static equation « = 0; in

particular, the static capacitance due to a distribution of surface

states is
Css(ws) T qNgS(WS) s (28)

This equation could have been derived in a more straightforward
manner by integrating the expression for the dc or static capacitance

for the case of (noninteracting) isolated bound states,

Css(ws) % }'Css(w)dw (29a)

(29b)

]

fquss(W)fo(l - fo)/deq; ,

in which Nﬁs(W) does not vary much over energy.

3.2 Fluctuations in Potential

To treat the problem of fluctuating interface potentials, we
shall employ the phenomenological approach of Nicollian and

16 According to Brews,16 the

Goetzberger8 as extended by Brews.
interface charge due to any trapped oxide charge and charge trapped in
the Si-band-tail states near the interface can be treated by a
distribution of wuncorrelated characteristic areas, @, each with a
charge density as shown in figure 10. Each chéracteristic area varies
in properties from other areas according to some probability

distribution. For each of the characteristic areas, one can write

(wg D ws) ng 7 Qa i QZc(ws) ! L

8E. H. Nicollian and A. Goetzberger, Bell Syst. Tech. J., 45
(1967), 1055. 3

167. R. Brews, J. Appl. Phys., 43 (1972), 2306; 3451.
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where “6 and Ug are the gate and surface potentials, respectively, of

the ath area. Also, ¢, Q% and Qgc are the oxide capacitance,

ox
charge, and space charge associated with area a. According to
Brews,16 a similar expression is assumed to be valid for the entire
macroscopic structure,
-y ) =0+0Q : 31
g =R ee ) )

Si0.
METAL - - ’

€
2 Cye
=

CHARACTERISTIC
AREA ¢

e

Figure 10. Metal-oxide-semiconductor structure divided into two

arbitrarily small areas of uniform charge density.

167, R. Brews, J. Appl. Phys., 43 (1972), 2306; 3451. .
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The bars indicate that the quantities that are statistically varying

over the macroscopic structure have been suitably averaged. What we
really seek is the average of not the macroscopic structure, but the
ath area. It can be found by dividing equation (31) by N = (u2/Aa)" !,
where N is the number of macroscopic areas, while A is the total area
of the macroscopic structure. Then equation (31) becomes

\

@ _ -a a
(wg ws)cox e Qsc(ws) ’ (52

In the Brews8,1¢ approach, Cox is statistically a constant. The bars
with superscript o's indicate averages of the parameters describing

the ath area.

The derivations of the true values must be found about their
average values. Hence, equation (32) 1is subtracted from equation (31)

to yield
(0 = ¥ = 0 - &« [e () - 000D

Unfortunately, the space charge is a nonlinear function of the surface
potential. However, for small surface potential fluctuations, the

average space charge can be linearized as follows:

Q:c(ws) J ijgcgc(as) i i

8E. H. Nicollian and A. Goetzberger, Bell Syst. Tech. J., 45
(1967), 1055. ¢

167. R. Brews, J. Appl. Phys., 43 (1972), 2306; 3451.
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The total charge on each area consists of fixed charges that are not in

communication with either the metal or the semiconductor electrode or
charges in states that are mobile, i.e., interface states,
o1 Qa Y5 a o

-0 =g, Ot E -0 -

a
£ Ss ss

A crucial assumption of Brews !” is that since the interface charge,

Q“ , 1s mobile, these charges, on one hand, tend to screen out

ss
potential fluctuations and, on the other hand, tend to increase the
potential fluctuations by trapping additional charges. Hence, this
assumption can be modeled in a quasi-self-consistent manner by
decomposing the interface charge into two components,
(o1 Q

D = a
Qs st K Css(ws ws) i 6st ! ket

where the first term accounts for the screening and the last accounts

1€

for inhomogeneities. Then, following Brews, we define the variation

in fixed charge by
(37)
and find that the variation in total interface charge can be written as

6Q% = GQ; + GQ:s : (38)

By the substitution of equations (33) to (37) into equation (38), one
finally obtains the variations (fluctuations) 1in the interface charge

in terms of the variations (fluctuations) in the surface potential as

59" = [cox * Cha(b) + Coc(ve)]ovs - (39)

167, R. Brews, J. Appl. Phys., 43 (1972), 2306; 3451.




Hence,

@07 = [+ 0a0) * o)) ()7 - (40)

However,

(607)2 = (05)? + (e3,)? + 2(:s) 623) -

In the approach of Nicollian and Goetzberger,” the last cross term in
equation (41) is neglected, since the two charge distributions are
considered uncorrelated, and the term C;S(Qs) is absent in
equation (40). If one defines capacitance per unit area by dividing

by o, i.e., € = a"lc® , then
o OoX

X
w(\us)

o(@s) 7 w(q,s)l'cox + Css("'q)] R, (“29) (42)

where W(w;) is the space charge width shown in figure 11, ¢ . 1is the
si

dielectric constant of Si, and g is the electronic charge. As 1is

16

pointed out by Brews, a large CSS leads to a smaller o‘, which is a

result of the screening effect.

3.3 Inclusion of Interface Potential Fluctuations on Admittance

From accumulation to flat band, the majority carriers in the
semiconductors tend to screen and damp out fluctuations in the
interface potential as can be seen from equation (42). However, from
flat band to depletion, the screening effect is drastically decreased
while more image charge appears in the metal electrode and causes
fluctuations. The effects of the fluctuations should increase with

increasing depletion width saturating at inversion. In contrast,

8E. H. Nicollian and A. Coetzberger, Bell fyst. Tech. J.; 45
(1967), 1055. Ay

165, R. Brews, J. Appl. Phys., 43 (1972), 2306; 3451.
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Figure 11. Oxide-semiconductor interface.

surface states oppose any increases in interface potential fluctuations

by filling and unfilling, to compensate for variations in

the mean

trapped and interface charges. The =zero frequency (quasi-static)

surface-state capacitance averaged over the fluctuations

interface potential is given by

c (y)c
GGl = === i C
ss Cox CM(w) sc

where CM(w) is the measured value of the capacitance, Cox

geometric capacitance of the oxide layer, and E;; is the
space-charging capacitance. The static or zero frequency

surface-state capacitance can be written as

34

in the

(43)

is the
average

average




R f an__(VP (4,5 )av_ . (44)

where the kernel is given as

P(w,ws) = (21r02)—l/2 exp [-(g, - $S)2/o($s)] : (45)

Hence, NSS(#) is the density of interface-states function being nonzero

only for ﬁ; falling in the energy interval between the Si conduction

and valence bands. 1t is also a positive definite compact function
whose area yields the total number of interface states. The
variance, O(VS), is given by equation (42). For a p-type

semiconductor, the space-charge width is given approximately by

W(uTB) =0, Es £ (46a)
zesiwsb o
= '—qﬁA—> wFB £ = wINV (46L)
2EsiwINV % =
= ——aﬁz——;> Vigv < Vg (46c)

where wFB is the flat-band potential, NA is the acceptor density,
and wINV is the inversion value of the interface potential,
2kT
= ==y n (47
q n (NA/ l) ’ )

wINV

where ni is the  intrinsic carrier concentration at temperature T.
Therefore, the functional dependence of all quantities on the surface
potential is known. Hence, in accumulation, where most of the carriers
are heavily screening the interface potential fluctuations, the space
charge width is approximately zero. In this region, the fluctuations

are ineffective, i.e.,

P(“"’u's) 2 &(¢ 5 ws) ) i

e e




where &(p - E ) 1is the dirac delta function. From flat band to
s

inversion, the variance becomes a monotonically increasing function of
space-charge width. The bar 1is dropped from ;s for notational

simplicity.

The corresponding damping effect of the fluctuating potential
by the surface states manifests itself in the dependence of the

variance on the true surface-state capacitance, i.e.,

CSS(W) = qNss(w) . (49)

To determine NSS(V). the basic equation to be solved is

(v,)c
MN's/ ox
lpC
= [ [@w - W] P@vav (51)
b

where wc and wv are the interface potentials at the conduction and
valence band edges, respectively, Equation (51) must beA solved
self-consistently, since P(w,ws), in turn, is a function of NSS(W).
Cp(vs) is the parallel capacitance value of the surface state and
space-charge capacitance. The gap, wc = wv' is divided into N parts of
equal width, Ay. Then the first' order in Ay, equation (51), can be

written as

' N+1
cp(ws) = Z [qNss(wi) - css(wi)] P(wi,ws)ﬂw ' (52)
i,j=1
where
b Tl T Rl A
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Also, ws can be divided into N units. Then

N+1

Cji’(wsj) :Z {qxss(vi) 4 CSC(“JL)] P(‘*‘i"“"sj)"”*‘ : (53)

i, =1

Then one can define the following N-fold vectors
o = = le Y 54
p = 8y [ColVs3)] (544)
qNs“ ;; E}Nss(wi)] ! (54b)

Css . [Css(v"i)] i (54c)

and the square matrix

P

[p ("'i"'sj)] . (55)

Then equation (52) can be simply written as

C=|acN -C |P A 56
p s sc (Nss) ol
where the dependence of P on Nss has been shown. For P nonsingular,
one can write
= b + :
qNss P(Nss) Cp Csc e

If one defines the initial value Nsos‘: <N S> as the average measured
S

value, then one can iteratively solve for NSS, .04

qNSiS+1 =P—-(N5is)_ Cp i Csc f (58)




3 QUASI-STATIC CAPACITANCE VOLTAGE METHOD FOR MEASUREMENT OF DENSITY
OF INTERFACE STATES

4.1 Criteria for Reversibility

Three common experimental techniques are used to detsrmine the
density of interface states at a heterojuncticn such as that found in
an MOS capacitor. These are the Gray-Brown,“’ Nicollian-Goetzhercer,®

ind 0scv<® techniques.

In the Gray-Brown technique,zf the wvariation in the charge
density bound in the interface states is measured after the bulk Fermi
level 1is displaced by a temperature change in the device. The
Gray-Brown technique has been shown to be invalid at large
interface-state densities, ey 10!3 em? (ev)” L 23 These
temperature-dependent techniques and variations thereof give rise to a
peak in the density of interface states near each of the Si conduction
and valence band edges. These peaks are highly suspect, since they

have not been seen by any other experimental technique.

In the Nicollian-Goetzberger ¢ conductance technique, the
measurements are limited in the accumulation end of the range, because
the capture cross section is difficult to measure, and the interface
density of the states is rapidly varying over several kT. Hence, the
density of interfaee states is obtained in a limited region bound by
the value of the surface potential corresponding to mid gap and flat
band .

8. H. Nicollian and A. Goetzberger, Bell Syst. Tech. J., 45
(1967), 1055.
27p. v. Gray and D. M. Brown, Appl. Phys. Lett., 8 (1966), 31;
D. M. Brown and P. V. Gray, J. Electrochem. Soc., 115 (1968), 760.
285, Dedherck, R. Van Overstraeten, and G. Brown, Solid-State
Electron., 16 (1973), 1451.

24, A. Mar and J. Simon, Solid-State Electron., 17 (1974), 131.
30M. Kuhn, Solid-State Electron., 13 (1970), 873.




In the QSCV technique,3t the interface potential 1s varied so
that the system is always at equilibrium. Small errors in the
integration constant have a great influence on the density of states
value in accumulation and strong inversion. Nevertheless, it 1is
superior to 1low frequency capacitance-voltage techniques when the
minority carrier lifetimes are large, since in these instances, the

310

generation recombination times are very small.

The advantage in the use of the QSCV technigue‘® is that the
system at all times is at thermodynamic equiiibrium. Hence, the
capacitance of the MOS system is just the oxide capacitance in series
with a parallel combination of the average space-charge and
interface-state capacitances for each value of the interface potentiél
(gate potential) as given by equation (43). In other words, parameters
dependent on the charge-carrier lifetimes and appearing as resistive
components are zero for a static measurement. The QSCV technique
involves sweeping the interface potential, WS, at a certain rate. The
criteria for thermodynamic reversibility, closely following the work of

Kuhn,3ﬂ is that
4 £) < kT ’ (59)
rj(d 5/d ) < kT/q

for j corresponding to either electrons or holes. The lifetime Tj is

given by

qafly - “’s)] (60)

Tj = (Vojni)‘lexp [ e

where v is the average drift velocity and Jj is the capture cross
>

section due to the interface states for elthef electrons or holes.

28, Dedherck, R. Van Overstraeten, and G. Brown, Solid-State
Electron., 16 (1973), 1451.
30M. Kuhn, Solid-State Electron., 13 (1970), 873.




Hence, equation (59) states that the interface potential sweep rate
must be such that the carriers making transitions in and out of the
interface states can follow the changing potential at temperature T.
If so, then the system at this sweep rate is always in equilibrium. In
addition, in inversion, the sweep rate must be 1less than the
minority-carrier generation rate. However, in the QSCV technique, the
longest time constant is about 10-? s at room temperature, which is
much smaller than the minority-carrier generation rate 1in inversion.
Hence, the sweep rate need only maintain the inversion layer in
equilibrium with the bulk semiconductor. The criterion is then given,
for the positive bulk, as
N_V % T

~ [[SREDIRVE S o av (61)
= 2de . n. Cox dt /
S1 1

where AF is the difference between the surface quasi- and bulk Fermi
level, VD is the effective diffusion potential, Ty is the bulk

minority-carrier lifetime, and V is the gate voltage.

4.2 Determination of Various Parameters in Density of States Formu-
lation

To calculate the density of states, various needed quantities
can be systematically obtained. For instance, from values of the
measured capacitance at infinite frequencies, Cm(M), the maximum
depletion width can be found,

C_~=C (=)

o) 4 M &
g ¢ (62)
CoxCM(m) si

Then, for instance, for positive-bulk semiconductors, éhe doping

density, NA' can be determined via
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B R S S R

-1 q°w
N ) =
h i (Nn)) 4e_ kT (63)

Given this, one can easily determine the bulk potential, wB, s
Yo = =—"n N . (64)

Then one can determine the one-to-one functional dependence between the
actual external potential, V, and the interface potential wvia

Berglund's formula,

v CM(C)
PRV =S = _/- = - dac , (65)

where the flat-band voltage, VFB' can be obtained from the formula

1 Cox ]-1
GO )= COx 1 Ve E——)L ; (66)

FB FB o _J

where the Debye length, L, is given by

2¢ .kT\3

L= (—2—] . (67)
2
a‘p,

At the same time, <the mean average charge, which is needed in
equation (42) for the variance, can be obtained from the flat-band
veoltage, i.e.,

& - oc-!
VFB ¢ms QCox ! (Ecy

where ¢ms is the metal-semiconductor work function.




5. CONCLUSION

States associated with the oxide-semiconductor consist of two
types, intrinsic and extrinsic. The intrinsic states are
manifestations of the heterogeneous nature of the interface, i.e., the
loss of both topological and compositional disorder. The extrinsic
states, on the other hand, arise due to fluctuations in the interface
potential and impurities. This equipotential surface cannot be treated

as a flat sheet.

The incorporation of both types of states into a phenomenological

¢ G
treatment based on that of Nicollian and Goetzberger8 and Brewsl' will
enable one to self-consistently calculate the true density of interface

states (without the effects of fluctuations).

8E. H. Nicollian and A. Goetzberger, Bell Syst. Tech. J., 45
(1967), 1055.

167. R. Brews, J. Appl. Phys., 43 (1972), 2306; 3451.
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