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1. SUMMARY

1.1 Objectives

This report covers the first portion of a planned three—year

program of research and development. The entire program is directed toward

the use of adaptive supervisory computer programs to improve the acquisition

and utilization of information by command personnel in large—scale systems

for command , control and communication (C3). The work presented here deals

specifically with the applica tion of adaptive multi-attribute utilit y model s

to dynamically select information for a system user , on the basis of

situational requirements and his observed information preferences. Specific

objectives of the 7-month program included :

(1) Analyze design principles and approaches for the dynamic

control of information flow in C3 systems.

(2) Develop and impl ement a prototype adaptive (individualized )

information selection model .

(3) Demonstrate and eva l uate automatic information selection

capabilities in a simulated C3-type task.

(4) Establish guidel i nes for appl i ation of information selection

model s to higher-level , multi-ma n C3 systems.

These objectives were met by integrating the new system concept with

adaptive model ing technology established by Perceptronics under previous

ARPA-sponsored programs. In particular , the present adaptive multi-attribute

util ity model for informat ion selection has at its core a tra i nabl e utility

estimator prev iousl y developed for computer aiding of dynamic decision

I
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processes. Similarly, the selection model was applied to and evaluated

on a modified version of a simula ted ASW submarine tracking task used in

earlier experimental studies of decision aiding .

This approach allowed us to demonstrate successfully a prototype

adaptive system for automatic information sel ection in a relatively

realistic C3 situation . It is planned that the present model will be

incorporated into a larger system of adaptive supervisory computer programs .

Together , these computer programs will compose an integrated complex of

man-com puter model s, procedures , and aids for real-t ime management of
information flow, in concordance with specific i nformation processing

and decision making requirements . Our analysis and empirical results

indicate that this approac h can produce sizeable reductions in decision

t ime , as well as im provements in the quality of the i nformation-ba sed

decisions.

1 .2 Technical App roach

1 .2.1 Rationale. Technica l adva nces have led to increases in the speed ,

mobility , and destruct ive power of military operations. The amount and

rate of information acquisition has increased accord i ngly. Information

must be processe d more e f f i c ien tly and more ef fectivel y for comman ders
to ma ke tact ical  decis ions res pons ive to the ra pid ly chan gi ng success ion
of events. To mee t th i s need , new computer- based systems for command ,
con trol , and communications (C3) are being devel oped and implemented . These

systems are i nten ded pr imar i ly to a id i n the col lec t ion , processing , and

u tilization of different types and amounts of military data . The overall

process i s cycl ic -- as i nforma ti on i s being use d , other i nform a ti on is
being processed , and new information is being sought and collected . The

dynamics of information flow are , therefore, of critical importance and

must be constantly monitored and directed .

1-2
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The consensus concerning current compu ter-based milita ry systems

for C3 operations is tha t they have increased the rate and density of

i nformation flow to such an extent as to overwhelm a comma nder and his

staff. New C3 techni ques are required to control information flow so

as to best match system capability with huma n characteristics in the

man-compu ter interaction . Our rev i ew of previous researc h , presented in

Chapter 2 , suggests that a si gnificant step in this direction would be

to individualize and automa te information selection. This would allow

each system user continuousl y to obtain information that is both relevant

and timely with regard to his individual processing characteristics and

immed iate decision making needs. Considering the large number of interrelated

users in a typical C3 system , the effec t on to ta l system performanc e wou l d
be to substantially increase throughput while also improving decision making

qual ity.

1.2.2 System Concept. The basic concept of the model-based selection

system is illustrated in Figure 1-1 . The message universe inc l udes all

i nformation potentially availabl e to the recipient, or system user . In
the manual mod e, the rec ipi en t cont i nuousl y sel e ct s messa ges i n accor d
with a selection strategy. A strategy represents individua l preference

for information in response to situational needs. In the automatic mode ,

an adaptive information selection mechanism automatically supplies the

user with information on the basis of his in~iv id ual selection strategy.

The factors which characterize an individual ’ s strategy are

incorporated in an adaptive multi-attribute utility model . In this model ,

incom ing information is decomposed into measurabl e attributes. Attribute

level s of a message are determined by vectors which include both situationa l

requirements and source characte risti cs , The subjective weight , or utility ,5

that the user places on each attribute is estiw~ited on -line , by an adaptive

techni que , as the user iia nua ll y seleLts i~~~ ormati on . The utilities , in

combination with the measured attr i bute l e v e l s , permit ca l cil at i on of a

1-3
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I

mult i—attr i bute utility (MAU) value for each incoming message. The selector

mechanism then passes to the recipient those messages with high MAU , that

is , of high value to him. The selector can also use the MAU values to
improve an individual’ s information gathering efficiency. For example ,

most users select more information than is actually necessary to reach a

decis ion. The model-based selector can reduce the transmitted message set

by el iminating those messages wh ich contribute less than some criterion

value of ut ility . In the present study, for example, we exam i ned a pruning
rule which ranked messages in order of dec reasing MAU , and el iminate d those

messages for whic h the MAU was less than 15 ’ rt the total MAU of previously

sel ected messages.

1.2.3 Demonstration and Evaluation. The methodology used to implement

this system concept is described in Chapter 3. For purposes of demonstration

and evaluation , t he a da pt ive i nforma ti on selec ti on mod el was a ppl ied to
a simulate d ASW tracking task. This task requires the operator to track

continuously the movements of a submarine and a whale over a segmented

expanse of ocean. The probable locations of the trac ked objects are

given by a computer-generated intelligence report. The operator uses

this report to select a set uf sensors , or inforn iation sources , for
distribution over the ocean locations of interest. The avai lable information

sources differ in cost , reliability, discrimin ability , etc . On the basis

of the i nforma t ion ga th ered , he reports th pI~~ - e n t  location of the objects.

His Status report triggers a new in te l 1 iq ~ e report for the next cycle ,

and the task continues.

In the automatic mode , t~~ process of sourc e selection is taken

over by the adaptive mo del, and the ~~s~~ tor works entirely with this

dynamically selected inf ur~ Id t ion. Th tack pr ovides a realistic information

env ironment, a large nulliher of ~el~o ti on decision s , and oh,iec t ~ve measures

of decision perforrua m o (~ ra cki ro accuracy an~l infor i ation cost expenditure).

1 ..i
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The model-based selection system, the simu lated task , and the associated
performance measurement programs were supported on an Interdata 70
minicompu ter with 48K words of memory . The operator interacted with the

system through a graphics terminal and keyboard .

1.3 Find ings

System evaluation included a structured study of model performance

an d dynam ic behav ior , and a systematic empirical examination of operator

task performance with varied types of automatic information selection .

The results , presented in Chapter 4, are summar ized below.

1 .3.1 Model Performance. In brief , the use of an adaptive multi-attribute

ut ility model for information selection was successfully demonstrated .

Specific observations of model performa nce included :

(1) Informa tion Attributes. Seven attributes were sufficient

to characterize the ASW information . These were arrived at

th rou gh a rei terat ive process of anal ysi s an d empi r ical test .

(2) Ut ility Convergence and Adaptation. Utilities for attributes

converged rapidly to reflect consistent individual strategies

of informa ti on select ion . Typi ca 1ly, convergenc e took 10-20

adjus tment cycles , spanning a few task trials. Changes in

strategy produced correspond i ng changes in the sel ection

behavior of the model.

(3) Individualized Message Sets. Automatic selection of information

yielded distinc t message distributions for distinc t individual

strategies.

1-6
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(4) Information Filtering . Overall , the adaptive system

was able to select automatically about 5 to 7 highly preferred
messages from a potentially available universe typically

in the order of 78 ,000 messages , a filtering ratio of over

15,000 to 1.

1.3.2 Operator Performance. Empirical evaluations showed that an

operator was able to perform the tracking task successfully with automatic

se lection of information sources by the adaptive model. Comparison of
different automatic se lection modes revea led :

(1) Preferential Strategies. ASW tr iirking performance was
better when information selection included utility criteria

(indivi dualized attr i bute weights) than when utility criteria

were el iminated from the selection procedure (uniform attribute

weights ).

(2) Reduced Informa tion Set. I4SW tracking was further improved

when relatively low-utility information was dynamically

pruned from the individualized information set. The

effectiveness ratio between performance with the reduced

and with the non-reduced set was a bout 1.5 to 1. The

effectiveness between performance with the best pruned

strategy and with the uniform-we i ght strategy was 1.8 to 1.

(3) Ac Q uis i t ion Time. Informa l observation indicated tha t
automatic informat ion selection markedly reduced the time

required for ma nual information acquisition in the simulated

ASW task. Time reduction was in t.he order of 50 to 1 .

1 7
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1 .4 Applications

1.4.1 Domain. The domain of appl i cation for the adaptive selection

model developed here is a dynamic loca l environment, where new information

of the same general type must be processed repeatedly. Such environments

are ubi qu itous in modern computer-based c ommand and control operations . If
the man and the computer can be cons idered as representing a single system ,
then the goa l of the technique is to provide the man with information

which wil l improve the overall decision output of the system.

With in its domain of appl icat ion , the mu lt i—attr ibute utility
approach is highly genera lizable. The present demonstration is indicative ,

since the ASW test bed was not specially tailored for the model , as i s often
the case. In addition to generality , other advantages of the multi-

attribute utility formulation, discussed in Chapter 5 , inc lude parsimony ,
robustness , speed of adaptation , fl exibil ity and versati lity.

1 .4.2 Supervision of C3 Information Flow. The present demonstration

dealt with a single i nformation user. However , we can cons ider the typical

C3 system as a hierarchical , multi-level arrangement of users. People at

one level process information for people at the nex t level , collec t i ng
and integrating data until a decision commensurate with their level can

be rnade. Thus each person in the structure is at times a user of information ,

at ti mes a source of unprocessed or process ed i nforma ti on , an d a t t imes a
source of decisions passed to higher levels of the hierarc hy . A matrix

ana lys i s , presented in Chapter 5, suggests that optimum information flow

in such a structure could be controlled by a supervisory program incorporating

both heuristic control algorithm s wh ich are situation-dependent , an d a set
of behav iora l models , which depend on psycholog ical constructs and on

individua l user characteristics. Among the most significant models will

be those which define:

1-8 
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(1) Mult i—Attr i bute Util ity for Information
(2) Information Routing
(3) Information Pac ing and Loa d

Feasibility of the first model has been demonstrated by t he present study .
The prel iminary analysi s of Chapter 5 indicates that the multi-attribute
technique lends itsel f to important aspects of the other two models as
well. It is planned to explore this approach in our extension of the
current work to a supervisory system of information control , wh ich w i l l
include the pac ing and routing functio ns.
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2. SELECTIVE LITERATURE REVIEW

2.1 Purpose

The purpose of this survey and analysis of relevant literature is
to identify design princ iples for models of information flow in C3 systems.

Many expe riments have investi gated information see king and decis ion making
in relatively well-structured situations . The results of these experiments

provide much useful data on how people in C3 systems seek and use

information . The review below attempts to demonstrate that these data
support the development of on-line computer models , part i cular ly  adap t ive
ones , desi gned to help command personnel in the acquisition of appropriate ,

timely, and individua lly-suited information.

2.2 Organization of Literature

A crude but general ly  app l ica b le schemat i c for information f low
within a C3 system is provided below (adapted from Lin and Garvey , 1972 ).

[ INFORMATION  INFORMATION SEEKING , iNFORMATION

I REQUIREMENTS I ACQUISITION , AND EXCHANGE UTILIZATION

~~~~~~~~~~~~~_

INFORMATION ION

The diagram identifies the major phases of information communication and

indicates an executive structure to govern the flow of information. The

discussion of topics to follow focuses on human performance in specifying

i nforma ti on nee ds , and in acquiring and ut i lizin g information for decision

2-1
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making . Throughout the review , emphasis is placed on the rationale for
develo ping computer-administered procedures to adapti v~~y~ present automatica lly

selected information to-decis ion makers.

I
2.3 Information Requirements

2. 3.1 Specification of Information Requirements. In the context of management
informati on systems, Ackoff (1967) has implied that the amount and type of

information that a manager thinks he needs is often not in line wi th what he

actuall y does need for effective decision mak ing. In genera l , the more

deficient the manager ’ s “mental mode l’ of the decision situation , the more

information he will want. The result may be that the manager becomes

overwhe lmed from an overabundance of irrelevant information . Ackoff further
states that “one cannot spec ify what information is required for decision

making until an explanatory model of the decis ion process and the system

involved has been constructed and tested” .

A similar point of view , concerning military intelligence , has been
experessed by Wil liams (1972):

“Infor,nation collectors ro ust know wha t info rmation the ccnrman der
needs. Too often he does not te l l  them. Too o f t en  ho J : ~’o not
know himself and too o f t en  the in t e lZ ~~zec~ o poop io- IU~~O r o t
qua lified to antici pate for  him. Tho o-oimandcr ’ ‘ S ~7u-L . ISu is tho
vital pul s e that should tri gqer a mean iu • f u  / 0 1 io- t ion
Unfortunatel y)  ... expe rience /oi~~ s tha t many ‘on-ro ~andern 702? ’P
this responsil”-iity almost entire ly to their G2s . ”

Two important implications are evident from these remarks. First , a commander

may be incapable or at least unwilling to accurately specify his information
needs in a particula r situations; for example , it would not be entirely

uncommon for a commander to take the easy way out and tell his collectors to
“get all the informa tion you can get ’ . Second , a commander ’ s reliance on
his co llectors to supply the appropriate amount of relevant information may
not be justifiab le.

2-2 
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The hypothesis that potential users of information systems consider

“everyth ing ” crit ical has received support from interesting empirical research

conducted at ARI . In one study (McKendry , W i lson , Mace , and Baker , 1 973),
staff officers responded to survey questionnaires in which they were presented
with a tactical mission and had to check—o ff items of information (combat

events) which were perceived as most important to the successful completion

of the mission . An important finding was that many subjects were unable to

l imit themselves to 30 crucial events (as instructed ) from among a pool of

60 available events. In a second study , experienced field officers performed

offensive and defensive tactical planning wi thin a computer—controlled

simulated scenario (Strub and McConnaughey , 1 974). The officers were

permi tted to request i nforma tion at w i l l  from a hierarch i cal l y-structured
data base , and the computer kept track of each request noting the category

of information (e.g., G-2 In telligence) and level of detail (e.g., enemy
situation ) requested . In comparing results from the two research methods ,

Strub (1977) found that less information (in terms of amount and level of

deta il) was actually requested and used in laboratory exercises that was

specified in questionnaires as being essential and of “shoul d be requeste d”

merit.

Because of the importance of this last finding by Strub , an attempt

should be made to explain it. One possibility is that the information user ,

or supplier for that matter , does not want r ’ he caught short and therefore

overstates his information needs. The con~~’v~ tfve bias is similar , in

principle , with the typical observation th at subjects , when performing in

d i agnos ti c tasks , purchase more information than recommended by normative

Bayesian procedures (e.g., Levine , ~,ine t , a ol Frah lek , 1975). Another possible

explanation is suggested by the revi ous ly referenced reniarks of Ackoff (1967).

Since the user does not qe ne ra lly construct a model of the decision s tuat ion

4 until he is actual ly eri iaqed in it , he will he i fl( lined t o  overstate his

needs when asked to an t ic i pate them prior t.o on front in q the pr oh1 ei~ situation.

Indeed , in the AR! stud ies , surv ey-quo-I ion t~~iro ~uhjec t~ t, .e. , those who 
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expressed a need for relatively more information) projected needs across a

problem context described in terms of a hypothetical tactical situation ;

whereas laboratory-experiment subjects ( i .e. , those who requested relatively
less information) experienced actual needs whi le performing a realistic ,
although simulated , tactical exercise.

Addit ional support for the hypothesis that decision makers tend to

overstate t heir informat i on needs i s av ai la b l e from Schroe der , Driver and
Streufert (1967). They included a measure of information satisfaction within

their studies of information processing in the Tactical and Negotiations

Game (TNG ). The TNG is a game simulation in which decision-making teams

are given the task of directing the military , economic , intelligence, and
negotiation activities of a small underdeveloped nation plagued by an internal

revolution . In one experiment , the effects of information load (varied in

terms of number of dimensions of information presented in a given time span ,

divers i ty of the i nforma ti on , and number of alternatives that each unit of

information added) on the level of information processing and decision

performance were assessed. At the conclusion of each game period , subjects

were required to express their preferences for receiving a different amount

of information relative to what was actually received in the previous session .

All subjects showed a consistent but un justifiable bias for having

considera b ly more information. Subjects even ask for , or say they would

prefer, more information following periods when their information processing

level is already depressed by superoptin ia l information load. Apparently,

people are not sufficiently sensitive to reverses in load which are

detrimental to information processin g .

2.3.2 Balancing the Information S~ppjy. As a mechanism for summarizing the

problem of information exchange in a field Army C3 system , Baker (1973) has

employed the “economic man ” concep t:

( — 4
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The trick , of course , is to maintain an appropriate , cost-effective balance

of information supply and demand. Focusing upon the information consumer ,

it is clear that if too little information is disseminated to him , he cannot

get the job done; on the other hand , if he gets too much information , he
becomes overloaded and must expend va l uable time screening i tems for relevant

information .

The commander in many C3 systems appears to suffer more often from art

overabundance of irrelevant inforntat ion , much of wh ich he did not ask for,

and therefore two critical functions of the system become the filtration (or

evaluation) and condensation of information . However , as Ackoff (1967)

points out , the literature on information systems seld~m refers to those

functions let alone considers how to carry them out. If techniques can be

developed to select information for individual users so that each gets the

information that is most relevant and useful i - h i s needs , then the

techniques would simultaneously carry the pot - nt i~ l to accomplish information

filtration and condensation . In othe r wor’i~ . the process would aid in

weeding-out the information which is not desired by the user .

2 .3 .3  Indiv idual ized Adap t ive Se lec t ion . As data c ome into a C~ system , it

must be determ ined w hich of the s e p a r t t e  users c hou ld he the recip ivn t . s of

messages containin g sp ec i f ied c lasses of informa l wn. In a m anual system ,

the selection pro oilut ,-~ tri se in response to spo. i f i c all y stated user

requests and by I ho in 1 t i a I i ye of support pei - ot ;u - 1 , w t o  i i  rough t i-a in i ng

-— 
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and experience become awa re of the infor ttt dt ion needs of var ious systen i users .

In order to select information within an automated system , a set of

programable rules is necessary . However , as inferred from the research

reviewed above , it is not sufficient -- because of inher ent human biases --

to rely solely on direct user statements or on supp lier judgments to determine

selection speci f icat ions.

Fortunately, an automated C3 system le nds itself to a more promising

approach for determining routing procedures. Ndm ely , an on-line computer

model could be used to observe and track each individual ’ s information

processing behavior and thereby dynamically learn and assess h i s personal

utilities for specific type s of information . The overriding rationale here

is that since the decision maker can attend to only a few information

dimensions among many (Haves , 1964), especi a lly when under pressure (Wri ght ,

1974), adaptive modeling can selecti ve ly choose and present those few

dimensions that are most useful to h int .

The notion of an adaptive system for providin g in formation in a C3

system is further supported by wri ti nqs of Thoittps on (1964 , 1967). He dwells

at length on the important role of situationa l context and comriiand context

in determining informat ion relevance , as well a~ on their interact ion and

impact on con~iand decis ion making. Acc ordi nq to his conceptualization ,
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variables as intensity of war (Coates and McCourt , 1976) and the user ’s

staff element (e.g., G2 , G3) and echelon of command (e.g., Army , Cor ps ,
D i v i s i on) (McKen dry , et a!., 1973). It can be expected , therefore , that

certain charac teristics of the military situation and aspects of user

identification could serve as useful input to any information selection 
-

model .

2.4 Information Acquisit ion

2.4.1 Process Descr iption. In their recent, comprehensive review of the

information processing and decision making literature , N i ckerso n and Feehrer
(1975) identify “information gathering ’ as one of the principal tasks to be

performed in a decision-oriented system . They describe the process as

follows :
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‘ 
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2.4.2 Experimental Studies. Much research has been done on information

acquisition in decision tasks , but most studies have concentrated on

information pu rchasin~ to h i v i or . The latter have , for the most part , failed

to capture the cot’ j l~ x i t v  of the problem that often fa os the information
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seeker in the real wo r l d .  In the typ ica l  i? f , r o - lt ion pur~ r idsing experimen t ,

information front a sing le source is presented to tue subject , wi th  his task

essentially to decide whether it ’ s worth what it will cost to acquire it.

However , in many practical situations , the decision maker or commander must

seek and locate the information he needs or w ants , and he must often select

front among a l te rna t i ve l y  ava i l ab l e  inf unI ,tiu~? o urces of d i f ferent ia l

qual i ty in s of information d i a g n o s t i r i t -  and  cos t .  A few relevant
stud ies 

•i 
ormation se lec t ion  behavi o r  ha~-~ - 00,1  conducted and their

f indings are rev iewed below.

Kanarick , Huntington and Peterson ( l / (6~ ) s tud ied perfor ti tance in a

simulated scenario in whicr i the subject hdd to -o~ch a binary decision about

whether an enemy submarine was either present or absent in a given vicinity.

On each trial the subject could purch ase data , front one of three different

information sources. The sources varied in both reliabilit y and cost: the

higher the reliability (diagnosti city) of the source , the greater the cost

for consulting it. The penalties for incorrect decisions were also manipulated

experimentall y. Subjects ’ behavior w~s sensitive to the variations of the

independent variables; however , performance was deficient when compared with

an optima l Bayesian model . For example , they consulted the most reliable

(and most costly) sources less frequently and the less reliable (less costly)

sources more frequent ly t han they should have. A l so  they generally purchased
less information than required by the opti md l it iodel . Th is  las t  resul t  mi ght
be account ed for by the conmton f indinq of recent research that sub jec ts
tend to over-est imate the diagnostic i t itpact of less  than per fec t ly  rel iable

data (e .g .  , John s on , C a v a n a u g h . S puon~ r . and Sdtue t , 1 ‘173)

Al thou g h Kanar ic k , et a l .  , a l lowed s u b j e c t s  to choos e amonq m ul t ip le

informat ion source s • the S ui e-~ ~~-,o ( ‘ r e se t / t e d  in pa ral  id However , in

rea l l i f e  s i t u a t  ions , i n t o - i o t  i O n t i ~~ ’ va r ious sou~o i - S  i s  f t e ~~
j i ri t ly  sought ,

generat r u , and /1 - Is  d ilib l i - ’  in a -o- iul r ! t i a l , rathe r t h i n  In a .11- i l lel

mode . In a dynamic S i t u a t i o n , t u r the t— m o t , the it o e r t d i n t y  of the environ ment

P
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may force the information seeker to perform under fluctuations and restrictions

in the amount of available information and/or the level of resources needed

to acquire the information. For example , the military commander can take

advanta ge of a l l  the pa trol un i t s tha t he can spare bu t s ti l l  re qu ir e more
information about the enemy .

To study information seeking behavior under these kinds of conditions ,

an experiment was conducted by Levine , Samet , Find Brahiek (1975). These

investigators required subjects to determine which of four populations was

being samp l ed in a multinomial Bayesian task. Each sequentially drawn datum

was described on one of three dimensions which represented different levels

of information source diagnosticity (hig h , medium , an d low). 0~ each trial ,

the subject purchased knowledge of the identity of the information source

wh ich was available on that trial , and he had the option to either purchase

the associated datum at a fixed additiona l cost or pass it up at no additional

cost. Using this paradi gm , the amount of infort itation potentially available

and the percentage of it which could be purchased by the resources provided

were var ied factorially, and the effects on information selection and

purchasing behavior were assessed. The principal relevant findings were

that: (a) relative to the low diagnostic source , subjects purchased

information about 5 times as often from the mediu m ar - d hi gh diagnostic sources;

(b) when more information was potentially availab le , subjects were more

efficient -- relative to an optima l Bayesi :r :4 ,7. 1 -- in selecting from among

information sources; (c) significantly more iti for m ati on was sought as both

amount of available information and purc ha snn t g resources increased; and (d)

across all experimental conditions , subjects generally purchased more

information than was recot rttnende ci by the normative model , W i t h  regard to the

last finding, the subject was actually paying for iiif rr:m tion which had a

negative value , i.e., infor ti jation whose acquis it ion led to a decrease in

expected payoff.
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In another study in v cl ’.’ing the selF! t or i of information , Rapoport ,

L i ss i t z , and McAl l is ter  (1972) invest i gated the search behav ior of sub ,jects

required to find a single object hidder in one of four distinguis hab le

locations. For each location , they were given : (a) the 1 - •“ ‘
~~ probabil i ty

that the object would be detected there ; (h) the probabi l i ty that the object
would not be found by a search (i .e . ,  a i- an- - t o m sampling ) ; artd (c)  the per-
trial cost of searc h . In agreement wi th  the previous stud ies , the results
indicated that subjects do not consult i r i~ un - uio t ic r i sources in an optima l
fashion. Of part icular interest was a f indirt q s~~qe st i r iq ind iv idu a l
differences in search strate gies; that is , su; ’— u t  the subjects deviated

from the optima l policy in the direction of maximizing dete tion probab ilit y ,

whereas others deviated in the dir e ct i on of m in imizin g S~u r h  costs .

The results of experiments on information purchasin g Li savior also

relate to man ’s capability as an i r i t orc;?J t ion selec or. ihe typical

experimental paradigm allows the - ,ut i €-o t on c a c t i  t r ij i  u rn- )p ti l ’n if either
purchasing more data relevant to the decision th ut hi- i s required to intake ,

or to stop data collection and make a decision. S t s ; i u  ~~~a (Ol lect ion is

also a decision and defines the selectio n of a ~rn’dei isni ’ niu l iri forn tation

set . The var ious studies have shown that sut ie’ ts a n -  hi ‘ihly - 4~-ns i ti vi to

informational and s i tuat iona l  parameters.  e . g  - envi ‘ - ( ‘ l i - O n I t a  I v a ri ano P

(Schroeder and Benhasat , 1975) , / ,‘ os ‘ prot i t i l i t i e -  tor decision

a l te rnat ives  (Green , Halpert , and Minas . 1 ‘ — j ,  d t  ~ d i i / n i o s t l i  i t- ,  ( hnla -pt- r
and Peterson , 197 1 ) , source r e l i ab i l i t y  (1 n~~ m e  and  S i - m t , 19 7 3)  . and cos ts

and payoffs (P i t z  and Reinhold , lhch? -. O ’ C o n m , m r , Pe t e r s o n , arid P~ li - n  , 197?) ,
but the i r perfo rman e departs s y’ - t e m u  t I c  a 1 lv f t - c ;ii opt i m a  1 s rt  i n- t ita n , n’ I n

genera l , it appears that too l i f t  In ’ i f l t o rYm, l  1 (1 is p i n  hased ~~? - i  t i lii ( h is

required by a Bayes i a n Model and t o  much in fu n  in,i t ion is  
~~

I i n /  ha- - e u w h om 1 i’t  ii -

is requ ired . For example , s uit  cc f h , i ! i  h~~-n cund i i  no qu n ’  t roi ‘wo t o
n oun (IOta observati ons t ~ t v t ’ .e t heir 0 1 / t O n i !  s us mu P as l i v ’  - ‘ t h e / i n ,

woull prescr ibe fur o n i  observa t  l i i i  ( P n ’ t n n ~~, in i , Schn pnde r , , 1 r : l  ~ i l i i i- , 1~~i’ - ;

P h i l l i p s  and Eclwd rds . I ffis ) 
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2.4.3 Rationale for Aiding Information Select ion.  It is evident that when

information quantity is held constant , an im provement in information quality

leads to an improvement in decision performance (e.g., Lev i ne and Samet ,
1973; Snapper and Peterson , 1971). With regard to military i nformat i on
process i n g systems , the issue has been stated as follows :

“1”he key to conrp e? ten t  J eo :~si~- s ?-u 2 h i s j  tho a v z  , i~ bi it :. of o:~i’!’cn I

SOd CZ55.S’LZ tO ~ f lJ J) ’? ?a I- ~3 P / .  ~[t SS m t  I ~? 
- t ‘

. 
0

L8 ZJ’i/ ) l ’ t S P / t.  u 7 I h ~-’r , i t  / 3  ht ’ ; 3:? / 1
’ 
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pertinent inJ ’oI ’cls t- / os , z sooc ’t ,; / n ~ m/ ./ / 1- 0 O S  p.  1 f3 u’S f rLO,  - , zn. / . / / s ’  : Z ~~ Lf l~

~t ~ fl a vo.idi ]:, coo;. ‘: Od J oPr ’c;? 5,?fr/ cs i u “70’L /i t ;  I ~-s to4 - s’~ -
making /5’0~~5SL? . “ (Albright , 1975)

Since one way to achieve an increase in intormation quality is to be more

selective in collecting information , we can ask how well man does as an

“information selector ” or discriminator among alternative information

sources. The basic conclusion reached by each of th? experiments reviewed

above is that although subjects are sensitive to the differences in information

source qual ity , they perform poorly in selecting among information sources .

If man is sensitive to key informational and situational parameters ,

why does he consistently show systematic , sterotyp ical biases when choosing

among available information for decision nia~ u - . A pparently, because of his

limited memory , attention , reasoning, and cunin putational capabilities , he is

unable to integrate/aggregate/combine various din mmn - n i s i o ns of information --

each with its associated graded level -- to arrive at a composit ’i ve ,

subjective value for the informati on which is con sisten t and valid. Thus ,

for example , he is unable to approp riately trade off the re l iab il i t~ of

information and its co:~t ~‘ca nan i c k , et al. , l 9 t 9 ) .  l fii ’ ci fore , it appears
that a valuable type of aid for a dec is i on nna ke n wonil d he ono’ wU i ch helps

him to assess and t.o s o i l ,  c in nsi~ teniy—h-i-~--ewri- -i:H—H-ty---+ür—-t4ii - i,i-f~-rmua tion

provided by a l t er -nm czti -- - .oun es .
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The idea of utility-based aiding of information selection is strongly

supported by a study of McKendry , Enderw ick , and Harrison (1971). These

investigators were interested in the effects on decision-making performance

of using information which had been prev iously judged of low , medium , and

high utility to the task by the decision makers themselves. The decision

making task involved the tracking of a submari ne by an airborne ASW airc rew

under the direction of a tact ical  coordi nation of f icer (TACO) who had at his
comand all the sensor resources of the real aircraft.

Subjective information value (uti lit ,- ) ratings for various sensor

returns were obtained off-line , by d it - eu t ‘- l i c itation techniques , from a

total of 39 experienced TACOs. Message Cuiuti ~n~ areas were judged separately ,

and the total subjective info rnn m atio n val or o~ a message was determined by a

linear combination of the form:

n
b = ~~ IK .a.

j=l ‘~

where :

b = worth of information in a messa ge
n = number of content areas in a messa ge

number of items iii j th content area
= average ut i l i ty of itersu , in j t e  u r e c i t  area

(This formulation is ver y sinii Ian  to th i -  i i i -  n let ’l v e t  um t e p e n u u i t n i  I t y

Perceptronics investigators for the m u l t i — a t t r i b u t e  u t i l i t y  of informat ion
items ; see Sec t ion 3 . 1 .5 . )  The ~ a 1 in t o r m ;; , u l i on i  value ~~~ N m i - - mO’s (

~
)

was obtained by summation of i nd iv idu a l  message ‘h ’  va lues.

In the experi ment , ,n i rcr , y, - began a rSui . k iou e x n - n  c i sc  w i th  a pu. ~. , ni L r ’

of inform ation its ’ u ; m ; tota l ng low , ~i -d iu n i . on h igh i n f i n ’ u ; n t  to rn  ~ ilun’ . ~ho

N)
I ’ -  
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performance measure was the reduction in uncertainty of target location ;

uncertainty was taken as proportional to the ratio of remaining search area

to original search area. Figure 2-1 shows the reduction i n uncerta i nty wit h
t ime when w o r k i n g  w i t h  low , medium and high va lue information . The results
indicated that performance was significantly better for the higher information-

va lLe conditions. That is , crews operating wi th the high-util ity information
were ab le to reach equiva len t  uncer ta i n ty l evel s much more ra pid ly t han crews
operating with medium or low utility data . In fact , t he ti me im p rovemen t

rat io  for useful  reduc ti ons of uncer ta in ty lay in the range 2.0 to 3.5.

Thus the findings of this highly rel evant study imply that: (1) using

informa tion of hi gher subjective value results in signific antly better

decision—making performance; and (2) a linear itiodel for mult i -attribinte

utility appears to hold up well over various combinations of tasks and

i nforma t ion it ems , that is , “is -
~/:’ u’/Ju ; u t/Li; . 2  - ‘in lu dunr?u / I u .s

aggregate util it- i ,i — —  it 7uoci t 0/ to rib ’ ’ ~~ 0 0.1
’ 1 u t /u / 5 ~~;.- ? ~~~~ As the

authors sta te , the findings are of considerable importance to builders of

decision-making models.

2.5 Information Utilization

2.5.1 Information Quantity _ve rsus~~~~~~~p~~~ _f~r~p~~~~. Does niore information

lead to better decision m aking? The pyschological literature provides

severa l instances where the answer is “no ” . For example , Schroeder and

Benbasat (1975) found that increases in the level of information detail or

in the historical time period covered by t ru e intor mu ation did not affect

decision quality . This result is pa rticularly significant since the subjects

themselves determined how much informa t ion they would receive.

Inn an innporta nt n’ x i n r inm n e nt , lhlyec ( 1964 ) studied choice deci Si  OIlS

i nvol vi nnj wh I h of sev i’ n .1  a i rp lane s should be di spat ~ hed to invest i gut e a
reported suhtmkm r i ’ m ’ S ig h  i no in a s 1 ,1 0]  at od t an t i c a l  s i t  ua I on - The

a l te rna t i ve  p1~ r~ ~ d i t  i - r i d  w i t h  r’ n ’ spt u  t to t h , - i r  c h i r - - m c t - r ’’ s t i c s , such as

— 1 :~
I
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pilot quality , speed , radar qualit y, take-off delay , etc. Each charac teristic

coul d take on one of severa l “values ” which could be ranked from best to

worst. The independent var iables involved the number of planes from wh ich a
choice had to be made (4 or 8) and the number of discriminating characteristics

(2, 4, 6, or 8) on which to formula te a choice. Hayes conducted four

experiments in a l l , and was a b le to exam i ne the effects of time stress an d
training.

Hayes ’ principal findings can be sumarized as follows : (1) decision

qual ity was superior when i~ choice was req u i red amon g 4 al terna ti ves ra ther
than among 8; (2) as the - ..ii er of characteristics (i.e., i nforma ti on
attributes ) increased , de . is ion time increased marked ly but decision quality
did not improve ; that is , dec i s i ons base d on only two c harac teris ti cs were
just as good as those based on 4, 6, or 8 characteristics; (3) when limited

time (10 seconds) was available for a decision , increasing the number of

information dimensions could actually degrade decision quality ; (4) attempts

a t train i n g the dec i sion makers did not enab le them to learn to ma ke better
decisions w it h i ncreas i ng num bers of i nfo rma tio n di mens i ons . The important

conclusion to be drawn from this research is that it is easy to provide a

comander with more information than he can assimilate or use -— especiall y

when he is operating under time pressure .

It is interesting to note that Hayes ’ result concerning time stress is

consistent wi th a theory recently offered by Hogarth (1975). Applying to

situations where a choice must be made among a g iven set of alternatives ,

the theory defines task complexity and cognitive strain as increasin g

functions of both the nuntber of characte ristics per alternative and di fficulty

of choice between alternatives - Because of human limit at i ons on in fo rm nn ation

processing, optima l decision tinnt e is proposed to he a concave (i.e., inverted-

U) function of task comp lex i ty. The sanne idea was a lv u n u  r d  e ar ’l ier by
Schroeder , Driver , and Sti - -u fert ( 1967) , who support  t h e  t P r ~ ~-: i t

I
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empirical data wh ich repeatedly demonstrate an inverted U relationship

between environn menta l complexity (information load) and level of information

processin g. Thus , it is possible that when Hayes ’ subjects were given too

many characteristics to process within ten seconds , they became cognitive ly

“over loaded ” and could not perform well .

Hu ber , O ’Connell, and Cummin gs (1975) studied the effects of information

specificity , in format ion  load , and group structure on perceived environmental

uncertainty in an exercise using the Tactical and Negotiations Game . Examples

of ‘low specificity ” and “high specificity ” messages are contrasted below .

fIi~ h Spec i f i c i ty  Messaje ic ’~’~~~~~~~~ / 0i  ~~

Ys)o ozr’r-/e r based F —2 ‘a on a routine Corn er !— -x e 1 2 ,:i’~’Lofl~~ po t! ’ l Z iri ~,’
/ ) cZtPO 1 J~r’iri NG—2A si g hted and o t t~ c~kc- J in t - . ~~: :ho.”ul 2 a i- -1/1 t u~1 (2111

an enoeu:j  truck conoos~ in coo f o r  G—3. at t - iok -~d o~; ~-n~rry t mu s< -v n
Five trucks Were cum/ : lu te  7 y des t i ’ s ,  1, Dam z :~ lot,  l!’?~~1,’. 1.
two partially ~Lzirez~ u1.

The “l ow specificity ” message can be considered a reduced information set

derived from the “high specificity ” message. Group decision performance

was measure d i n terms of the uncer ta inty in a vector of subjective

probabilities assi gne d to al ternat i ve “enemy” strategies represented in the

game simulation . No signif icant main effec t was obtained for information

specificity , suggesting that a decrease in message detail need not affect

decision uncertainty .

Additional evidence that reduction of infor nnm ation detail does not

necessarily reduce performance levels comes front a recent study by Granda

(1976) which investi gated whether reduction of nap detail reduces the

efficiency of huntan infor nnat ion gathering and tuu ’tical decision making in

a sim tm u l a t ed tactical operations system (SIMTOS). line subject ’- were 20 mid—

level Army officers t hm t  performed both p lannin g and combat tasks durin g a

SIMTOS offensive - m ario. One group perforinned the task w i t h  standard A rmy

2-1~
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maps whi le the other group were only allowed access to niaps of considerably

reduced detail. Some of the performance measures evaluated were combat

effectiveness scores , area ca ptured , amount of i nformat ion  requested , and
information processing time . No significant performance differences were

found between users of the reduced deta i l ma ps and the stan dard ma ps desp i te
the fact that some reduced-ma p users judged them to be inadequate.

2.5.2 Util ization Aiding Through User Modelin g . A number of resea rch group s
have provided empirical support for the advantaqes of user modeling in aiding

information uti l ization. In a series of experinnents , Pask and Scott (1971 ,

1972) demonstrated that when information presentation techniques are matched

wi th the information processing characteris tics of the user (either a

“ser i al i st” or a holist ’), cognitive performance is enhanced by a ratio of

2.0 as opposed to when there is a mismatch. Lev’i t , Hea ton , and Alden (1975)

have succeeded in categorizing the decision styles of individuals according

to three bipo lar dimensions: act ive / passive , logical/ intui t ive , and abstract !

concrete . In a laboratory experiment using a simulated , automated tactical

env i ronmen t, these researchers provided decision aids to each subject in

accordance with his decision style. Although the results were not

statistically conclusive -- appa rently because of insensitivities in the

system performance measures -- the soundness of individualized decision

support in computer-based C3 systems was indicated .

Investigators at Perceptrorics have developed and demonstrated the

technology of adaptive utility assessment for- modeling operators (users) in

an on-line fashion. Decision support systems based on this technology have

proved successful as an aid to infor mmia tion acquisition and related decision

making in simulated tactical scenarios (Weisbrod , Davis and Freedy , 1977;

Freedy et al., 1976) and in simulat ed electronic trouble shootin g t u sks
(Freedy and Crooks . 1975).  Since this w ork provides a dir ec t background for

the present proj ect , its contr ibut ions and resu l t s  ire reviewed in more

detail below .

•
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2.5.3 ADDAM Decision Support System. Perceptronics ’ in itial system for

decision support , termed ADDAM , was develo ped under ARPA and ONR funding.

Adaptive or goal-directed techni ques were employed extensively in ADDAM for

the acquisition of operator decision strategies. This dynamic modeling is

close ly related to the “on-line model matching ” metho d s p ract i ced in
adaptive manual control (Gil stad and Fu , 1970) and to the adaptive linear

mode ls used to augment or replace the expert decision maker (Bowman , 1963;
Kunreu ther , 1969; Dawes and Corrigan, 1 974). These techniques use pattern

recogn i t ion or learn i n g al gorith ms to es ti ma te behav i oral parame ters . The
ensu i n g models are then use d to tra i n , replace , or evaluate the operator.

Perce ptron ics ’ development extends this field of work by placing the operator

in a real—time interaction with his model , so that the system both

descriptively models and proscriptively aids the operator.

The ADDAM decision support system is composed of a combination of

three comp l ementary elements -- a set of Bayesian probability aggregation

programs , a dynam ic model for track i ng opera tor values for ou tcomes , and a
strategy recommendation algorithm. The la tter two elements are of par ti cular
interest here .

Utility Estimation. In ADDAM , utility estimation is realized through

the use of a trainable multi-category pattern classifier , illustrated in

Figure 2-2. As the operator performs the decision task , this on-line

estimator observes the operator ’ s choices u;uion 1 the various decision options.

The estimator , using event probabilities as i n npu t~~, attempts to classify
these probability patterns by adjustin g utility w e i g h t ’  according to an

adaptive error correcting al go rithnn . In this manner , the u t i l i t y  estimator

tracks the operator ’ s decision m aki ng and learn s h is  util i ties. Such an

approach has a number of adv an tu~~’s compared to i t t - l i n e  utility estimation.

Dynamic est imat ion observes and nnode ls uc t o i l  behavior r . u t h’ r  than responses

to hypothetical dec is i - o c .  It doe- ; not i nt e r r up t  or i n t r u de  on the process

of decision raki n g. A nd it  ro— ,~ curu d s to  1on ~~~1ng l iar ;~~~
- in task charac ter is t i cs

:1 — 1
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and operator needs. The characterist icc of the dynamic ut i lity estimator

have been evaluated in a variety of decision contexts . In all applications ,

the estimates of multiple dynamic utilities typically converged rapidly to

stable and dist inct  values.

Strategy Reco ’nnnenul ation. This ele;~e r t of the ADDAM system follows

nat u rall y from the probability and utility estimators. With these parameters

defined ,it is a simple m atter to recommend individually optima l decisions.

The choice with the greatest expected u ti l it y ’ is determined and displaye L to

the operator. The recomnmendations g iven are thus based on the operator ’s

own apparent values , and are organized into a norn native framework. A certain

generality is present in t~e normative processinq, since the recommendations

are not restricted to the identical circumstances used for training, but can

be applied to other c i rcumstances of the same structure .

Over the past three years . severa l i xperinnental studies have been

conducted to evaluate the decision support system in realistic hut controlle d

circu mnistances. In one , a fishing fleet simulation task was used as the

experi m ental vehicle (W e is b rod  t’t a l  . , 1 9/7). The ta~4 i n v o l v e d  the hiacement

of diverse sensors to track and report the loca tion of several components of

a fishing fleet as they moved over an ocean t’x~ , nse . The experiments focused

on basic system validation and on how a i ding (‘~ensor recomm endat ion) affected

the “ in ternal”  qua l i ty of dec is ion  makin g .  cc exp er ’~nnenit al ev idence studies

ind icated that  (1)  the adapt i ve  model a u;ra ’ el v p red ic ted the operator ’ s
dec isions , (2) aidin q sig ni ficantly io~ rr v - d  - I f - c is i o n  c o n s i s t e n c y ,  (3) aiding

s i g n m t i c a n t l v  i m p r o v - t  dec is ion q u al r t ~- . (4) cn id inq roW , i’ d inte rsubj ect
var iab iii -

/ , and (5) a id ing incr u- —-ed dcc i c i  fl t ri~ Iu L O i l i L ’ u J t

A “ ~nt  stud y s h ’— ,-,n - -~ t hat t’ ’, tf’r’ ~ u l ‘ l ’ : . ’ l ’- , , ( i n ’ ~~ - - f decision outcome ,

s uu h as ~~~~( i r n ; - i , e r ro r s . e t c . . ,  urn- also i mp ’s4v~ t. i l i p !  lye u i dm ng (Freedy

et a l . , 1976). The r - pn ” r i m e n t n l  t a - - k was a i t  ~ ~~~~~~ ~~‘ - n  of t h e  t shing

fl er ’t s imulation. )pe r I t o rs t radn i the mf lOve iu ie ’ - t -~ if .i o r H i r i t u e  m d  an
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interfering object , using the same types of sensors (sonobuoys , helicopters ,

MAD ’ s, etc.) ava ilable in Naval ASW exercises. The sensors varied in

realiability , specificity , and cost. Unaided operators worked alone , using

computer-generated intelli gence reports. Aided operators received additional

computer assistance in the form of (1) Bayesian sensor output evaluation ,

and (2) Ut-~lit y-based sensor placement recomiunendations.

Results showed that the aided group performed significantly better

than the control group, improving their mean score by almost a factor of

two (88%). Improvement was partially attributed to a small but significant

increase in the number of decision trials completed during the session.

But most of it appeared due to the better overall quality of the aided

decisions. That is , the aided operators incurred slightly higher costs ,

but received a much greater return in points , and a substantially lowe r

number of penalties. Decision consistency , as miteasured by mean deviation

from maximum expected utility , was s i gnificantly enhanced for the aided

group, as in previous studies. Also , in replication of previous studies ,

the improved performance of the aided group was accompanied by decreased

intragroup variability .

In most man-tiiachine systems , objective performance criteria for the

immedi ate task are not wel l  de fi ned , or are only indirectly related to long

term system goals. This indeterminacy is particu larly evident in systems

operating in dynamic environments , where the results of earlier decisions

affect later decisions. Such systems thus rely heavily on the operator ’s

subjective evaluation of the situation at hand , and the decisions should be

based on measurable subjective preferences (uti lities) of the operator.

Findings to date indicate that when these utilities are incorporated into

an aiding system , significant improvements in performance ca r or in - -
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3. MULT I ATTR IB UTE MODEL FOR INFORMATION SELECTION

3.1 Overview

3.1.1 ~~~~~ Steeb (1975) suggested the use of an adaptive multiattribute
model as a means for au tomatically selecti ng and distr i buting information in

a generalized system for command and control. The present model (or model -

ba sed sel ection system ) is based on that suggestion. Essentially, the model
conceptualizes information as a multi-dimensional entity which can be

dec omposed into a set of measurable attr ibutes. The model computes an
aggregate multiattribute utility (MAli ) as a weighted sum of each information

attribute leve l (A .1 ) multiplied by the impor tance or ut i l i ty of the
attribute (U i). The calculated MAU of an informa t ion item is used as the
selection criterion.

3.1.2 System Organization. Figure 3-1 shows the major components of

the selection system in block diagram form . Incom i ng information of

potential uti lity to the recipient is parameterized in term s of both

immediate situationa l factors (situation mask vector ) and the intrinsic

charac teristics of its source (source characteristic vector). Together

these two vectors contribute to the computation of the attr ibute level s
associated with each item of information. The “information utility calculator ”

uses as i nputs  ( 1 ) the at tri bute leve ls  of t he  incoming informat ion, and

(2) a vec tor of “attribute weights ” which ha~e been dynamically estimated

for a given operator by an adaptive model . Based on these inputs, the

overall multi -att ribute utility of each information iter is calculated .

Information is then rank ordered ml ong a scale of information utility , and

a selection niechanism is applied to dete rmine wha t specif ic information is
presented to th2 operator.

3.1.3 Ap p licat ion est Dec . The mode~-hased selection system was

implemented and tested for a sir l~ t o~ ASW int el l i g en  ‘ -ga~ t’r~ ring and

-
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track ing task. This task , whic h is described further in Section 3.2,

requires an operator to select among a wide variety of potenti al i nformat i on
sources (indi -~idu al sensor deployments ) in order to follow the movements
of a hostile submarine and interfering non-hostile whale. The task

itself was based on an existing computer simul ation , used previously by

Perceptronics in several studies of adaptive decision aiding . In order to

adapt it to the present case , the ex isting s’rrr ulation was modified

consi dera bl y a t the conce ptual level , and con - -c ’~rn it ant chan ges were
introduced into the task procedure. Only the features of the simulation

that are germaine to the present program are described in Section 3.2. For

a more complete description of the original simulation , the reader is

referred to Freedy, Dav is , Steeb , Santet , and Gardiner (1976) .

3.1.4 Model Function. The major function of the m odel is to relieve the

operator of the need to choose among available information sources . That

is , to automate his information selection task . The mod e’ accomplishes this

by integrating two different types of knowledge. First , the model ta kes

into account some basic features of the environment or state of the world;

these features essentiall y define the operator s current infor at ion needs.

In the ASW simulation , this information is expressed by an intelligenc e

report , arnd takes the form of probability data a bout the location and

status of the objects be i ng tracked . The secon~ ~v pe of knowled g e involves

a representation of the operator ’s own util i~ i~ s for particular attribu ’ -:-

of information , thu t is ,  his individual a~ t n t - n e weight ~- c  tor . Included
is the recognition that his preferences may depend upon the st nts i f i c

information requirements of the s i tua t ion .  W i th  respec t to the ~ 4 task ,

~he requiremen ts brea k down to wheth er the operator is se -s h ini  for a

su~ narine , a whale , or nih, i n  a particu lar locatio nn . Obv iousl y, both

t y~ne - . of k rr n w ’ledqe are qu i te  genera l icab le,  a n d  c a n  nt s im i l a r l y  appl i e l
to s i t u a t  ions outside the present ASW c o n t e x t .
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3.1.5 MAli Calculation. Calculation of the multi-attribute utility for

information is centra l to the workings of the model . The MAU calculation

is shown in Figure 3-2 as a two-step process. In Step 1 , the cross-product

of the situation mask vector and the source characteristic vector results

in the attribute level vector. This calculation is described in Section 3.3.

Definitions of the vectors themselves are pro v ~ ‘d below.

Situation Mask Vec to r .  The purpo~e of th is  vector is to define ,

for a specific situation , the genera l informat ion need s of the information

recipient. The parameters reflec t both the local environment and the

task objective. For exam p le , in the ASW tracking simulation , the content

of the situation mask vector answers such qun - s i ons as: Is the objec t

of search a subm arine, a whale , or both? If a submarine is being sought,
is it necessary to d iscr iminate  between w ’ n - t rner  it is in a resting or f loating
state? etc .

Source Charac te r i s t i c  Vec to r .  This vector describes the characterist i cs
of a particular inforniation source. These characteristics are properties which

are assumed to affec t the decisions of an npl ’ rat rr when he selects among
information i tem s, or messages. For example , how much does the information

cost? To wha t does it pertain? How reliable is it? In the case of the

ASW simulation , for example , can the sensor disi - r iminate between the presenc e

of a subm arine and a whale , or between a f lo a ’~ nq ond resting submarine?

In Step 2 of the MAU calcula tion , t.h lc~ -product of the a t t r i bu te
level vector and the attr ibute wei g ht  vector provides the aqn~r e c at e MAD

v a t u n . Deriva ~ ion of the at t r ihu t e we iq t i t ~~, or n i t  i l it  i n ’ S , is descr ibed

furt  hen in Sec t inn 3.4 .  In essence , the m ul I ia ~t r i hu e represen t at ion of

- operator ’ s inforinn a tion h r f  eon -r i ce s is bui l’  u; t uri n - i ps- r fo rnia n n

s es s io ns in n-~h ich f i r  opar toe - u s i  make a - t r i e s  ~ t c f - .iices m i n i p ot e n t  m l
nfo, :- na t inn sou r i - ~ ii res ponse to v a ’ -y i  nq Sm i ona 1 needs. Al lin n i n i  h

Hr 1 ~ ‘s ~ ac u all y req uir’ - hi to c hoose n i ens-m S ‘ - r

Il
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STEP 1: Situation Source Attr ibute
Mask X Characte rist ic Level
Vector Vector Vector

M 1 C 1 A 1

C2 A2

M3 C3 A 3

M4 X C4 A4

M5 C5 A5

M6 C6 A6

M7 C7 A 7

STEP 2: Attribute Attribute
Level . Weight = MAU

Vec tor Vect or

A 1 U 1

A 2 U2

A3 U3

A4 U4 ~~A . U .

A 5 U5 
1 1

A6 U6

A 7 U7

FIG UR E 1-2
CALCUL A T ION OF IM F UR MA T I I I N U T I L I T Y

1
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each deployed sensor ani be viewed as a - e s s a e , - , Cr cn S a mu~~ i _ a n  t r i bu te
item of information , and eacn choice as a sele , tion o; Iunq all alternative

messages that could be generated and presen ted .

As the operator proceed s , an adap t i v e  od€l p~-rforms in parallel

with him , by predicting ~-. - ich intu rna ti on source s he n~i ll se 1 ect. The model

“l earns ” through an error correctio n proc c-iu e which d ynamically adjusts

estimates of the weights Hd t the operator p Ia cs on the re levant  information
a ttr ibute s , an d the p red ic t i o ns  converge noo n . t ih ~ actua l information
selection behavior of the operator. ~ t th is  point, the mode l, which now

accurately mimics the ooera or ‘ S informa t ion selec - --references , can

ta ke over the funct ion of a~ ing the se lec t ion  amo i l ab le  information.
Thus , the system assumes a mode in wh ich irnf - r nsr tion i~ uton ’r tica ll y

selected for presentation to tie opi- r i tor , in i n or -d wi th  his (twin general ized

preferences. The sele~ t I n~~ rules themselves an also he tailored to the

situational need s and the opera t or ’ s chara cte r istics or desires. Those

considered in the present - twtv are discu ssed iii Section 3.5.

3.2 ASk Simul ation

The exp eri nne n tal simulation , à 1 t h ~ j~ h “ t l i t i v e l v  primitive , includes

the salient decision features of ASW l ocaliz a n ir .n and Ir a n ~inq . T~ e

sin nr u l a t ion centers on an aircraft carr ier- , pe r ding with i ‘n r i ’ a l  o n ~plement

of A ’ -~ resourc es. It is a - - - saw ed t hat - t he c inn nu 1 i i’d 4 -N  ~ sk bc - i n ;- - a f t e r
a ho ;t i l e  su tcn :Irine and an i n t n - r f e r inq whale  na ve 0011 t e t e  t ed , and
i i~ en 1—wing a r n - ra f t  have deploy ed -~o n o — h uoy s C v ’  he c r11 ire i - n - n i t  ial
! n t ac~ -‘nine . I’ m -  a t t n  foliO , t i  p layed on a n i r a n n i c s  tor ’ ’ - ,j nd l , ‘is n -su n n e d

~ ‘~nj, ~ ~ri c r r t i n r r v  w i t h  r e - ; r - t to the a~~ n - i t t  C d i P t t , iqij re 3-3
il l u s t r a t e s  the con 1 i fu r ati on.

3.:’ .]  ;n i rd r  c Lick.  ‘he \ ~, s im u l a t  non i n v o l v - s  a s i m ~ :le pr ra t nr .

His task is ~ ill l i t  - ,enso r res ole 5 in o r - f r to 1r nc~ n i l  report (no

15 - n-
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IN T E LLIGE NC E REPORT
(ENYIRO*E$TAL SITUATION)

Element Location
P (Sub Floating ) GRID ELEMEN T
P ( Sub Resting ) INFO~~ATION
P ( W h a l e )

SENSOR OUT PUT

- / POTENTIAL
/ 

ATTACK ZONE
GRID

W c::7A 
- - 

-

CV AIRC RAFT CA R R I E R
S HOSTILE SUBMARINE

W WHALE
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the subsequent movements of the subiniarine and t n - n - whale in t h e well-defined

ocean expanse. The basic cycle is illustr ated in Figure 3-4 . It begins

with the deployment of sensors which report bad wont they have detec ted .

The operator interprets these resul ts  and reports the c-tatus of the tracked

objects. At this point in the per f o r ’ ra nce of the tas k , t i e operator receives

an intell igence report which aids hinn in the pl e en:ier nt of new sensors , and

so starts another task cycle. All previously d r -p i n- / ed sen m r s  are removed

at  the end of each statu s report ing cyc le .

3 .2 .2  Sensor Charac te r i s t i cs .  To monitor t n ,  -ve n t - isIs of thi’ objects ,

the operator deploys sensor -s which differ w i t ’  respec t to level  of detect ion ,
re l i ab i l it y ,  and cos t .  f 1~r s ce na r i o  al loi.e t~ - open ato r tn deplo y one

of five types of sensors it e-a~ h loc a t ion~ 
T ab l f ~ 3- i  lists the sensors and

summarizes their properties. Dy eva lua t i ng the intelli g ence report obtained

from the system as a resul t  of his las t  n i - pnn m t (~i l tIe- objects ’ location ,

the operator decides on toe sensor - loca t ion  combin ations wh ich will provide

hi nt  w i t h  the information ne need s to cont i nu r  to t r a r k  t’ ie ei’ i e c t s .

Af ter  dep ln ;y i ’ nn i  the sensors t he  o~ er i t  or’ m i  i - ly e- - infor nna t ion

about their output.  An ‘H’  sensor , for c c i , ,  le , c n n  h a v e  ‘~~ of t w o  possib le
outcomes: “ pos i t i ve ’ , indic at in i presenc e i ’ a (lout inn - .uks n n- ine in the

sec tn e ’ a rid “negative ’ : nd irat  i n i  t ne a bse ro n ’ of a si t~:ia r inn . c
~~ nce sen’ or s

are not perfectly rel iable , their r- -s r no nse ‘na’,’ 1w er rone ous.  T ine rel l ab i l i t y

( r )  of t he sensor is the p r o b a b i l i t y  t ha t  i~ w~ 1 1 1 i l V n n  a tr io r - 1 u r t  . The

cont np le r:n ’ ’rt if rd iabil  it / (1—n ) is the l i ke ] i hnu n .1 tha t th e -er ’’- n r ’ w i l l  g iv e
a fa lse  ‘‘por t.. A f a l s e  report n o v  he non’ 01 t w o  - ,O t - - s , n - i t 1 nn ’’ inn h int

t o r t l o r t  a d n’ Hc tab le  obj ec t w f n . - , n  j t  is act n rn i 1 - v here inn Ic e  mio n,n t ly e )

or ni l - In i r t i ng the presenc e i f  t I n ” o[’j ec t. wh~ m i i t  is r iot ic t ; :a 1 ly 1n et (false

p o s i t i v e ’) -

3.  3 . 3 it  i H a n i  ‘ -  - 0 I ‘ ‘on n u - : - . - ’  I s - T~~ ’ er nec o r  v i  rig In  si

- i pu n- c , t tne op” r itc ’ r  is ‘o pt I r n - i  t o  ma i n ’  a S t - n ’ is - ‘ r n - I  I ec t i rn~ I is

—i -I
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FIGURE 3-4
ASW TASK CV(’U
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TABLE 3-1

PROPERTIE S OF ASW INFORMATION SOURCES

SENSOR TYPE LEVEL OF DETE CTION R E L I A B I L I T Y  COST

(B) Obje c t *  . hO

(Ml ) Submarine Floating .95 10
Subma r ine Rest ing

(M2) Submari nì e Floating .80 5
Submar i ne Resting

(H) Submarine Float ing .90 7

(D) Submarine Float ing .70 4
~nnbr rta r i ne Re s t ing
Wha le

* A Sono- Buoy reports only that an obj v~ t h - is  been detec t ed but does not
identif y whether it i- s a whale or su bma rine.

3 - 1 0
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best estimate of the present location of both the su bmarine and the whale.
He bases his decisions on the prior probabilities of object location as

determined by the intelligenc e report , an d on the sensor outpu ts i n l ig ht
of the known error rates of the sensors deployed . Essentially, he must

arrive at a posterior estimate by integrating the newly obtained sensor

data with the prior data . Because the status decisions affec t the

subsequent intelligence report , the sensor deployment decisions are , in
turn, dynamically influenc ed by the status dec isions.

The i ntell igence re port w hi ch a id s the operator in deploying

sensors , is derived from the operator ’ s report on the statu s of the objects

be i ng tracked and from expert assessments of the behavior of these types

of objects. The system assumes that the operator has correctly reported

the location and heading of each object. f l j  aggregating the condit ional
probabilit ies of state transformations (e l ic i ted from experts), i t makes

a Bayesian estimate of their nex t locat ion.  Thu s , the intel l igence
report contains the probabilit ies that each objec t will he in each sector

of the attack zone. The whale may move to an adjacent location or- remain

in the same location. The submarire niay m ove likewise or remain in the

same loc ati on , either floating in the ocea n or resting on the bottom .

3.3 Attribute Level Calc ulation

3.3.1 Information Attributes. A set of -~n .-en attributes was required

to model success fully the information pv’et ~renc~~ of an g en-~~tor perfornino
the simulated ASW task. These attributes were ann ive i l at throu gh am

evolutionary , rrnode l—deve lo pn ne nt process. ~ pt f o  rn~ .e d a t n  and r \ per ienc e
wi th the ASW s imulat ion ( F reed - ,’ , et al , 1976) p rov i de  in in i t i a l  set 

--

of a t t r i b u t e s  for imple me ntat ion. The f l e x i b i l i t y  ol t h e  model a l lowed
this set to be i te ra t ive ly  tested for pred ic t ive  ~-e ’ is i t i s  i t — - i’ d to

consequently be n’r -n fine d . The refinement proceh i r-e involv ed b i l l -  the

modification of r~ ist ing a t t r i b u t e s  and the repha c “I - c o t  of inr e n n s i  t ive

3- 11
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ones with more promising inn’s The d i - ve lo : - - - nt process was continued
until a distinct set of attributes woc nld satisfac t ori ly predict irformation-

selection behavior for dif ferent operator pref m ’ n - e r c e - s t r a t e g i e s .  Aspects
of this proce cs are illustrated in Chapter 4. Table 3-2 lists the fina l

set of attributes .

TABLE 3—2.  Ir ,F~ 0MAT ID: , A T ” h l B u T F ~ FOR A ~~ TAis h

(1) Cost of Submarine Jn f o r n - n t i i r i

(2)  Cost of Whdle lnforma ion
(3) Expected Sub m ar i n-  I r n t o n n - i t i o n  n n n t o n t

( 4 )  Lx n’c t ed Whale I n n t ’  t ’  i i  iint ~ nt

(5) ~u t i n - - n r i ne lot n ri’no li ii Pars imony
(6) 0ub in iac ine / ~-~hule Disc r iminahil i t v
(7)  Submar ine c t - n tus  Discr imin o bi l  ity

/

3.3.2 Attr i bute Le v e l  V e c t o r .  The level of each attribute for a specific

sensor source is - I c ’ t e - i r n n i n e d  by the m ul t  ipl i C dt i on of entr ies in the
situation mask ve~ for and the sou r- n e  cha r ic t - - r i s t ic  v1s ’ t o r . 1a bl r ’  3-3
defines the s i tua t ion  m a s k  and sounn t’ Cfldl’ in t € - n i s t i c  entr ies for each of
the ASW a t t r ibutes . The s i t n i a t  ion inn ~ ’-d~ and sour ce characteri stic vectors

are scaled so tha t each attr ii nute level range ’ t rom 0 to 1. Further , the

orien it ion is arra n n t e d  such thu ’ 01 h a~ ° r 1 bin ~ n’ c n i n r t r  i hutes pos i t i ve ly
t i  thi n - o v e n i l l  a ggregat e MAO . T l r t  i s , i~~~~~~ n’ a l l  oth e r , n t . t n i b u t e  leve ls
c u n s t . an ’ , , n r n  incrr ’nse in an - , OU r i h , t e  1~’~~’J rnC ’- t ’ r S e s  the MAli . The

i n t i v i l u a l  i- t r ’ i es  should Ho n i tr iC - n i ln r t ’  (‘l en r in ’ t he - l t - s n ’ i i l i t i o n  of
i t t ,  ib n ites g iv e n I n ’ l ~~

3 . 1 .3 A t n - nibu~ o i )n ’scrn ’ inns - Eel 1 , n w n r i q  n r c  more d e t a i l e d  O n  r ipt ions

ot the i ’ i t i t - n j ion at ~r i t  u ‘s t o -  I hi’ A ~ S mii i i t inn - ~ nn n’ 5 ‘cr ’ il i l i l i t y t h e

‘ t u e  of the  Sl~ - n~ ion n i l  a r i d  t I n t -  M u t t  t l d t , 1 C 1 i- ’  1s t ic to model
m t  t - - - j t  ion i r n - n  s l n r ’ c i f i  - 1 ’  t n -n si tuat io rn.
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TABLE 3-3

DEFINITION OF MASK AND INFORMATION
CHARACTERISTIC FOR EACH ATTRIBUTE

Attribute Situation Information
Number Mask Characte rist ic

1 when P~>O , Cost
O otherwise

2 1 when PW >O , Cost
O otherw i se

Reliability

Reliability

5 1 when 
~

R=0 1 when both F and R
and P~=O , 

can be detected
O otherw i se 0 otherwise

6 Hs w 1 when S an d W can
be discriminated ,
O otherw i se

7 HF R 1 when F and R can
be discriminated ,
O otherwise

Nota tion : P = Pro ba b i l i ty

S = Submarine (either floating or resting )

F = Submarine Floating

R = Submarine Resting

W = Wha l e

Hs,w = _ (P
s log 2 ~s 

+ P
~ 

log 2 ~~~ 
w l t h  p robab i l i t ies  nornria liied

HF R = - Pr 1092 ~ 
+ P1~ 2 P~ )~ w i t Ii i n n - e l  , n t  - ill t i e ,  nnr- ii~ l i z  ed

3-13
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( 1) Cost of Su ti tna r ine Infor inna t ion. The cost of su bmarine
information is tin e expendit ure required to receive information

from a sensor about the presence of a submarine. By virtue

of the sit ua t ’ ’ r n  ma s k , the a tt n it ,ute co n -mn - es into play (i.e.,

is non-zero ) on ly  wh e n the sabmu r ine is being searched for
(i.e., the probability of su tI -- ar ine presenc e is greater tha n

zero). The source character is fi c of cost used in the

computation o~ t n - ne a t t r i b u t e  is derived from the sensor
properties listed in Table 3-1 . Tine furi- n ula used to conver t

the abso lute va lue ot cost ( c )  l o t - ’ ar -n a~ppro pr iate re la t i ve

quantity necessary n- o r the ~t t r m t -. , ‘c - l evel n onu putat ion was
(l l—c )/lO. This t r ’ansfi ,nnn : ,,’~ i n  ~ O S  necessary to provi de

cost with a 0 to 1 rc nrn ’ l e ‘ , r id I - - Cn , ”t  arm to t i n t ~ orien t ation

st~ ndard of the model . Thu s , a dc. c~ ,n Sc in ,i bsolute cost
(Table 3— 1 ) leads to an i nc r rn cc in I ‘m e source c ina n a c terist. ic

of cost w n i c i n , a s - - u n - - l og e-. i: - ‘ - m o c-i so equn I , increase s the

MAP of t inr in n- or - n a t i on .  ‘-5 - e - s j n ip l y , a d ‘-ease in infor m ation

cost i r n i ’a ses l in t  or’  ~n t  i n - r n at  i i  t y .

(2) Cost of Wh a le Informat ion . T h e  co~ of V.’i- d ]r in f’ori ;na t ion is

the expendi ture rcn ju ired to  o l t a  in i n n ’ e r - in n ion from a sensor

about the presence of a wha le .  Tn- i - ’ c i t n i a t i on i  “-a sk act iva tes

t he at t r ibute only w ine’ t he w i d e n 5 being sn iu ’ n tn t ( i . e . ,  the

probabi l i t y  of whale presenc e ~‘x~ nn- e d s : t~e n )  . The source
c h a r a c t e r i s t i c  O F cos t  is set  and i ’ n t n- ’n ‘irs - t ed in t he  san e w a y

as for the cost 1 ’ n -  s’~~iiar ine inf orm ria ti on. Thu s , th i- onl~
d i t  fe’ s-nc e be twnns n  t i n t - f i r- n t tw , n  a t  tr rho tn - s is ~id * one is

relevant when the s’ji~- ’ n ine is hr’t nq n rac i, rd a n n t i n ’ o~~l - r

is r e l e v i r  wHe n t int ’ whale is i~ ’ inc :ro ck n- i . In - f course, t - t ’ ’ Ii

~ t - -  act t v t ~d n-,n - ’ t - n n  bot h o u t  ci U ac e sea r rn , fnn n -,~ t i n in t n - n e
c ,nn c - - lnn u t io n.
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(3) Expected Submarine Information Content. This attribute is

the product of the prior probability tha t the subm arine is

present (situation mask , determined by the intelligenc e

report) and the sourc e characteristic value correspond i ng

to the information reliabilit y . The latter value is derived

from the sensor properties (Table 3-1); as in the case of

the cost attri butes , a transformation was required to spread

reliability (r) over a 0 to 1 scale . The formula used was

(R - .59)/.36. The attribute ~s propnrtional to the likelihood

of submarine detection (i.e., P~ x r); when = 0 within the

loca tion , there is no likelihood of finding a su bm a ri ri r- there

and the attribute does not co n tn  i l - s t e  to the MAP c a l c u l a t i o n .
An i ncre ase i n P5 and/or r increases the chances of a true
positive report of a submarine , thu s increasing the utility

of the information.

(4) Expected Whale Information Content. This attribute is the

product of the prior probability that the whale is present

(situation mask , P~ , determined by the intelligence report)

and the sou rce characteristic value correspond i ng to the

information reliability . The source charac te r is t i c  of
reliability is set and interpreted i n  the  same way as for’

expected submarine information c”iri tent. The attribute is

proportional to the likelihood of wrlal e detection (i.e., P~ x

when P~ = 0 wi th in  the sector . t~nere is no l ikel ihood of
finding a whale there and the attribute does not contribute

to the MAU ca lcu la t ion .  An increase in H ,. arid/or r increases

the chances of a true positive report of a wt n ,’nle . thus

increasing the u t i l i t y  of the in i ’ n ’ t ’ nnn , i t i o n. ~-s in the case

of the cost a ttributes , t in e two expec ted m t  i n ’nati c n co nte n t

a t t r i l ’ n n - t ’ - l i f t e r  only w i t h  respe- t t o ‘ he  otn ~~n’ n t ~t sea r~ h. ,1
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(5) Sut’~’ nari ne Inforrriation Parsimo~~ . The at t r ibute of p.~rrs in ony
reflects rhe use of a sensor- whose capabi li t y matches the

inf cn r’n’nation require m ents -~n ha nd . In the present case ,

parsimony refers to t i ne dep loyment of a sensor which can

- : detect onl y the precise objec t of search , i.e. , a floating

su bmarine. 1 The situation mask ac tivates tine attribute nnn ly
- • when a floating subm arine is the singular tarie t be i ng sought

(i.e. , the probabilities of a resting submarine 
~~~ 

n - r n - c l  a

w ha le  
~~~ 

are both zero) .  The source cha rac te r i s t i c  is set
to 1 wh en  t - o th a f loat ing and rest ir i . j  su bmarine can be detected
and is set to 0 o t he rw is e . 2 On ly th e H sensor is parsimoniou s
wi Lh respec t to t n - c  d e t e c t i on  of a fl oatin g subm arine sinc e

it cannot detec t anything e lse.  Ideal ly, an m c i  ea se in
inforniatior r parsimony c r c - o ld in” rease infn” r’ nat ion u t i l i t - - .

(6 )  Subm arine/Whale Discr im ina p i t y .  T his at t ri bu te concerns

the d t scr in uinatio n between a cu~ rma r ine un-J a ~t n:n1 e. D isc r i rmm i nahi lity

reflects wh ether the i nt e r -n - na t i on  source can pt’en ise ly  ident im~
a dete cted obj ect .  The property ci d i s s r i m i n a b i l i t v  is dii terent
f r o  - that of level of detection (Table 3 -1 ) .  For e:t n n - n n - n t n l e,

the B sen - - n ’ n ca in detec t both Une su ’~inar ine and the whale hut

it cannot di scrium inate be tw e en t ime . i n  t a n - t, o n ly  , r n - n - ’  U sensor

can d iscr iminate betwe e n the twin obj ec t s ;  thus it is assigned
a 1 in the s- ui - ne characteristic pc t or w i n e n oa s toe other sensors

‘There wa s no need for a pa rs lriii nv at t r ibu te  with ri ”~p~ . to a rest ing -

submarine because the charac ‘ en 1st ics of the ~~ - . - ,‘ r n d ’ . 10 ta rn’ such th a t
w ! n rn ie v en ’ ther ’ was some p r o b a b i l i t y  of a res ti ng sniH nor i ire ther e was also
s ome p robab i l i ty  of a fl oat in g s t kn n a r i ne .  m a t  i s , the ve r y poss ih ~l i t v
of a ren - t i ng su ~ n a  n- - I m c -  p e-c ence ego iced d I s m .  ininat ion -,‘twet -rn t he  t w o
submarine St -I t ’ s  -

- i n - esause of a p r - o i i r ’ m in ni imn t e rror- c a n o n - S I  too l a t e . t n- ic - c l i n t o n -  ion nt pa rs i n  - n i n n y
was rever ed cm wino ’ mrs origina l ly int ende l . “

~ - n i’ - , as -’ - n- It ’ L l , wI ’’ ’’ n- in,-
a t t r i b u t e  li- ’.- ’ I fir pars inm ion y e t n i n l e d  1 , t he r o t o r - r i o ?  ion wa s actuall y tin ’
opposite of parsimonious - Hown ’ v + - ’  , a 1 • i n n u n i n  I hi s er - n -ar n in a o - - the nc rent a L i ’ tnn
of par s nn im n n nv ins o j s t ’ nn t  W i t  In ‘ ha t if t i n ’  ‘ into a t ’  m i n u t e s . i t nines not
af f e , - t  t i n t -  on- f i r - m ince of t i n t  MA - model in’ a rm- ,- - , j nhs t  an t  l ’~n’ w a y .
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are ass igned a 0. The situation mask contains t h e  relative

uncer tainty associated with the simultaneous pres enc e of

the submarine and whale. In effect , the mask modulates the

attribute level with respect to the need of the operator to

discriminate between the two objects in the local environment;

the more equal the prior probabilities of the respective

obj ects being found in the same locat ion , the higher the

uncertainty level. As both the r”ed t o  d i : c .r im inate and the
capability to do so increase so does information utilit y .

( 7 )  Submarine F1oatt ~~LSubma r mne Pc-u t  ng Discri m inabi l ity . This

attribute concerns the di scr iiimina ~ ion between the states the

submarine can assu rne - -  either floating or resting . The Ml ,

M2 , and D sensors can make this discrim ination but the H and

B sensors cannot; the capability is reflected by a 1 or 0,

respectively, in the source char .’icteristic vector. The

mechanics of the computat ion of this attri bute and the impact

of the components on information util ity are identical to
those for submarine/whale d i sc rini i n a bi l ity.

3.4 Attribute Weights

Es timates for  an opera tor ’ s attribut e wei ghts , or his utility for

tha t attribute , are provided by the adapti ve ‘ - i’tion of the model . The

weights are learned (or trained ) during sess~ nr i s wti en ’ n- an operator performs

the ASW tracking task by choosino freely among the five possibl e sensor’s

for deployment in specific locations of i r i te re  t. The -- m dcl begins w i t  I

equal weights assigned to each at t r ibut e a o l  t 1re n 1’,’n a : i c a l l v  au u s t s

them in accordance wit h a si n - pi e  t r a inin g rul e .

3.4.1 IJt i l i ty,, E s t i n - n o t n i r . T he dyna n ’n - ic u t i l i t y  t ’’ nti n m n a t io ’ t e c - n i t i u r ’  is

based on a tra i n i - i ble , i n , l t i — c a t , ’ m i o r y  pattern c l ’ r s s i t  m m ’  - F t  m a c i -  3 — i n
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i l lustrates the mechanism . As the operator perform um s the task , the on-line
utilit y estima tor observes his choices among the available information

sources (messages) at each location , and views his decision-making as

a process of classif ying patterns of information attributes. The utility

estimator attem pts to c lassi fy the attribute patterns by means of a linear

evaluat ion (discriminant) function. These classifications are compared

with the operator ’ s cho ices . Whenever they ar e i ncorrec t , an adaptive

error-correction training algorit bm is used t° adjust the utilities. A

comprehensive discussion of this technique can be found in Freedy, et al.(1976).

3.4.2 Trainin g Algorith m . On each trial, th i n - model uses t ine p rev ious

utility weights (U
i
) for each a t t r ibute ( j )  to comi upute the mul t i -a t t r ibu te

ut i l i t i e s  (MAU i ) for each sensor (1) in each plausible location of ocean

(i.e., boar d square ) :

MAU i 
= 

j~ 1 
~~ U~

For all squares where there is a non-7ero probabi l i ty  of a submarine

or whale , the model predicts that the operator will always prefer the

information sourc e with the maximum n MAIl value. If the prediction is correc t

(i.e., the operator - chooses the sensor with th e  h i g e n t  MAU), no adjustm irents

are made to the utility weights. However , if ~~~ operator c inn mm ’nses a sen- n- or

having a MAU less than that of the predict c-’4 ‘enc or , the nmodel then adjusts

the utility weights by pairing the chosen sensor w i th th e predicted sensor

and applying the error correction training al n ior ’ i t hmn . In this manner ,

the utility estimator “tracks ” the opet -at o r ’ s intern it  in0] s e l e c t i o n  behavior
and learns his utilities or wei ghts for in for m -i t ion a t i r i l n u t e n - . The trainin g

rule used to adjust the weig h~ s asso c ia ted w i t h  c - i  — o t i nt att ribu te - is

illustrated in T i t l e  3-4.

3- 19
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TABLE 3-4

WEIGHT -TRAINING kULE*

‘,02.R [CT ION DIFFERENCE

C hc - .:mn Predicted
Adjusted Previous Adj ustm nent Information-Source Information-Sourc e
Wei ght Weight Factor Attribute ~-~ el Attribute Le~el

(U
i
) (ui) (A ) ( A )  (A~~)

U 1 = U1 + A (A
ic  

-

U2 = U2 + A . (A 2 -

U3 = U3 + (A~~ - A 3~ )

U4 = U4 + A (A 4 
- A 4~ )

U5 
= U5 + (A 5 

- A 5~ )

= U6 
+ A (A ~ - A~~ )

U 7 
= U7 

+ (A 7~ -

I

* W t  S - - e t n - i ’  ia 1 n- - ‘ . 4

A -
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3.5 Informa t ion Sel ect ion

3.5.1 One_Messa~~ ,P~~ Location. The f ina l compon i rut it t ime m nn ul t i a t tr i  bute

model involves the criteria for selecting information. The model as applied

to the ASW simulation allowed for two types o~ sele .tion processes. The

first process was confined to the selection o t a s ingle item of information

(i.e., sensor) for each grid el ement having a non-zero probability that

either a submarine or whale would be pres eltt . By computing the MAU for

each of the five possible sensors which could ‘“n -nv ide informa tion on objects

-in a chosen element , the sensor with the highest n /ility is selec t ed as

providing the mm iost preferred information f u r  t i n t e l e m n i e n m t ,

3.5.2 Message Pruni n,g.~ The second selection process begi ns with the

outpu t of the first process. Given a set of m essages rep r-c ’or :ting information

about locations where the objects night be found , utility-based criteria can

be applied to selec t , f~r presentation onl y, t ime best nit - s - - a l e s  ,ir mu g t in-en

That is , onc e all u sef u l messa ges have been ra n k ea  in order of decreasing

utility, any number of selection algorith m s or pruning rule s can he applied .

For exam p le , a simple rule is to transmit sonic ti xed rìumriber of the hig 1 e’.t

utility messages. T i t us the operator would alwc -,- - receive four messages or’

cycle , or five , etc . Another possibility is to transmit only those nmnec sages

whose MAU exceed s a certain threshold valu e , A sore soph i- -t icated rule is

to successively transmit each next ranked immn - ’ s -,age only if i t s  ut i l it n

exceed s some fixed percentage of the total uu ti 1 i ’~ nut mlies’-n a q t- ’ al ready

transm i tted . This rule results in a varying r un i er of me ssages te r r iq

selected , dependin g on operator n - r e t  erences and t i nt - innn m n mn ,’d la te  s i t  n a  l ii i .
W i t h i n  a g ive n s t n a t ’ ’ - n y  ( i . e . ,  t i~ ed sv t of ,

~t t r i O u t t  ‘ i t - i - n - t n t - ,) ,  the p r i m nr
pr- tn a b i T i t i e - -~ w i ll in fluence t i nt ’ ctn u nui n I t -r ist i cs of t int cu mi n u l at l v i ’  Ut i l i t o
curve , and thus t int ’ n u mnt n e r - n - ‘ er1 — - n nr~ s n ’ i e m  ted - i - f  in n- the ;.~.n-~fl~nq CU~ Li

point is rem l i nt .  The In  ~~ -n pr’ u n i n n n m  r n - n i  r w - i n  in : n l u l - r i led a n o n - e~ il m t  cut

in t.he present study,  a - ing i S as f lit incr n ’ m n , ’ m nt n l critt-t - n - o n - n .
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4. DEMONSTRATION AND EVALUATION

4 .1 Approac h

Because of the prototypical nature of the multi-attribute information

ut i l ity model developed here , an ex p lora tory re search appr oac h was ta ken to
evaluate and demonstrate its properties and capabilities. This chapter

rev iews the main stages of the approach. These include certain aspects of

the model-development process , a structured s tn ,dy of model dynamics and

performance , and a systematic empirical demonstration of how the model

contributes to human task performance. The experimental vehicle used

throughout the evaluation and demonstration was the simulated ASW tracking

task.

4.2 Differentiation of Attributes

4.2.1 Situation Specificj.~~ As mentioned in Section 3.3.1 , an iterative

developmental process was employed to determ ine the set of information

attributes for use in the systerm iatic evaluat ion of the model’ s characteristics

and capabilities. During this process , much was learned about the design

requirements of a mmm odel intended to rep lace the in to ” nma tion selection

function of a human operator. In particular , it became i mmediately appa rent

that there was a need for the model to d isn’mn - m i~n ate between the operator ’s

preferences in one environmental situation as opposed to his preferences in

another. The demonstration of this requi re m l .-nt is wor ’ ’ m ~ h i 1 e because it led

to the deve lopnim ent of the general concept of the situation mask.

4.2.2 Effect on Conve,~9~ nce. The seven attribut e ; used t m:u m odel the

operator ’ s proforences (Table 3-2) include a pair n - n t cost n t t ri h u m -s and a

pair of expected i n f o c : n - - n  t i n o m  muon I m t  at  I ri b u t ’ s  - [ad pair  of a f t  ri bu i ’ -

whether for cost ( n - c f i r  e x p t ’ c t m n I  infor mea ’ i u n r n  ( H mf l t , ’- i i t , , is id ,’ ’ ;t i ia l  ml t h

re npect t n  th e nituri ’n ,i t ion cmn t itO ( c h a r a c t e r i s t i c .  L o - y  di f t ~ -r , t n n n w t - v , - r ,

4 — 1
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with respect to the situation mask , which reflects whether the object of

search is a submarine or a whale. The obvious questions is why one cost

attri bute an d one ex pecte d informa ti on content attr ib u te doesn ’ t suffice?

Why are two separate attributes requ i red in each ca se?

The answer to this important question can be simply illustra ted.

Suppose that the operator always preferred an expensive , high expected

information content source when searching for a submarine , but that he

alwa ys p re ferred a chea per , l ower expected information content source when

search i n g for a whale . If a s i n gle , undifferentiated cost or expected

information content attribute were implemented , the adaptive model would

i nter pret the operator ’ s behavior as inconsistent , and woul d re pea ted ly
adjust the wei ght in opposing directions , resulting in an oscillating,

nonconvergent weight-training curve, as shown in Figure 4-1. The operator

is actually quite consistent , but only with respect to each searc h situation.

When the attribute is differentiated into two situation-s pecific attributes ,

the attribute weights can be trained to convergent values as illustrated in

Fi gure 4-2.

4.3 Adaptation of ~~~~~~~~~~~~~~~~

4.3.1 Definit ion of Selection _Strate_~~es. The neAt stage of evaluation was

to demonstrate the genera l capabilit y of the model to adapt to an individual

operator ’ s information select ion strategy to ‘ho point f correctl y predicting

his information preferences. To accomplish th is  ‘ y t t e i n n i t i c a l l y ,  we ident i f ied
lo nn i ml information selection strateg ie’~ w’n ich cou ld I-u - mnmp loyed by an

oper ator while lm~ perfornned the ASW tracking t a n k  - These str a t t - ii es are

~u mmmm ’ n - , mrize d in lub e 4 — 1.  Essen t ia l l y t i n t -  s t ra tegies d i f f ” r  wit h re’~ m t ’ t t o

the wa -v the operat i c treats the i n m ~
’c r mnma t i on  a t t r i b u t e -  r e l a t i ng  to c o s t ,

in fo r ” : n - , t i o n  content ,  and pars imony . Wi th i n  each s t r a t ’ - .~ , U w a s  a~ s um i€ ’ d

t i n t  tn - n - i n - operator w ou ld a 1- ,
~uy s want to d imun ~r im n u i r na t e  a s u t m nma r i ne  from a m ini I t ’

and a f loat ing s ut - - ari r ne from a restin g subma rine ~.- he - u n  ~~- t ’ the l a c k  s i t u a t i o n
ri’ - ; - i  red him to -In so.

3 ?

5-’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - A



I

i_ so -

I . -] - 
-

_ _ _ _

t i c

FIGUR E 4 -1  1) - )
NON CONVERGENCE OF UN D IFF! kE . NTIAT EI ) ATTRIBUTE -

4-3

I
____________ —~~ 1 —

- — 5- - , — - r,,.i - ,,,
~ ,,~~~ ~~~~~~~~~~~~~~~~~~~~~~~ 

, 
-



-

i _ so -

1 . _ n - s -

I’

n - J O  - \

/~ AIn S !“ 
~~~ 

/ I , ~~~~~~ —

\ S 1 1
7 1~~~~ / - -

I, / - -

5 i n - n  /
- n- 

‘
- 

S u n  n on A

S / ‘ I

-s I

r t i ,
O -~~~

‘-1

- ? ~ - \ -

~~~~~~~~~~~~~~~~~ 
n-n-

c i  -

H [I
5~t RGL ’ E OF 1 [ i  L l\~~T I) ’  L) ( - 

) I L) ( ‘
~ ~ 

‘ —
A T ~ [ ! l l i IT ~ ~~~ ~ S I T I - 1’ I ‘ ‘~ I t I’\’.. I I\’-_ ) I \

--, -. 

- 

—5- —~~ 

——



5-
~~f ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~~~ 5- ’5-5- 5-5- ’ ’5- - 5-5--- 

~
5-
~~~I T T ~~~

5-’5-” -

TABLE 4-1
I

DEFINITION OF INFORMATION PREFERENCES
FOR SELECTION STRATEGIES TESTED

Stra te~y Su bmar i ne W hale

Cost & Expec ted Information Content Med i um Low

Parsimony Yes --
I Submarine—Whale Discrimination Yes 

Submar ine S tatus D i scrim i nat i on Yes --

Cost & Expected Information Content Hi gh High

Pars i mony No --

U Submarine-Whale Discrimination Yes 

Su bmar ine Sta tus D i scrim i nat io n Yes --

Cost & Expected Information Content Low Low

Pars imony Yes --
f l _I Submarine-Whale Discrimination Yes 

Submarine Status Discrimination Yes --

Cos t & Ex pec ted Infor ma ti on Con ten t tm High

Parsimony Yi- s --
IV Submarine-Whale Discrimination Yes 

Submarine Status Discri m inat ion Yes --

4 -5
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4 3 . 2  Model l’ ertor ’n - na n ce w i t h  Consistent  Strate~~~. The predictiv e

performance it the ‘model with respect to each strdtegy was first to ted

under ided i cO n di’ iuns . ‘ - it is , each strategy was carried out with perfect

Consi stenu. throu gh ut a 51~
n
~ ,‘rlLe of tracking trials. During this sequence ,

which invo lve - I :4 trials, an m- x i u e rt operator perform ed the tracking task in

a m anual infun ’n -a ’ ion - s t .- lec t i n . n mode . A trial consisted of a set of

infor n’uation -s ele c ’ ion decis ions , each decision being associated with a

particul ur locat ion of ~u’j r m .h (i.e., the grid element of Figure 3-1). Based

a the inte l li n l e r mu. n report of the probabilities of object presence in

several locations, the operator selected , for each location , the one

infor m ation source (among the five available) from which he most preferred

to obtain output. For e x a m ple , when searching for the submarine by itself

under ~ t r d t e u l y I I , the operatur would alw ays prefer an Ml sensor because it

I - n i  the hi Ihest cost, ~a-~c the highest expected information content, was

not pars i n ’uu ti o us , and could -— it ’ necessary - -  discriminate between a floating

and res ting subn inarine. Thus an operator ’ s strategy decomposes into a set

of consistent lm re fer ’ence which are associated with the relevant properties

of potential information sources.

The model succeeded in adapt ing, i.e., arriving at correct p redictions

of oper atm ’ r in f o r - in u t  ion-se lect ion choices , for each of the four d ls t imnx . t
- tcm te g ies. At t n - m e beginning of each learning session , each of the seven

at t ributes were set to an arbitrar y va l ue of u ni t - S’. As descr ibed in Sec t ion
3.4, the model i mmediately began to perfor min in parallel wi th the operat uun ’ .

The MAN was conimputed for ’ each infon nat ion s t n - u u r c c  n - i nn the b a s i s  of t ue u,u r re rn t

at tribute weights , and the model pre dicted that the o pe r ’ n t n t r  ~um uld p re te r

the  - n o u n r u e w i n - h  the hi ghest MAO . If hn did not , the , ‘rr n r n ,n n ’r m - (  I ion
pno u n - - ni uce was applied t o  a dj u s t  tint- we im I h~ s. S inc e t i n t ’  co ur t - of , m d a t t a t i t u n n

of the a ’ trib u te weights was simi la m’ for u’a~ in of t in t’ r m u r  st rate ~;i e’;

~‘ v , m l -nmte d , the typical .m dap ta t ion pat t er -r u will [mu ’ i l l m i s t n a t  i - f  f r  o n l y  n-n o1 -

~ f the n ’m , rn mm n i e l y St t ’ a te ~ , II . ~u a d a p t a t i o n  of ’ t i e  w t ’ r n t n t s  + - ‘ t h i s  s t t - r t t  n-

S [c it  Ic tel i rn F i qure -1— 3 .
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As illustrated , the wei ghts for oni , fivu ’ of t t m n - m - seven at t r ibutes
required adjustment acc o rJing to tr m is par t icu lar  strategy . The weights for

subnmarine information pars im im ory  and for submarine status discrirninability
are not displayed since they remained at tn-o~ in i t ial  value of unity
throughout; that is , the infor nmmation preferences in this strategy did not

require their alteration. Among the five att ribute wei gh t s tn - nat did adjust ,

the pattern is pretty much the same acro ss t r i a l s .  A f te r  cons iderab le
adjustm ent during the first few trials , tin -n - , we ights ru ’acl m a plateau where

they remain stable fromu trial 3 throug h 7. Durin g thi s period of no

adjustments there is perfect correspo mi de nmn - c between the model and the
operator in predicted dnd chosen information sources , respectively.

After the seventh trial a new environnuental situation was encountered

in the scenario , involving the potential collision of the submn - ia r ine and

whale. At that point it became necessar y to discriminate between the

detection of the two objects by the se lec t ion of a D scissor. Since this

choice was not correctl y predicted by th- - multi-attribute information utility

model as it stood , the at tri bute weights were consequently adj -j -~ted by the
n ;model . Fronm the 10th tri a l t n  m nu g h  the 24th no en’,’ ir ’orl~ en t , m l s itu a t ions

occurred which had no 1 been f l u -i ptu ’v i ously in the trac k i r~m i sess ion , and the

mm model was again able to predict operator in fo rm - a f i o n _ se lec t ion  cho ices w i t h
perfect accur a n -  v - —

The g e r m € - r m n - l direct ion of moveme nt of t m - ’ att r i b u te weigh ts and their

t t ’ m i n - i nd 1 , cm s nv e rg ’  r u t v o l  ‘in -s reflect t hu- i r ~ n near t o n f t  u n - v t - r a i l  MA N of the

selec te d irif oriimdt ’ion Sour ces. In ~-. t t .ut eqy II , th u ope ’ator ’ s p t e t r - m n - u e S
for h j m n - b  e x p c - : t n ~-~ i n f m r i m m a t i o n  u onl n- , I n n- m n - d i nt u in  the a s s o c i a t e d  d t t r i b u t e
weigh t , tn- h ig n- t l eve ls .  S i nc e h i gher ’  a t t r i b u t f ’  l eve ls  t a r  cost indic a te

l es s  expens i ye infor mna n - i n n , h i  n-n pre fere nces  for h i  i i -  c i m t u u r i n a  f i n - r n  c o s t s

It- r e a n e  the we ln , i iml of t n - n e cost  a t t r i t u r p s  ( e x c e p t  when t a u  ed w it . h a
coil ismu n , ~~ ‘ - m - - he pr - I rs l ns-o- r  n o s t / c t ’ l ia h i l  n - t n  i nf o r ,, u t i o n  h ic h  is  mlin n ’ n-~
d i s c r i - u iri

~~
t ney  --  i.e. , a B se n so r n m v ( r an Ml - - ,i’n co r)  - n- .~t mern -  a ‘need and

4- N 
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preference to discriminate between a cubmarine and a whale is invoked at
trial 8 (i.e., collision situation) the corresponding attribute weight

rises above its initial value of one; this heightened weight contributes to

subsequent correct predictions of the operator ’ s selection of information

whenever a co ll ision situation is re-encountered .

4.3.3 Model Performance wi th Changes in Strateg,.~ In the previous section ,

it was demonstrated that the multi-attribute information utility m odel can

rap idly lea rn a fi xed , consistent operator strategy 3fter starting from
scratch. However , one of the major functions of an on-line adaptive -c , dei

is to keep track of an operator ’s behavior. Such a model must be sensitive

to behavioral changes and be able to adjust its parameters in order ~n,

remain in phase with the operator after a limited degree of lag. In the

presen t case , behaviora l changes take the form of shifts in information

selection strategy that might occur in dynamic t racking environments.

The dynamic response of the model was tested by beginning with equal

attribute wei ghts and having the operator perform the trackinq task according

to a predefined , fixed strategy until steady state behavior of the model was

observed . Once the model was accurately predicting (over severa l trials )

the strategy actually be ing employed , that st ategy was modified in some way.

When the modified strategy was stabi ly pred ictnd , another change in infornnation

preferences was implemented. Thus , a total of’ thrce different information

selection strategies were used in succession . These strategies , which are

distinguished by the type of information pr .’ rne d for tracking the submarine

and the whale , are dep icted in Table 4-2 .

The attribute-weight tra ining curves are disp layed in Figures 4-4,

4-5 , and 4-6. The curves plot the changes in specific at - tribute wei ghts as

a function oi model adju - , t t n n e r u t - , The points at which each - i ’m substritegy

(either for tracking finn - n - submar ine or the whal e ) is adopted are i n d i c I t e d  by

the arrows in the figures. The informat ion source p r et u - renm ‘ 5 a rn n i u t ati n q 

— — - - - — - 5 -  - —-—.5—~~~~~~~~~~ ______ _________________
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TABLE 1-2. SENSORS PREFERR ED ACCORD ~
n
~; TO STi-ATEGIE S

UTILI/ED IN PY t nAMIC A DA PTA 1I I~’ L ’ A L U A ’ ~~( l N

Intell i gence Strategy
Environmental Report

Situation Characteristics 1 2 3

Submarine , floating > 0, 
~R 

= Ml M2 Ml
or resting

Submarine , f loa t ing  
~F > 

~~~~ 

~R 
- H H Ml

only

W hale , high P~ -, .40 B B B
probability

Whale , low -‘ .4 0 B 0 D
probabi l i ty

mn ubm na rin e~ n-~h d l n - , P +P ‘0 , P , - 0 3 -3 0
- -  F RCoil i s m  on

1 ’
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t h e s e  poi  nts are the O n - mn ’ u f r  p n e f e  r i  r ’ -  e ‘-.‘ t - r s u - - t n - m e mour 1 predi 1_ ion .  Fo r-

e x a m p le , H~ B imp ] ies t ir ~ t t i n - a opee .a t  ‘ - c pr - . 4 e rs  an H sensor tc- the “nuu - lr- l
pred i c t i on  of a B n- - ’ mn - s or; b-B nme ari s l o t  tin t : u p n .- ra ’ or chu n  n - ce and mo n - n - -i
pre d ic t ion  s t cu n ’L off equiv alently.

Figure 4 - 4  shows the s en s i t i v i t y ’ of the cos n - m t -i gh ’ s to n- .rm ange ’n in

1 n ,n~ ’ ’n -~~. To ill’,n- s tra t~.- hm .u i-i the gr ap h ni ni qh n - in n - - read , tine oia pt o”i or of the

n--n- ’ ght for thr- s uin u niu r n tie in 1-o r nn - lcr t ion cos t  at t  H omite is consider ’-’o - In
Str a m n - .e u n - y 1 ( Hn - B when 

~F
>° amid 

~R °’ 
~~~ 

r.~p ~ n- r 0 and 
~R ~~~ n - u i g h c - r

~~f’ - , r n n - ma t io n  cos t is co n s i s te m nt l  y pref i - r reJ ami d thus the a t t r i b u t e  weight

d e n - i  ines  f rom i ts in i t i a l  va l ue  if I to c lose  to 0. h - e m W i to t-, t r a t n-s - , 2,

h i u i hC t - inl n - nrm - - , n - t i o n  c ost is e fn - - r r d inn -  a m- c  inn uar inme seO r n .n - n - s i t u a t i o n

(H -B for 
~F >° and 

~R =0
~ 

, but l , n -~-;u t ’ cos t  is or n- ’ f e r red in the ~ t tu .  - r ’ - n - j t -” -~n r i ’ ne

se a rch in fu ri at ion (‘ -i 1~ Ml for -0 lI n d P
n-~ 0 ) .  ThU~, t i n att n hute wn - ’ig rr t

moves up and dow n u rn t il cy r i l  ally S t d t m l  izi ng a 1ter a h u n ut f- in a d j u s t n - ’ t t ’ n t s .

Fin a l l y ,  in the th i rd s t r a t a~ -,- W In -err ’ t ue most exp e ns i vt sensor (1~t n )  ~S

preferred in all submar ine searc h s i t n - m , n - t ’ f o n s, tine wei ght level shn - uw~ a

steady decl ine . W i t ’  respect ‘o n-- n- n - c u n - t l n t ’ r  curves in F i n n - o res  4-4 , 4- 5, and

4-6 ,  simi lar , i na l y s €ms co’i be - am it- Cu m i n ,  e r n i m m q  t n - n e  c h a n g e s  in n - f l f  n~’ at ion-

select ion rat e t y arid their i n -pa n t on th e a t t r i t u n - e  Wu ig l m t s .  n - vet - i ll ,

exanmn na t i n of the data n - c - v i a l s  th ,r t. i t  usu a lly t a k e s  t in e n ’odr’ l l e ss  t h o r n

20 ~d i u s t n - e r u t s  t, r cat n - i  up w i n -  t n - n e  Op e ra t . t mt  in ten - ms ot I r e  t l y  ‘rt di Cti rl ’i

lii , new inf o rm -i a t i u r n - pn - e fe re rm m n - t - -  -

- L 3A S iz e  01 Ad , usti - m t - - nnf Step . It is o I - v i - - o~ 
f rom r n - n~ n - r -~n- s - - 4 , 4 - f , .i n I

1 — i - , as  w i l l as fn -o m n - n F i g n u  I , ‘ a t t Il e n-, r ,~~n ut t h,a ut ’ rib u t w — i m 7 ln t

: l u j ]  u i -  t m m 1 ’ ’n - I S I  ‘p varies cans I ‘ler n- - I -‘ 3 cr - n - us S t n - n e d I n- ureml t n f l  i i  in ‘u s

An - ‘ no ’ , ‘ u - i  fr i n - t u e  -n- - ghn — t n - - u i  In i n n - i l  ‘ - 3 b 1  - t -  -1 ‘ , l i nt - - - :~ ‘ of a’’ ad J ’ i _ ~t ‘ ‘ n -  -

uH- - ’ ’ r i s  m n 1 ’ O n l  ~w iuIn - n -h n - ’ ~~~~~ - ni , ’ t O -I n - ‘-us~ ,n i l  ,jt . r i t n - d p ’  - ,inmd t n - C

I n  r t - ’ t ’ - - n t n - t ’ no  i’ t r ’ t ’ m j t t -  i ” v e l - , ‘i t - i - i  I it” OI~’ r n i . , m r _ L h O s e m  i r r l u , n - r - i o t i nn - r i  s i n - n - r u t ’

a rm ‘ n- mr ‘ - , : t !~’ I - p r i ’ n - t i  I t - i f  ,uur- . e .  T i n t , - , . t n t  1 , 1 1 ,  t’ m i t h u l m i_ i t -  1 .- v t . i s  ( ‘ - a ’

~‘ I n -  it a ui but r’ - -i ii Os  s n -m i ” , m u m -  - u r n  1 4’~~~i - ’ ’ n--n- - i gin t ,I i j  In “ t r i  ~, -
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Referring to Table 3-3 , it is seen that the situation mask for the cost

at tri bu tes , is e it her 0 or 1, but for the expected inforn m at ion content

attributes , the mask is a probability or continuous number between 0 and 1.

The information source characteristic levels are continuous (between 0 and

1) for each of these two types of attributes , but the difference in the

scales for the si tuation mask account for the relatively steep adjustments

for the cost attr ibutes and relatively shallow adjustments for the expected

information content attributes (Figure s 4-3 , 4-4, and 4-5). In contrast ,

the adjustments for the submarine information in ar simony attributes are

steepest of all. This is because both the situation mask and source

characteristic for this attribute assume a descrete distr ibution - -  either

O or 1, consequently; the attribute level can take a value of onl y 0 ~mib 1

resulting in the highest intra-attrib ute level variance.

4.4 Au tomatic Information Selection

Section 3.5 described two different levels of information select ion.

The first involves the selection of a sing le infor im iation source in each

location of searc h having non-zero object pro aabil ity . The second process

relates to the further selection of an ‘optimum ” set across a number of

locations. As reported be l ow , both selection processes were demonstrated

in the empirica l evaluation of the model .

4.4.1 Information Source Selection. The men’ n - a nm i s m li used to select a m m an - n -

conmpeting sources within each location of ocean was a ‘.traiqht . — forwuru i

application of the MAU princ i ple; namel y , the sour 5t ’ g iving t n - i t ’ h i n n - ht’- t

computed MAU value was selected . Table 4-3 gives tw i n - t->,mn - nn - pl p c n t  t in t ’

computation taken fronii an actua l n - - c  fm i t m ’ n - , nni m ,e r n - mn - ‘The t ’ x ari mp l OS t ‘ pn ” t-  , t . r n - t

two diffe rent intel ] igence reports (i .e., oh i t n - ’ n ’ t p (- u ’ t t h i  ii f i r ’ - ) u ’ , - u n - , n r l i r n

the subject location . T n - n e  ‘ n - il cuia tion is made d un ir n q the I a n - ‘ u - i  l int  O n- tin ,-

imp l ementation of St ra t u ’-~y II , af tt ’n the i t tnih n i ’ t ’ wem n - t l t t s had cnm n vn - ’ r m : t -uI ‘ o

I I in

I
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TABLE 4-3

TWO EXAMPLES OF COMPUTATION OF J ’n - 1’ -n n-~.I’J1i-N UT I L I T n
FOR DIFFER [NT SOURCES USINI WE iGHT S F - - n - t n -  STRAT ’ -
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stable va l ues. Both examples show the entries for the situ a tion In - a k you tor

corresponding to the given intelligence report , the i n i f o m n - ot ion  so\~rce

character ist ic vector and computed attribute level vector for tw ’- s\)urces

w it h the h igh est MAU values , the attribute weight vector , and the ag\jregate

MAU or utility for the two competing sources considered. In Example \, the

Ml sensor was selecte d as the i nforma ti on 500-nt ’ with the nmm a x i r ’ mu i i ,  MAU . \,5-In

n- Exam p le 2 , the D sensor was similarly chosen.

One of the more important implications n-i f employing the multi-attribute

utility model to automatically select among competing information so~n- r - (n-es is

that different strategies (i.e., attribute-weight vectors) will lead to

different distributions of selected information . Figure 4-7 illustrates t n - n ’

relative frequency of selection for the five po ssible inn - f li r t  t, io ’ sources aft n - - r

training on Strategy I and Strategy II. Lo’- h histo gram is based on a tota l

of abou t 150 separate information messages. Under St raten ;y I , more tn - nu n

90% of the automatically selected messages consisted of H and B t~’ P- ’ sens ,, n

each represented a little more than 45 of the time , with the remaining

messages contributing a total of less than 1 .  Under ntno tegy Ii , the

frequency di str ibuti nn is roughly the complement. The Ml and 0 sensor t ,’; n - t-s

are each selected about 50’ - of the t un e , while the H and B sensors , ,‘,‘n m ic h

are most frequently used in Strategy I, are almost never selt ’ct€ ’u .

4.4.2 Information Set Selection. The se~ on ,d li- vel of inf e r -m otion sel et.t ion I

was based upon the output from the first level of selection . The fir ’n - t- ’evel

ou tput is a group of several sources (sensors ) ,  c i ’ :  ii prov i n i i ng t n - n - i ’ i r ’ l - ’ rm mn - n t i o n

message with the maximum MAU from a separate sec tor of search. Ta ke n - n t o - t e t m u e r

for a single tracking trial , this group of ‘, n-ni sor- s ret re’-e nit ,i fu l l  set of
information messages covering all locations wln t’r t the oh :t ’ct ’ of search rn-ma r

actuall y be. Since sonic of these un -m essag e s have much less i n t m , r ’ n m . u f i - ” u  u tilit

th in  others , the MAtI pr im ip li ’ can he n - i ’i’ d t n - u  ‘ r n - n m - ’ - , nn -~,rv nin es ~,rg r ’ ’ w h ic h

contribute r i-i a t i v ii -
~ 1 1  t_ le f -  t i n - .- u u vt ’r si 11 uti  l i t ,  n- of t n t .  i r ’,for:na ’ ion - i  -

I
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In this way , the operator can be provided with a reduced set of the most

valua ble information .

The pruning rule imp l emented was as follows . First , all the members

of the full information set for a trial were ordered according to decreasing

MAU . It had been previously determined that because of the tracking task

requ i rements , the three messages w ith the hi ghest MAU must always be

transmitted to the operator. The selection algorithm then added m essages

to this minimum set according to the following instruction : add each next

highest ranked message only if its MS4U exceeds 15” - of the sum total MAU of
the messa ges a l read y i n th~ set. Once the final set was determined all

selected messages were transmi tted simultaneously to the operator. The

cut-off point of 15% was arrived at by analysis of previous data (Freedy et

al. , 1976) and through pilot experimentation.

Figure 4-8 demonstrates the effect of this pruning rule in reducing

information sets generated by two different operator stra tegies. Strateg ies

I and II were each run for 22 successive trials taken from an identical

portion of the ASW tracking scenario (i.e., identical trial-by-trial movements

of the submarine and whale). The convergent set of attribute weights were -

‘

frozen for each strategy , and information messages were automatically selected

and pruned according to the 15% rule. The results are plotted in termmrs of

the median percentage of accumulated utility contributed by e a h  a d d i t i o n - n - n - il

ranked nnessage.

For Strategy I , the 15”- cut-off line hits the acc un nul at ed utilit y

curve between the third and fourth ordered message. For Strat ety II . the

l5~’ - line hits the curve between the fifth and sixth me ssages. Thus m u o n ’

information is pruned under Strategy II than under Stra teg y I . Taking into

account the characteristic preferences of each strateg y, the results or’-

enti rely reasonable. Stra t iqy II c nn - n - has I zes the u se  01 lii i n - n  co s t sensors

with hi gh expected information cont t- nt. The n-- fore , antler this strat i - m n - v .

4-1 q
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most of the MAU in  the full information set is concentra t ed ía r few l o c a t i o n - n - s
with the balance dis tributed in small amnounts am ong the other locations. In

con tras t , Strategy I relies on sensors which are less costly and car-- v less

expected information content; thus it generates a more homogeneous

distribution of MAU across the different searc h locations. Under strategy

I , therefore , a larger set of information messages is required to provide

approximately the same relative level of increr rmental utility as on-n - ta m ed

under Strategy II.

4.5 Operator Performance with Automatic Info rmation_ Selection

4.5.1 Purpose. The demonstr -tions described thus far focused on model

performance . In sum , they illustrate that the rmiodel can select iu n - fu n - rmation

on the basis of adaptively-estimated needs and preferences. It remains to

be shown that an operator presented wi th i n f e r - n otion automatically selected

in accordance with a stable preference model can successfully perfo nmm i the

ASW tracking task. This demonstration was accomplished us in i 0 a sing le

expert operator , who performed the ASW task under severa l conditions of

automatic information selection .

4.5.2 Test Conditions. Information was automaticall y presented i n  acco rd
with Strategies I and II. For each strategy , the convergent at t r ibute wei ght s ,
previously obtained from sessions n-- un in the iua nuu l mode , were input into
the multi-attribute information utility model. The model was then empl oyed

to select information and present it au t o ’r :oti cally to the operator oven a

set of 24 task trials; during these trials , n u nm’v i-: n -t ’ nn - t s of the objects were

differen t than in the ori ginal model-training sessions. Two automa tic

selection modes were tested : (1) presentation of t n - me full in~ n- ’ rn-” , t t ion - se t.

and (2) presentation of a rn- du n -ne d set pruned a cording to the 15 r u i n - ’ . On

each tracking trial , t he ope rator s imul ta ni eous l - , rn’ emved t w  i r r t t ’ l l i q e m r ne

repoi -t and the i n f o n : n - u t n o n  o’ tp nn - t  of  the . n - n - t  ( n - i n n - i t  ic se lecto n -- inn -c h~ n ts n ’ n - - On

the basis of t ‘ese data alone , n - mn- n ude in oh i t- nt , s t—~ t n - us  r t ’ i m n - ’ r t .  ~ n- I cli
q t ’n mt ’ rat .t -m i a muf’w r r n f ~~ll iqence report i n n -  n - n ec- .’ ‘ n - m o e  - e l i - -c ’ i n - r i , ,i r u d  S i  n - nm - .
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In addition to tr u e ‘ x. comb i n atio n ‘ n - f  d m n - n - n - n - j n n - s t r a t i o n  cond i t ions , i .e . ,

Strategy (I or II) x Infor m at ion Set (Full o n - - Pruned), a contr o l tt- e u t nnn e nit

was introduced fur per t u rn n - u mn c e  comparison. The contro l  s t rat e -s y took into

account the inform m iation needs f the opera tom - (situat ion mask vector) and

the differential pr ..perties of the sensor - -- (sour-s e charact ri stic vector),

but it did not include the ope ra to r - i n i t i a t ed , d i f f e r ent ial  pr€- f n- - rences f o r

infu n- a t ion  a t t r ibu tes .  That is , the Mii ca l cu la t ion  u t i l i z e d  t n - c -  same

attribute level vector as did the other  s t r a t e g i e s , t o t  - 5- a t t r - n - f n - n - t e  wi - n - g ot

vector was replaced by a u n - i t  vector .  Thus , each at t r ibute  was a c c - rO e - n -

equal importance throughout tue test sessi mn - r m , a n d  attn hut ’- wei gh ts  run-ia i ned

equiva le r~t to the initial state of the ad apt i n-c model . Data collected under

auto matic information select ion governed h~ equ al  attri rn -u c weight s was

expected to reflect baseline iterforma nci’ w n - t h  a s t r a t u ’ n ’ ,’ c ha ru :t ee ized liv

m inim a l cost, n - minima l expected information co n f n - ” n - t . 0c c-mu se The i nfor m ati on

gern ur rated by the control strategy was of sm u c h  low 3v et ,.:ll u t i I i ty , i t  was

not meaningful to apply the prur ’m i n ’ -~ m u l e  to i-edo ’ c- fcn - n’ ’her the informat ion

set.

4- 5.3 Pe r fn - im- - -  ‘ r n -c e Results. The resul ts  of n - n -  performance e v a lua t ion are

summarized in Tab le -1- 4 . For each strate q-i tes t - - t . the percentages ~-f

submarine and whale hits are listed togethe r w i t m n -  n- n - m n -  nrmearm cost expt. -n d iture

per tm -n - al. For Strateg ies I and II , the per t : r n n ld rn e da t i  is c o n t r i~ ted  f o r

tnt ’ ~essions under which a full or , n- ’unenl i n fo rmna t i om n ‘.et was pr - - n oted to

t n - C  n - t n - - o r a t o r .  In comparing army t w u” C o m un ~ i t i e r - s .  uerfo r’.:,u rnc e in n-u n - - n - - -, n- ’t t u e

h i t  ra t s’ is gener ally bett er at the expense o f  h l u n - n - u i ’ m- c s  ~~l For ex am p le ,
minor s’ t nua mn tn - m ui r t n -mi res the cost s were etpe n -lcJ t ‘ achieve a 4-2t n - nit rat e und t -r

S t r c n t e ’ ; y  II vi’ - nn3 a 5R~ u t  r u T h  .indi- r the r m ’en- t ’ r : t l s t r a t e g y .  Oe n ’ a n - u s e  0r

h - n- id e -o f f  between h i t s  a rd cu- . ’ s , it  n - n - ,  n - n e~ u 1 f . m , in - sc - s s - ‘ ve t -a ll n - m r

n- nut n - e r r  n- rum: , lnnu e in t n n - r : ’  of an et t n - - c t  u vn - ’i i eS S m rnni ~~x T in t ’  n: nei sn i r n - ’ emm n - p lo -y ed

Wd S :

L 

1 A ‘‘hit’ is a c o r r e c t  de ’ ou t t ) ri u~ a s it - r u n - n - P  ‘i ’ w h a  n - i ’ .
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TABLE 4-4

OPERATOR TRACKING WITH

AUTOMATIC INFORMATION SELECTION

Utility-Based Strategies Control

Sel ec ti on Strategy I Strat egy II 
-

Criterion Sub Whale Mean Sub Whale Mean Sub Whale Mean
Hits Hits Info . Hits Hits Info Hits Hits Info

% Cost % Cost f Cost

Full Info 75 42 25 92 92 44 58 58 10
Set

Pruned 75 29 12 100 88 32 - - -

In fo Set

I

‘5- - ‘ -~~~~- —5--— —‘-.5 —’ —-5-—- 
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EFFECTIVENESS I-~,.’ - :~ 
R~CK I n -~ fin - : - ‘-‘~N~ ~~n- re

~~ - ‘n - ; I n -  - -

TRACKING PERFORMJ~N C E  - 2 L AC LL I R~ C’~~5 ~- ‘ A CC n IRAt  
~~~~

n - A [  F cimn d

ACCUPI\CY - H ’ S  t~ aSE ~

The index is a be rn - ef i  t -  to-cost rat ; e win mcli - -a race val ‘0 ty teca’use (1

the opera tOe was previou 
~
y mn -~m do ens m e that su m -ne r In n - c t r a c k  n - r i  tri O n- w ~ti in - rn - i

Im um p o r t a nun e of w hal e  t r a c k r n g ;  - ri d (2 )  a c c u t a c y - ’  r e u l - w o r i d  A~ 2 t r d L k i r n m ,

task ,s is often interprete d i t; t e n s ot n - i  - - i  ii ss~s.

Since the e f n - e c t i~ er ~~~ i f ldc -A ~v e e  - n-I c- ~ t n - n a n - 7 t~ me~ n i ’ u e’ tn - m i  —

tr ack ing  re r f c  n- e urm ui e r Stra teqy I I Cu” - w i  th Si ra ’  “qy I , only S c r a t n - g,y

II was selected ~or fur -th en -- ~rna1 ~ s n - s (T at - n - c 4-~ . ‘ ri der S t r a t t - n - q~- H , o p e r a t o r

pc r - f n - u r- n;uance w i t h  t n - m u  prurnea mr u f - : in n- iria t ion -~- “t  recui l te in a 1 n- ~immie s b e t t e r

e f f ec t i veness  index than ub t u n - n e d  w i t h  a t n - n H  - r ’ a t i o n  se ’  - in - ne S t r’j - e n j y

II pruned condi t ion nop r -u .’sents per fornnance or ’, ~~~~, t n - i H c- -i n- -O i l c an - i ti In -  t n - ’ . . -

wher e inlet --- , n t , ion is both ,elt ’c ted and pr o- -e d - - - : C ( “.,d ft e wi ‘ n -  “ 1 1 ’  4

oper ator pre n- t - e r m L , -s ) . it is thmn s dn - -si r ab e t.o m n n inp a n - ’i- ~e r - f u rc r n ~~ n - rn -  t 1~iS

c o n d i t i o n  w i t h  perfo - inarice m n -  the co n- i t n n l  cord - nu ( i . e . .  w u t i m o , u t  spec it ‘c

i n f o r r r m a t i o r i - a t t r t n i t o  p n - - e ts - r - encs -  - arid w u - -o~~ 
- 

~~n n ~~) T int’ n - c r ’ 

ra t i o s  are so w n - u n - n  the hot ’ uum u pdr t. o ’ ‘ u r rn - n -  t’ - ,-’ i ;~ t - St n i t - ” ’ n - - ,- II w i  t n ,

n - - i a n -rn - , e xpe nded nn -io rc- t f u n  3 t ‘ ‘ n - u t -s  t a n -  n- n- n- n n - , S n - f  n -n - ’ - co rmt  r 1

Str nJ tn -~ J v , 5- r ’c k u n r g  perforr n-inc c wa~ f m ’ - - - c ’ ~~ r . n - n s n - i - f  ‘ n-~~~, (n- v e r d i ’ .

n .1 rm effect i venus s i n - ! n - u r ,nv ~ m un - t - r t ra i - f t C

I ’ ; , I t o  j’i ~~r n Ac~ u r ~~n- t’ o ’ T in - m I ’ , r i l e n i n - S  rv ,  - n - n ~ - n ’ P t

‘ n - n - a ’ - n - i f  ,; u i n - , cn - r n - u r n  se - ‘ - - - n - u  ‘ n - i  r’k- -sm y r -n n- i, nit rn r n - - u • - - -

i n -  u t rt n,i - ‘“ n- c f_ i n - r n - - 
- ‘ n- n - u n -  U 1’

~- r ’~n n- n y  ‘ u ‘ - n - r n - n  / - 1 t r n - ,’ ,4n ’ w- . - -  - - n - i t

-— — ‘ -
~~~~~~~~~ 

.
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TABLE 4- 5

PERFORMANCE EFFE CTIVENESS t -~ M Mf ~p ’

LFFLCTIVENES S MEASURES

CONTROL STR AI [G ’ r II
STRATEG Y FULL S E T

TRACKING PERFORMANCE 48 252 276

INFORMAT ION COST 10 44 3?

EFFECTIVE ~NDEX 4.8 5 .7 8 _ n .

STRATEGY II PRUNED VS.  CONTROL S T R A T F n -’,V

P E Rr n - ’ ;~MI~n -n - CL RAT IO 5 .8 :1

COST RATIO 3,2 :1

EFFECTIVE NF SS RATIO 1 .8 :1

L ~~~~~~~~~~~ 
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SO seconds. In constrast , the model auto m aticall y selected an - n d distrit -uted

the sources in about 1 second . The thro un -mh put ratio of automatic to nua riual

selection was thus on the orde r of 50 to 1.

4.5.5 Information Fil terin_a. Overall , the adapt ive cystemn was able to

select automat ical ly  about 5 to 7 highly u,eful messages from ’ a potentially

available universe typically in the order of 78,000 messages , a filtering

r - n - tio of over 15 ,000 to 1. This value -. -io ~ilcul ated as foll ;,ws . Each

trial yielded an average of 7 locations fu r  whi o t : there wa c a non—zero

probability of finding a submarine or whale , and inf o ru u :,tion from each

locat ion could be obtained from one of five sources. Thus the p ot en -’tia l

n-n -message universe was 57 = 78,125. 
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5. DISCUSSION AND IMPLICAT ImjNS

5.1 ~~p~ral it of the Multi-Attribute U t i l i t y  Model

5.1.1 Demonstration~~Rpr~~~h. More often than not , a specialized task

scenario is designed whenever a newly dev e loped decision aiding -,ystem must

be implemented for experi mmn -em n -tal testing. In fact it has been said that a

skept ic  might argue that deimionstrations of ‘ertain decision—aiding systems

“ r ere ly show that one can design a simulated t asn -~ in  which it helps to have
mac hi ne ass i stance ” (Slovi . ., Fischhoff , and L i c h t e -n~,te in , 1977) . In tne

present work , howev er , a diffe rent course wus taken; that is , ti ’ n ew n -multi-

attribute inforniation utility model was apn - - lie d to an e~ is t iri g ASW s imu la l i on

task. The ASW scenario had , in fact , been c-ri gir ma ll y designed ne a t n - -st bed

for the outconre-based ADDAM model (ulu -cri he d n -n Section 2.5.3) wh ich is

conceptually very different fr - n - n u n - n -  the nn - o de ) u l evu-loped here~ T i n - n ’  sn - i c~ c- ’,sf ii

demon strat ion of the impl en - . n - er mtat ion of the new model to a s c n - n u n- n - - n  n - n - dt -’v n -’l c - n - n - t - -n-

for another purpose endorses the n-n - en er a l i ty n - - f the m n-odc - l

5.1.2 t~ .placement of Human Func t ion .  The n - :n - odu ’  m l u ’ ve loped hem - i’ prov ide -
another demonstration of how a simple linea r- model cnn be employed t- o r i -p l a c e

an inmportant hu nn - n a n - n - function wi thin a decision system . Such n -’ n - ..-d e ls  n a v e

proved successful in a variety of tasks (e q . ,  n - i d u i u n - m n n i a l  , deci s i on ‘ n - m n i ruq ,

at t i tud ina l , perceptual)  and app l ic at ions  (e q . ,  mi l it ary , medic al , social) ,

In the pre ’nent work , the appl icat ion was ex t - - i n n - n - ed to a n - u  n - n - n - f ,  - en - n- n - n - t, i orn y l ’ - n -,n t i n - n - n-

tas k w i th in  the context  of ASW t rack in g.  F n - i r t f n - e r ; n - nn- r e , u n i  i~ e t n - nt ’ rmlo n ’i-

c omnmon ly used methods of d i rect  e l i c i t a t i on  or n-e n- i5- ossi m rn a rn - a l~- ’ i s ,  the
linear wei qht s eun - n n -’loyed h, the nu n - ti—at t n- - u t’a ‘ irrfon ‘-i ti o n ut I l i t  y ‘ nud e 1 wn-

adaptively estir ii atn ’d from on-line behavi or. Cert,,’n i n n - lv , th e hinhly
general i zable feat o r- s of mm mii i t  i n - i  t r ihute ut l i t  -/ a’;se’. - ‘  n ’ r u  I s (t - . q , ,  ‘ - r n- - n - n ,

Kahr , and Pet nr - -on , 1971 ; £ tw , urds , 1d 77 ) conmb unt’d w i t h  rn a,i, n - t i n - - ’ u T h i - t m n - n - C

utility estimat ion I n - - rh n  iqn - w wh r ch is qrow ’m n—n - n - rn - ~n - p 1  i r a n - u  U rn dr n - t n  ( n -  - q -

E e l s - r u , 19 76 )  p r o v i d e  ,i too] of ta r n - , -~ c i - -n r n nj ‘ ; f t n - n- i a n  -

--



Because of the -n-en erali ty and - - - wcr of opera t’ r -b as’ ’~1 models or

dec i s i on ru le s , it is in - ; pn - n - r t j n - ut tO ask  w~n- t e e  can perfcr n- as a l l  or better-

than the actual operator hinnse l~ . Severa l in vc tiga tors have suggested that

the superior performance of the n n - , o-i cls , linear cur otf,erv ,- ise , is due to t h e i r

ability to eliminate or in duce ‘ noi se ” effects in t h e n-,ubjec Hvt— wr’i ghti m n - q

of m n - for m ation and in erratic operator respc’rn-sc- n- . For e-~arnp le , Bowman (l n -i e-~)

described the filtering i r n - cess as follows :

‘:.f.~n un - -On -n -nO I- . .’ r c m n - ’o ’n-d  i~.- n3 ’ I ‘ri:’ - - ~n- . ,.  - ,, ‘ -- t ~ n - ; ’ n - n ’ , ~~,‘.n - n- S ’

r oi t- : oa7 _ ..zr ’ ~ n- ’ - - - n-  ‘0  ~~ - “ ‘ ‘ :  . -‘ ‘ -j . t : ’ ” .’ - .‘ - . . i n - c

l’ .~ ’:n- .- ~— n-~~ ~- -n -~’n - 
- 

~:, l n - - J n - c o o  ,.‘ n- .. ~~~~~~~~~~~ ~~ ~~~
.‘ n : ’ n - - ’t - : - i)  5-

’

t - n -’ _ ,~w , , ‘ ‘ i~’ ,_ r~ ,r z ot, ,t ’i - ,,n -’i a.- ’  
~

- 
~- ‘  , m n - n - 7  - ,,n - ‘

~
‘ ‘ 

~~ n - v :~~- - ~n-_~ ’ In --n -c ]  ‘ ‘

- n- n- - ,- n - ,- : -
. ‘- z tr r ‘S - .0’ ~ ‘ - _n-,n ’ n- - - n- - 

- - - - 

, -

Dawes (1971) put it somewhat d i f fe re nt  n - y  nv s t a t u r n a  t h a t :

“. ‘ n - o~ c ‘ - :~ n--~ - n -  
- 
“- -un-n-On -- , n--

’
~ i n - - t~~ ~n- ,,n-- n- - i ’ - 1 ’ - . - ‘ - ‘ 01!’ I rn - n- ,

fr ,, V I

r i n - ’ Z ’- ,. ’ :~- !/~‘n -~n - L t .’i ~~~~~~~~~~~ u’~~’ ‘ “ ‘ 
-

‘ ~
‘ hn- ’ ~~~~

‘ n- n- ’ ~~~ -~~~
‘

n- ’ , - - ’ -n - , [, f ’ n - e ’ ’ n- ’ n- - n -I n- , ,  ~~~~~~~~~~ i~~_1- 5- V .‘
~
, ,- ,‘ 

- - ‘T - , c .  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ “ ‘ ‘ i  , -

PC -t , - .,~ t-~ ~n-n n- .~~n - n -  - n- , - _ n- -n - n- n- - n- ,- ‘ ‘ , n- i’ I ,.n- ~- ‘ n - n - n - Z- P - n- :

Af te r  a c r i t i c a l  r e v i e w  and ana l ys i s  of 1 m m n : ~ r umn - odn l~ in d e c u s o mn - n -n - a~ ing,

Dawes and Cor n-- i gan (1971) conclude that ‘tine n - c i t- n - s  at t~ nninidn ls is f i n - I

up w i th t ho i r inherent robust ness arid th ’  n r n-~ p mn - u pr n -  a t rnes~ t - n- :n n - nnn - -~ sI’rc I t a

app l i ca t ions. It would us-n u n - n - from t i n - u :  m i a m i  - f i n u e  p r ,  ‘ - n - r n - f i n n - n - u t  n - n - l i t  io n

at t in - C n - n - n-m n - n , -- -~~ 
n - n - f  i n f o r m r n - n - n t i o r n ‘n - t ’]ec t l n t  urn - d C3 ; y n - t - ’m - a n -  Jn-~r ” t ~ tu r in -S n- I C S

a n- n - i c C  lend thems n ’ iv t  - t o  t h i s  t n - p t -  of nuodel m m u q a j n i n n n - n n - ,- t t u , ne f t  uc k , n - I

cou rse , in  a C 3 npet ’ .n t io r: u - r ~ n-n- n - n - j a t ie r . m s n- nm ‘ i n n -n - ‘n- ‘ rt(’ a O n In n-n-

innfu n - t ’ n-~ tior i wh mr f c-n - rn- n - r lv -n - q un - i n - e i y  uuiac le l t n - i n - ’ op - n- ” ’ m n - - n- ‘ n - - n u n - n - -  i n - u n - I

pin - - ter n - n - flu t -’- - m m rn - s p u n -e r ~ 
L n- n - I  t n - j O t non .
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5.2 Advanta~~~~of the Mu lti-A tt rthute Ut n - 1~~y Mo del

The multi-attribute informa tion a ti li ty nnodel develo ped in this

research is characterized by severa l attractive ~t- - -o tures. These feat um ’-s ,

which are i tenuized belaw , can be sn--on as a d - amutages which endors n-- - the

application potential of the model . The advantages arise ‘n - nut m n - f the

theoretical structure of the mnode l , especiall y ~in- i- dn -~c o-n - u p nsi t io n property .
However , they have all been emp ir ical ly i l l us t r a ted  to s om e degree in tt ne

demonstration and evaluation .

5.2.1 Generalj,~L. The aon -p tive , m u l t i — a t t r i r n u t 0 - -- n - n -o-:iel hun- i r n f c n , - a n - i o n

sel ection holds a cons iderable amount of ger n -n -~r’- l r y . It n- am - be ap plied in

situations where information ‘n- i n -u sages can h-c decomposed inn - to a sn - -n - all net of

manageable , quan tifiable attr ib - n - :t n - s wn ,ich h,jv n- n - u~o cr ’it uc ~ l n ’ ’ — , n - n -- ic t e r i s t i c s .

First , they must be loc igal ly  related to the sn - nation - n - c - ’ ific info r m at i o n

requirements , that is, t nn - e i r  r-u’levance t o  s pec i f i c  s i t ua t i on - n -s m u s t  be own .

Second , they must direct l y inn - n- pact upon a niec ’u s i -  nina in - c-i- s c,n - u i n - n c e s  amonq

competing information sources or nnessa n-jes . Sen - - n n ’ n l m i l i t a r y  decis ion i’ma~ ing

environn nents have already been demimor ns trated to f i t  th is  pa radi gm ( e . g . ,

Coates and McCourt , 1976; Hayes, 1964; Mn- Kern - d ry ,  Ern-d i’ rw n- u n - k , am - ui Harc ’ m s on ,

1971; Samet , 1975).

5 .2 .2 Parsin mon,y The model is parsimoniou s ; it  m n - cc - I  on ly  assess  an

weights for a limited numbe r of informatio n- : c i n - ’n-r ’s’ions or a t t r nO m u t es . heiid n -~
significantly n - n - n - i n - n - i : n - i i z i n g  t ine  model ’ s compu ta t iona l  mn - r eds and sof n - n - - n - amu -

complex i ty , this feature is in con -~o n- n - wi n - i n the results c-f ~n- - .ych o l o g i c n 1

experi in -n -i n - n - t n  (e.g., Hn -n jt~~~, 1964 ; S l a v i c , 1 9 / S n -  Wr iq h~ , 1 97 - n - ) and con n- - n - om -a ry

decision theory (e .g ., Tvers~ 
-

n-n- and K e n - m n - m n- mi , ] O ’ -S ) n n - d m u n u ’  i- i , t i n - a t  n-i dr’ - s i a n

maker can per fo n - n r an intui f i v e  c o nn sc ion - i ’ - at nqht  i nq i n - n - n i  a q i n - ’ ’ m n - n - t u  on of on - m i ’,

a re in - n t I ye ly small nu u i nn - hn - -r u an - n - a t  i i -  corn - si du ’r - n- I n -  - tie h~ i ru I n - n - n m  t a n - i t  n - t i n - n - n -  m u - m n - n - rn - S

common t o  t in- n-n-n- dn - n-~~isi umr n - a l  - ‘ i n - l i  i ’ve , - F u n t t - , n ’ rim n-~ n- - n-- ’ , n - n -- n - n - en - n d- ’ cusn n -ns n-n- ri - hn -ise d

•1
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on a manageable number of infornnaticn dim en sions , th e , are easier - to
communicate and rationalize -- especially in group decision making situations

(Gardiner and Edwa rds , 1975).

5.2 .3  Robustness. Like o tr n -~ linear co rn -u n -rn -s it ion mooe)s , the multi-attribute

ir ,formun -ation utility model is robust; that is , its performance ( i . e .,

capability to mimic the information selection c’us-havior of an operator) is

not significantly degraded by proporti omn -te’ty si n - n - all perturbations in the

m odel’ s parameters (Dawes end Cor n -- i gan , 19,4). Such robustness probabl y

contributes to tn -me finding t m n - - n - t multi- a ttr ibu t e u tility asn --nssment tuc bni~~u n - -s

have proved , in certain ins ta r ,es , to be n- -sn - n - - — reliable n-r d valid tin ,n - n- direct,

holistic assessment pro ,n duren ( Nn -  -~ ‘n - n - n - - ,  1975 ;  aan im€ ’ t , 1976) .

5.2.4 ~~~~~~~~~~~~~~~~~ The adap t i ve  muo n- i ad ,iusts a n - i  pan . r  n - eters n--n-- : t h
each incorrectly predicted operato r dec is nn- ’n- (i c., information se l€c t ion ).

Thus , weights (utilities) for  s p e c i f i c  i n f n - m : n - n - n - t i o n  a t tm - i butes can be t n n - u i n n - -d

rapidly during sessions in n - n - ri ch t n - me cpn n - ra t o t ’  (n- houses imn - f or m mna t ion manual ly .

5.2.5 Flexibilit y . The n inu l ti — attr in - -in - t’ o t t - i t  - n-od d is i n h e r m ’ n t i v  flexible.

If au - n- un ’ac y  of prediction of i rm f n - i n -’ n - r n - cu t i on ~i l e c t i u n - n -  behavior is riot ~,iff j Cin - - n - n - f

(i .e. .  if attr ibute wei ghts cannot be n - n - m e n - I  to s n- a b le  v a l u e : , ) ,  a d d i t io n a l

featu res or attrib u tes can be added and i n - n - a p p r - o p r i a t n - ’  ones deleted. Tri o

response to dynamic changes in condi t ions is s ~i l a r i v  i le n ible. Inn -  i n - n -  - t a n ces
w rm i ’mu conditions change rapidly and rad ical ,. ‘ c-a- s€-ts of w e i g h t s  t n ’ ,iine l
for the conditions can be substit u ted , n- acm - we n - u n - r i t  v i -  tors o u i ld tn - e
pr eviously tm - n m e d  either n - rn act m i i i  o;ner-a tion a I si Ln -- r t I un - n’s or n - n step- I n - n - p - ~ n - t

sim nnu id t io n s .

5.2.6 Versa ti li t y . The mno d n - - 1 an-m n he -ipp i n - ed ‘ - - n-n- v i m - if - t V  of situations .

i n v O l V J n - - I uIn t e e ’ -umu i : , t i n - as we ll as pm ,’uI ’u a t n - i i n - c  H ‘ n n v i m u u n m : m n ’ n t S ,  in tn - n - n --’
p r u d u n h i l i s t i c  s i t ua . io’ , an - n t t ~~ihut ’  r i m - n - t n t runt t u~’ p t ’  - n - - n t  a t  a l l  in ‘ un -r n - n i ’

I mit n - n ru n - u - it I n - ur n - n - n - i t’ S Sn-l CJr-~ , or it in -n i uj iu t  - c cur ’ ‘n - n - i  ‘ -, ii , k n - n m w t m  pr- - t n - a C  ii i n -  -

(4

-.5 - .5-- -.5 _____ _________



n- - ’-- —— -~~ ~~~~~~~ - - - ‘-~~~~~ ‘ — — — ~~~~ — ‘—~~~~~~~~

Whatever the case , the modeling equation al lows for any attr ibute level to
either be zeroed out (i .e., be made irrelevan t) or multiplied by the

probability that the attribute will be present , giving a measure of expected

attribute presence .

5.3 Supervis ion of In f o r m a t i o n  Flow i n C3 Systems

As stated in the Introduction , development of the present adaptive

mul ti—attribute utility model represents one step towa rd development of a

supervisory set of adaptive programs to control overall informatio n flow in

C3 systems. This section outlines a method for C3 system description , and

suggests in brief how the present model mi ght contribute to the supervisory

control function. Further development of the supervisory concept will be

the subject of subsequent project reports.

5.3.1 C3 System Description. We can consider the typical C3 system as a

hierarchical , mult i-level arrangement of users. Figure 5-1 illustrates the
genera l confi guration. People at one level process information for peop le

at the nex t level , collecting and integrating data until a decision

commensurate with their level can be made . Thus each person in the structure

is at times a user of information , at time s a source of unprocessed or

processe d in form a ti on , and at times a source of decisions passed to hi gher

levels of the hierarchy . The idea that infc n -m n ca tion transmission in such a

system could be expressed in nnatrix form was advanced by Thornton Roby (196 (n),

whose untimely death prevented his further develop nui ent of this concept. We

can illustrate the methodology by considering a prototyp ical ASW command

team , consisting of peo p le (A , B , an d C), each of whom tends to focus on
i nt orm - m ~n - t io n from the outside world relating to certain ‘~p i ’cif ic as pen f ’  n- ut

the ASW picture , and each of whonum is ro’spons I ble for ct ’ r ta in ty ;t r -u of A’ n-~
decisions.

0- ’,

- ~-—
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Figure 5-2 exemplifies the steps involved in constructing the overall

information transmission matrix (HRN) from the constituent mn -matrices (H, R

and N) for this illustrative situation . In matrix H , the column n - n - eu dings

(1 , j ,  k , . . . )  represent classes of information (e.g., intelligence , weapons

character i st ics , sensor re turns , equipment availabilit y , et n .), while the

row headings (0, P, Q) represent information sources. A unit e n t r y in am ,

row indicates that the source is a producer of information in the associated

class . Column hea di n gs (w ,, x, y, z ) in  m a t r i x  R represent c l asses  of

decisions (e.g., target location , sensor allocation , weapons readine’;- s , etc.).

Cell entries in R give the relevance of a given class of information to a

certa in decision . Finally, matrix N relates personnel to class of decisions;

in this simple case , person A is responsible for w decisio n s , B for y

decisions , and C for x and z decisions. Matrix m mn ult i p l icati n - nrn - of H and R
yields matrix HR as an interim product , this matrix indicat es t m - mi contribution

of each information source to the output decisions. Matrices HR arnd N are

multiplied to obtain the inform ation transmission matrix HRN. This matrix

relates sources of inforn uation to users of information , cell ent r- ies are

information classes , as mitigated by the decision needs of the ‘~y ’~tem .

In this simple example , only outside sources were comn -~ ider u ’ - n - , and

users acted only as users. Since users can also act as sources to ot n -n - em

users , the next step of complexity would add another dim ensions to t~ur ’

transmission matrix , i.e., it would become a Ih r e e - d m n - n - n - ’ m  ion al m atrix ,

relating outside sources , users , and inside sources. Othe r d im m n - - n n - s i c ur’n’~ are

also possible , and the procedure would n - m a v n - - to be a d , t us t t ’ d to handl e rnul t ip~e

sources for inforn nation i tems . Dig ital computers n - nm - a t - l i  s u i t e d  tn-

manipulation of n u u l ti — dim n - n - n -’’’sion,i l m atrices , an nul mr’a - o na hlm ’ n - ’ n - p d n sion of si.-

should po’,n no i n - n - m n ’ m r - I i a t e  problems . t n - ni’ m os t mn - :m i t O r tan n -t m n - - f m m e n n n e n n - t, h ow e v e r .

li e s in ri- p lacing the b a s i c  0 and 1 m - n a t r u ~ c- nt r n - ’ s  w t l n- nun - n t - n - m e a l  w o n - n - h t s

which n- - ’ - f l e c t  the value ot t ln~~t m onni’ c t in - n - u n  n - rn -  the m I t - - n - t n - n -n- n S n - ’, t n -  -

overall v a lue of ,n cnn - ns t  it uent C3 l i - ’ , t n - n m - r u , a, n u lj  he d e t e r - n - n - r n - I  f - n- i

connb Irm a t ion of a- ’ i n - l i n t  - through t n - n t - r m m a I -  i . n - n - I t iniun n- n o n- n a n - n- n- n - n - ion - 1 n-

- — - -~~~~~~~~~~~ 
or-_ n- -

~~~~
- -
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through the systenn , i.e., iniaximum true value , a n- s s ld be ac nn - ieved - v.di e mn- the

weights are adjusted in accord with the i mmedia t e  r e q u i r m - n - - e n t s  o f  true users

and of the situation .

The supervisory computer program consti tutes the -u m e c f n - an ’m sm by which

the weights of the elements in the c o n o n - n - n u m n - i c a t i o n -’ns matrix are addptive ly

adjusted . It is suggested that the program contain bat e heuristic control

algori tb u ims , which are situation-dependent, and a set of ben a- -~oral m u uode ) s,

which depend on psychological constructs a n - n - a cn- mu i nd iv idua l  user cmn - -~m u c te r i s t i c s .
Together , these deter -n - n -nine the insta ntane ou ” e l - n - en - mt  w e i g h t s .  Am un-ong the most

significant models are those which define:

(1) Mn - n - lti — At t ri b ut e Utilit y

(2) 1 m nf a im n - a t .m on Routing

(3) Infor n-unation Pacing and Load

Feasibility of toe first model has been deu ioin -sti-ated t y mn - n -’ pre’ -ent work .
Application of this work to realization o the ot ,m n -’,n- -m t i-n- c- n- c n -de l s is d i scussed

br ief l y below.

5.3.2 Infu u m: n - n - u ti on R o ut in~ . The n u uulti— a ttr i hute n - i t H i t~ n - i n -od el cou m mbines well

n--n- i th the co mm unication n u n - n - t n- i  ~ te n In-n - n- n - Ut; 5 suq cu e’;~ed by [ieu’y (1 9t uY :n- a n - n - n-i

described above . In essen ce , t n -ne m n -m atrices relate i n t nn mn - n - a t ionm son - m a n-- - to

in t n - runn n - n - tion classes n - n - i - a t t n -’ i bu t n - n -s , a t t r i bu tes  o types on - d n - ’ c i s n - - n - n u ’- , and

d e c i s i on t y p ’ - ’  to u~n- t ’ r-n - , Hy n - : u u i t i p l  v i n g  t n - i c u na t r i ces  t o - n - n - t n -nor , - u i m n -n u n - in - imn - i c i t in - a n

connecti- -n - n s am -n --  e nu mn u e u - ,n- ted !ii’ twr - - n - n -  so ur c e s  amid n is er s - To estab i  I~ n - n - n - n - n - ’

strength of conn ecti or n-s , the j r - f u n - r n - - n - m n -  ion n - n - t i r m butc n - w - I qln - D s could t n -c d e t n - ’ m n -  i n n - c

and Pt’ adjus ted o n — l i n e  by an n - - - In - m p t vn-a n - mode l .  Ni t n - - n - m s was • t n - n m - n - in - It’1 con - n - id

be implemented to build u~n - n - u n the an - - p i n - c  a n - i o n  of t n - n -c n - n - n: - n - n - - i a t  1 -  n -rn m n - na t ri -

co n - mcm ~p~ in  order - to  m n - ’ -i ide a d e n - n - n - t - if aut um n- i- f n - c n - ou t in n - n. In ,in - n- ’j i  t n o n

s i n - m u e  t n - p  - ‘ n - n - n - d~- 1 n - e ons ‘ ra ot a s~ n - n - n - i n a t n - ’  ~a - n q l n  n - O r -- n-- n - C C i - n t o m - - - n t i o n - n
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attr ibute , it has the capabi li ty tn-a dn -n - l i v n - - r  ni~ h fen - ’ d t - n-n-~~k to the Op en --d tO r

For examp le , he could be info- ’n - nn - ’ -~ ot tn - c re la t  I n-n -c u-.’e n- qh t- - n u t — i s p la c i ri on

such attributes as inf c n -’n - ,n - t i onn - c o s t , re l i ab i l  u r y ,  r e i e v a m - c e - , anC i f  d e s m n - ’ ’ n - I,

he could be given ass o ci att - - -.1 comm- ti n - - c u r n str ’uc ti-nn s to inf lu ence h is nn -nar nu a~
n- - outing behavior.

5.3.3 Paci n - mo nrn-d L ad . Accordi m n y to thm ~ ~o n - i f omnu t mon-se le sn - tio mu strategies

examined in tn - n - 0 urese rit  s t - n - d y  - tiu Ot n - e i -  n - n - -~ m o o  w 1 t n- n - - a pm un Pc n i m n - fcn - rnn mati on

set , as opposed to a in - n r~er - ‘ n - f o r n - i a t i n -  ‘- t c - t n ’meJ r n - c t - Lr i n term , s of

his net effectiveness as a decisi on rn - n - n - I m r~ 01 
~

fl t n - n - i s  resul t a-n- s

demonstrated f on -- a s i n g l e  n - s n - t n - e n a m o r  pe r fn -  rn- Ou ’:i ~ In - rn -c ses~~n o’ - fu n - -acr i

co ndi t ion , it i s COn - n - O iSt C r n -n- n - v i t o prr’v n - u i is tfld-~ on n - n m i ,m-u e 1-

info rmation ulerm s : t~ / uma ca i  n- n~ani I - net ‘- -n - t v ’  - u y  n - n - a cm a n:pn-i rn- - cd b, an
improvement in de n -n - is ion tud i - n-n- / (Gman: ~ , n- n - an-n- yes , -n - n - E 4 ;  n - n - -n - f e m - et .i I -

l’i75; Schroede r- and Bo nn -basa L. 191 ~~ ,

The co ru si stern a- n- - ot e~~pn- ,- r irn n - e m n - t a r t : i n m q  - a u n - n e r n - n - i r n - q  n - n - c en - te r ts n - n - f

i rifo n- - c a t ion  load on i n - n - t o r n - n - n O t  i on process  n - r n - n  n - c  n- - tOr ’u n - n - ’ n ce have ed n - ve s t i on t n - n ’~

to pos tul ate n -i n over Led-U eel atm on stn - i e oem w’ - S u e v ,n - r chin - s (H qa n- th , 1 ~~~~
Schroeder , et n-i I - , I ° 6 7 )  , t b - n - f  j c , p erfn -i n- in - un - t n - n - u s off hot  n-i n - c r  - — n~ c n - r m ’ n - t  n , ’nn

load is too low , and an -n-en i n~ ur m n-m a t I nfl i n - t O n - S  i s  t an t ,  i qi ’ - Tin - c rca - nu s ton ’ the

fall -off are d j f m m n - r e nt , - anwev e-,’ When - lo on - -n- too l en-n- , the o p e n - a t o m  ri ds

i n s u f f i c i e n t  i n f u n r m a t n n n - n  t n - n - dn-’c, üe opt ‘ -  n - n - n - n -mn - 1 us too n - n - i a  , ho n - a s

nmo re in forma t ion th a n tie can in- a n - id  e n - i n -n - ‘ n - n -

i t .  wu~u i ’j  morn r ’ y n - -~ ‘ en u n - n ‘ n-iC - o, n - m m l

u rn - I ur” nn - n ‘n- t n 1 nod ~h n- n- an - I ‘ - 
~ n - i n -  i ‘ u)! n - n - -n n- n- n - r n - n - ’ F n - L n -  n i an - ’ n ’ e  ~- -

t
~ 

k n - lun - w t ’ v er , - n - n -~~ in,, - ~ ~~~ . n - n - )  i - -  n- u - tn  i t ‘ n - n - n-

u r n - ’ n - u ’ n -~~t ‘ ( n- n ~n - -~ e~~
’p ’c1 m- - - j  n- n - n- n - n - ‘I n - i n - in . - ‘n- n-, 5 Ur n - n u n - n -  1 y

n-i - n- ‘ n - u t  I - i t n - — . n -n - 5~ CC1d I 1 1 f l u  - n - n - -  ~ n- - • n- n - n - n - i  n-~n -m ’ ) n -  U n-

i n - n - I t t I t n - f ’  - - - I n - n -  - - n - i  n- n - n - ~-- n- n-’ i • -  - 
- 
, n - r n - t n - i  v n - s q

hilL - -s - ~~~~~~~~~~~~~~ , - - - - -



the l5s~ p run i n g ru l e , the size of the information set was apparently redsced

to a more intellectually manageable size.

The important genera l implication that emerges is that if the optima l

information load can be calibrated for a give n operator , then an adaptiv e~
on-l ine , multi -attribute information utilit y model such as developed her-c

could be applied to select the appropriate amount of most useful ava i l cb l e

information . More specifi cally, one u n-put to t n - n e  m ulti—attr ibute n - n - n - u n - n -n- ic I

would be the immediate circumstances of ttn - n - - operator or recipient of

information . That is , one attribute of incoming i- n-formation would be defi ned

as the current information load or message rate . If the load is hig h , the

utility weight for load would act to devalue new information. On the o th r r
hand , i f  h i s loa d is  low , the load wei ght would act to increase t n - is ov n -’ n-a ll

utility for new information. By requiring information to exceed a certa in

utility threshold before being presented , the model could include the
capability to adaptively pace inforn uma t ion. t is planned to exp i~ n-’o this

approach in our future work .
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