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A Mechanism for Decision Stratesy Selection and S:me Implications
Jay J. J. Christeascn-Sze'znzk  and Lce Foy Beach

Universily of llashinvion

Beach and Mitchell (1976) have examined the question of why decision

makers do not always select optimal methods for meking decisions. They
refer to these methods as strategies and define them as (1) the procedures
the decision maker engages in when attempting to choose among alternative
courses of action and (2) the decision rule that dictates how the results of
those procedures will be used to make the final choice. They describe a
variety of strategies, ranging from formal decision analysis with all of its
prescriptive procedures and aids to very informal strategies such as the use

of homilies or habit.

Strategy selection is seen as contingent upon the characteristics of
the decision task, both of the problem itself and of the environment in which f
it is encountered, and upon the characteristics of the decision maker,
particularly his or her knowladge (repertory) of strategies, ability to use

them, and characteristic manner of approach to probiem solvina. The selection

mechanism consisis of a simple cost-benefit analysis: The strateqy that

appears to offer the greatest expected net gain is the one selected. The

purpose of this paper is to explore more fully this selection mechanism and

some of its implications.

Benefits

In most decision tasks the potential payoffs and losses are fairly
explicit and therefore the decision maker knows the utility, Uc’ of making
the correct decision ("correct" being the decision that would eventuate in
realization of the payoffs) as well as the utility of an incorrect decision,
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Beach and ilitchell (1976) note that using a decision strategy invoives

time, effort, and sometimes money--resources that the decision maker resists

expending. These are costs that are incurred before the outcome of the
decision is known and as such they must be balanced against potential
benefits that a strategy could be expected to yield. Of course, strategies
differ in the costs that their use incurs; complex, formal, highly analytic
strategies cost more to use than simple rules-of-thumb or flipping a coin.

It is assumed that the decision maker has an idea of how much it would cost

to use any of the strategies in his or her repertory. Cost is designated Ué.

Probability

A S+ A BB

* For any civen set of Decision Task Characteristics (Beach & Mitchol1,

1976) there is associated with each strategy in the decision maker's repertory

a subjective probability, Pc’ that the strategy will lead to the correct
{ decision or, 1-Pc,to an incorrect decision. Changes in task characteristics

change these probabilities but to simplify exposition we viill assume here

eR———

that task characteristics remain constant and that the subjective probabili-
ties for each strategy therefore remain constant.

Beach and Mitchell (1976) state that in !lestern cultures most people
believe that the more thoroughly and systematically one approaches a decision

the greater are the chances of being correct. That is, more analytic, formal
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strategies are seen as having a higher probability of being correct, Pc'
This is an arcuable assumption and one for which it is easy to find exceptions.

3 However, the assumption serves to simplify presentation and we will discuss

alternatives later in the article.




Selecticn

For any strategy the product PcUc is the expected benefit from its use

for the decision task at hand and the procuct (l-Pc)Ui is the expected

penefit (positive or negative) if it results in an incorrect decision. Thus,
the subjective expected benefit of a strategy is PcUc + (I-P,_)Ui =
PC(UC-Ui) *+ Uy, which is the linear function illustrated in Fig. 1. Hote

that for Pc = 1.00 the maximum payoff, Uc’ defines the upper end of the line

and for PC = .00 the minimum payoff, Ui’ defines the lower end; the slope is

their difference. If Ui were negative it would lie below the U = 0 point con

the ordinate.

Insert Fig. 1 aoout here

Cost, Ué, is assumed to increase with the complexity of the strategies
and increasingly complex strategies are assumed to have higher probabilities,
Pc’ of yielding correct decisions. Therefore Ué is an increasing function of
’ Pc‘ We think that the increase is most likely to be geometric because for

i very conplex strategies a slight relative increase in compliexity may require

b a large absolute increase in demands upcn the decision maker. Of course there
must be individual differences among decision makers, and soie parenns ey
nave no complex strategies in their repertories with the rosult that their
cost functions may approximate straight Tines.

We have plotted Eé as a positive utility instead of the negative one

expected benefit line. For a specific decision task the difference between
the two functions for every Pc is the net expected occin for using a strategy

1 ]
{
; that it actually i: because it is easier to relate it conceptually to the
i that has that particular Pc of yielding a correct decision. The decision




maker should select the strateqy associated with the PC for which this
difference is maximal, P:. Mathematically, Pg is at the point at which a
line tangent to the bottom of the cost curve would be parallel to the
expected benefit line. Graphically, P; is at the point at which the space
between the cost curve and the expected benefit line is widest. Intuitively,
P: is at the point at which the decision maker thinks he stands to make the
mest profit for the Teast cost. In essence, a level of acceptable risk, P;,
is defined at the point of maximal net expected gain and the strategy that
nes a level of risk most similar to Pé is the one that the decision maker
should select; a less risky strategy increases costs and a mcre risky one

decreases expected benefit, either of which decreases net expected gain.

Variations

Using Fig. 1 as a starting point, consider the results of the following

variations.

Expected benefit. If either Uc or Ui is increased or decreased the
| slope of tho expected benefit line will change. This change will define a

new level of acceptable risk, Pg, and will result in a change of stratogy if

the new P: lies close to the PC esscciated with some other strateqy. Moreover,

if asked about his or ner level of confidence in the potential correciness of
the forthcoming decision, the decisicn maker's answer should reflect the
change in P:. If Uc were increased, for example, a higher Pz is defined and

the person should use a subjectively more accurate strategy and be more

R i i S ey

confident in his or her decision.
If both Uc and Ui are increased or decreased by the same amount (difficult

if one does not kncw the decision maker's utility function) the expected

B B e e R
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benefit line will rise or fall with no change in slope. Therefore, there
should be no change in the defined level of acceptable risk, P;, the
strategy should remain the same, and confidence in success should not change.

Uc and Ui can be manipulated in many ways. Honey is most commonly used
but there are other ways. The negative payoff for an incorrect decision could
be increased, for example, by increasing the decision maker's accountability
for an incorrect decision through imposing a fine, forfeit, or the promise of
social scorn. It could be decreased by assigning the decision to a non-
cchesive group so that accountability for failure is diffuse and less
perscnal. This assignment should result in selection of less costly and
less potentially accurate strategies.

To carry this a bit further, consider two payment plans. The first plan
offers the decision meker a commission of $1.C00 for a corract decision and
ncthing for an incorrect decision. The second plan offers the‘decision maker
a salary of $500 and a commission of $500 contingent upon the decision being
correct. Uhich plan should the employer prefer if he wants the decision

maker to use the best, highest Pc, strategy in his repertory?

Insert Fig. 2 about here

For the first plan Uc = $1,000 and Ui = 0. For the second ylan ﬁc =
$1,000 but U, = $500 (see Fig. 2a); with $500 already in hand even if the
decision is incorrect the slope of the expected benefit line is cne half of
what it is when the whole $1,000 depends on a correct decision. A flatter
line defines a lower level of accentable risk, Pz, and a less rpromising
strategy. So, the decision maker should try to persuade the employer to

offer the second payment plan and the employer should try to persuade the

docision maker to accept the first plan. In fact, the employor should even
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try to impose a penaity for an incorrect decision in order for force Ui
below the zero point and thereby increase the slope of the line which will |
increase Pg and lead the decision maker to select a more promising strategy. |
Costs. Anything that chanaes the difficulty of the decision task
changes the cost function. Beach and ilitchell (1976) cutline some variables
that are likely to be relevant and we will not repeat that discussion here.
However, fatigue is an additional variablie of interest that they did not
examine. Uhen a decision maker becomes fatigued and consequently must put
mere effort into the task, the cost curve rises. Since the expected benefit
curve remains constant, a rise in the cost curve will define a new, lower PZ
with the consequent selection of a new strategy and a lower level of confidence
in tie potential correctness of the decision. Anything that reduces fatigue
(or at least the feeling of fatigue) should have the opposite effect. Perhaps

this is why a cup of coffee or a cocktaii after work often changes a decision

maker's confidence in his or her decisions. Indeed, the overconfident drunken
driver may be the classic example.

then costs, Ué, are so high, or payoffs so low, that the cost curve lies
above the expectec benefit line (Fig. 2b) the decision maker should avoid
making a decision or shouid use the stratecy with the Pg dictated by the
minimal expected net 1oss (as opposed to the maximal net gain in the usual
case).

Suppose the cost function is a straighit line instead of a curve and

that it increases with Pc‘ If it 1ies above the expected benefit 1ine and

T A I UM S AN RIS e

the lines are not parallel, the conclusions of the last paragraph apply. If
they are parallecl no strategy is better than any other in terms of net
expected gain so the decision maker should be indifferent about which

strategy is selected. If the cost line is below the expected benefit line and

' noaparallel, net expected gain should be maximized.

Ty TR A Y. R




$1,000}

utility

Uy

— Cn
s P

¢ 5000y ——
$500F— e o5

~
-

o

(Distant deadine)

1 A
00 PR™salary R*commission 100

b v

—_—
~
— —
—

B 2 T T SRR

Y v T+ o
B TIE R

Possible strategies

Subjective Probability of Being Correct, P,

e e TR T v W - 4



-7

Suppose that for some decision task the decision maker does not view the
world in the way we have described it; for him or ner PC and strateqy
complexity are not related in the way we have assumed. In the extreme case,
suppose that simple, nonanalytic strategies are seesn as having high Pc and
complex ones are seen as having low Pc. i Ué is still positively related to
the degree of strategy complexity, the cost curve in Fig. 1 would be completely
reversed--high costs for low Pc and Tow costs for high Pc' If the expected
benafit line remains as it is in Fia. 1, the decision maker should avoid low
Pc, high complexity strategics and should select extremely high PC, simple
strategies. / possible example of this sert of thing micht be decisions about
the merit of works of art in which immediate impression micht be preferred
to cold, logical analysis.

Finally, suppose that for some task the decision maker's cost curve is
not monotonic with PC; it might reverse a few times or often. The basic
maximization of expected net gain rule still holds for the decision maker but
for us, as experimenters, thincs would be very difficult.

Time. Few decision tasks permit unlimited time for their completion.

For Tow levels of P, cnd the attendant simple strategies, this often is not
a probiem. But deadlines and other time constraints often eliminate highly

compiex strategies from consideration for selection. Since time is a cost,

E. ; a deadline has the same effect as dividing the cost curve, Ué, at some
‘ é point and considering for selection only those strategies related to values of
A, ¢ PC that lie below (left of) that divisicn (see Fig. 2c). If the designated
3 ; P; for the decision at hand normaliy lies below the division point, no change
s

in strategy or confidence will result from the imposition of the time
constraint. If it lies above the division point (Fig. 2d) the decision maker

will have to use the strateqgy that has a PC Tying at or slichtly below the
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division--the most compiex strategy that can be executed within the time
available. This change will be reflected in decreased confidence in the
decision's correctness. loreover, if the decision maler is using this time-
constrained strategy when a more complex one is dictated by the PZ for the
decision problem, anything that increases the slope of the expected benefit
line will have no effect on strategy seiection or confidence since the decision
maker's strategy selection is limited by the time constraint. Anything that
decreases the slope of the expected benefit 1ine or raises the cost curve

will have an effect on strategy or confidence only if the new P; becomes less
than the PC associated with the time-constrained strategy.

Ye do not taink that dacision makers ccasciously make all of the compu-
tations impiied by Figs. 1 and 2. ilonetheless, even in the midst of current
doubt about "man as an intuitive statistician" it does not seem overly
charitable or naive to recognize that people actually do consicder the potential
payoffs and costs of engaging in various acts, however roughly and imperfectly
they may do it, and that they use these considerations to guide their
behavior. Those who are distressed by the assumption of a modicum of
raticnality on the part of decision makers can take comfort in the paradox
that is introduced--a decision maker operating as we have described may
rationally select a strategy that, from a decision theoretic point of view,

is quite irrational.
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