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FOREWORD

How investigators collect their data has an important effect
upon the results they obtain. When the president of the Society :
of Engineering Psychologists, a division of the American Psycho- ;
logical Association, states that research efforts in this field
"have been and are insufficient," then it is time to look at what
has been done. The data in this report is believed to be the
only systematic effort to examine éharacteristics of a represent-
ative group of experiments in human factors engineering, to
measure how much information they provided, and to query whether i
or not the results have ever been used. This information provides
a base frum which improved experimental methods can be developed.
Some of the material presented here has been used in other docu-
ments of the advanced methodologies program, particularly in the
report entitled: "Economical Multifactor Designs for Human

k. Factors Engineering Experiments."

No effort was made to apply sophisticated statistics to the
analyses. In many cases it would not have been warranted and
3 interesting data that did not lend itself to a more elegant
b | treatment might have been discarded. Without considerably more
data than was available from the published reports, attempts to
examine more complex relationships would have been an unjusti-
fied over-analysis of the data. The descriptive data provided in

most cases enables some fairly clear-cut conclusions to be drawn.
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I. INTRODUCTION

Human factors engineering as a distinct discipline was born
during the Second World War. A "human factors specialist,” as
defined in a System Development Corporation national salary survey,
is one who:

L

'...establishes, conducts, coordinates and applies
major research studies in the social, behavieral or
physiological sciences; contributes to design, de-~
velopment and operation of man-machine, weapons or
other complex systems concepts; utilizes psychological
principles of human behavior, knowledge of human
physical and mental characteristics, abilities and
limitations, and principles of human engineering."

(Kraft, 1961)

Despite a prolific output during the past 30 years, experi-
ments relating human performance to equipment parameters have
~shown a relatively low information-to-cost ratio. While human
factors practitioners have made significant contributions toward
easing the job of the human operator and.making system performance
more effective, the contributions of the human factors scientists --
the experimenter -- have been modest. Today, one has to search
diligently among piles of published papers to find among the trivia
and the isolated facts, data that is sufficiently gencralizable
to answer questions concerning the design of future systems and to
do so quantitatively. Jack Adams (1972), in his presidential
address to the Society of Engineering Psychologists, American
Psychological Association, summarized this condition quite suc-
sinctly: "Our rescarch efforts have been and are insufficient.
The future of enginreering psychology is in jcopardy unless we
examine realistically the state of our knowledge and ask what we

must do to strengthen it."

Surprisingly, in spite of criticisms leveled against human
factors cngineering experiments, there has been little scrious

effort to cxamine the methodologies used in these experiments to
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detect the sources of their wecaknesses. On the contrary, even when
discontent has been expressced with the usefulness of experimental

results, the reaction has been to collect morc data in the same way.
TIHHE PURPOSE AND EXTENT OF TIE PRESENT REPORT

In this report, the methods, results, and applications of a
large body of human factors experiments are examined. "The informa-
tion obtained not only provides the first known quantitative eval-
uation of past human factors rescarch bhut also provides a basis

for establishing the methodological reqguirements for future research.
This report is divided into five sections:

I. Introduction - describes the éample from which the data
was drawn and the data structure, plus a classification scheme

that enables data from diversified experiments to be normalized.

IT. Characteristics of the Experimental Plans - describes
characteristics of the experimental dala-collection efforts, such
as: types of experimental designs uscd; numbers of factors;
levels per factor; allocations of subjects and trials; handling of

sequence effects; and estimation of ervor variance.

III. Experimental Results - analyzes results to determine:
how effective the experiments were in accounting for observed
variations in performance; and how well empirical evidence supports
certain principles of advanced experimental methods.

IV. Rescarch Application Survey - summarizes the results of
a survey of the experinenters to determine to what extent the

experimental data was ever applied to rcal systems.

V. Summary and Discussion - reviews the primary results from
preceding scections and interprets their significance in torms of

an improved experimental methodology.

e st
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THE SAMPLE

The sample of czperiments in this report was taken from the

journal, Human Factors. This journal informs its readers that

it "...publishes original articles which increase and diffuse the
knowledge of man in relation to machine and environmental factors
in all their ramifications, pure and applied." An analysis was
made of 141 papers published in this journal from Volume 1, No. 1,
September 1958 through Volume 14, No. 3, June 1972 in which formal
experiments were described and the result- presented in some
suwmary inferential statistical tables. 1In 23 of these papers,

34 analyses of variance (ANOVA) were not included here because the

analyses fell into one of the following categories:

+ A partial analysis of a more completc analysis. (8)

A reprint of an analysis from a study not described
in the article. (3)

* A study of a single factor at two levels. (4)

* No data (7), incomplete data (9), or incorrect
data. (2)

* Chi square analysis. (1)

As a result of these exclusions, the data in this report is based
on the text of the 118 papers and the 239 analyses of variance
tables?” in these papers. Although the data for several analysis
of variance tablecs may have been collected at the same time,
either the independent variables or the performance measure
changed. Thercfore, each analysis of variance is treated and
referred to here as if it represcnts the results of a different

experiment.

*Journal references for the 239 analyses of variance included
in the study are listcd in Appendix A.

w
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Is this sample representative?

There are a great many human factors experiments produced
yearly in industry and government laboratories that are never
published in the journal. Many of these are given national
security classifications which limit their accessibility. How
representative, therefore, is the.group of experiments covered in
this report? While there is no way to accurately answer this
question, the fact that many of the same people are involved in

both suggests that those papers published in Human Factors and

those published as company reports and government documents do
not differ materially insofar as their experimental methodologies
are concerned. The human factors community is relatively: small,
probably fewer than 2,000 people. Members of the Human Factors
Society who publish in the journal, as well as those on its
editorial staff, are among those doing rescarch in industrial

and government laboratories. Although human factors personnel

' now span two generations, the nature of their formal research

training remains essentially unchanged and in many cases, research
is still dominated by the first generation. If there is a dif-
ference in quality, it would seem that published research might

be c¢xpected to be better than the unpublished efforts.

Which organizations conducted and funded the research?

A
Eight typcs of organizations are identified. These are: L:ﬁ?«:§§)

. =
/~/

{ ,
v T
« Army (A) S
» Consulting (C)
+ Air Force (F) 7

« Government (non-military) (G)
+ Industry (I) .
+ Navy (N)

+ University (U)

« Other (e.g., private resecarch organizations) (X)




The matrix in Table 1 shows how the 239 experiments are

distributed among these organizations. The organization to which
the ‘principal inves£igator belonged when he conducted the experi~
i ment determines the "organization doing the research." The type
of organization which funded the projcct was taken from published
acknowledgnents or, when no other source was given, was considered
to be the same as the organization wherc the study was done.
Approximately one-third of the experiments were performed in
indﬁstry, one-fourth in universities, and one-fifth by consulting
companies. Less than ten percent of the studies were performed

by the three military agencies, and approximately seven percent by

non-military government-related agencies. Industry supported

! approximately two-thirds of its own research, while universities
and'consulting companies supported approximately one-third of
theirs. The remaining research was supported by governmental
agencies with the military supporting approximately twice as much

-as non~military agencies.

How were the 239 experiments distributed in the journals?

In the time-period covered by this analysis, the editor-in-
chief of the journal was changed three times. Qf the 239 experi- s
E ments, 16 percent were published between 1958 and 1963, 64 percent
= between 1964 and 1968, and 20 percent between 1969 and 1972, each
period representing a different editorship.

’3 As shown in Table 2, the 239 analyses of variance were not

3 distributed evenly among the 118 papers. Over hLalf of the

papers rcported only one ANOVA table and 94 percent of the papers
contained four or fewer tables. It is recognized that character-
istics of experiments desiqned by the same experimenter in the same
study are likely to be corrclated. This in turn could distort the
results of an analysis of these characteristics. llowever, sinqe

all of this data is used to analyze thce experimental resulis
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A (Section II of this report), all 239 ANOVAs were analyzed in this
g | first part. A cursory examination of the parameters in the
studies with multiple ANOVAs reveals that collectively they dis-
tribute themselves on either side of the median values found in
the analysis. When the data in this recport was analyzed after

- removing multiple cntries of the four studies containing from 8
. to 10 ANOVAs, leaving only a single entry for each one, no
critical shift in the results was observed.

Considerations and qualifications in the analyses

The reader should be aware of some of the decisions that were

made in examining the analyses of the experiments. The purpose

; here is not to confuse or to destroy confidence in the data, but
= to be candid about the arbitrariness that sometimes existed. At
no time did it appear that the major conclusions that could be
reasonably drawn from the data would be affected, no matter which

choices were made.

Experiment-content data. This report is concerned with
methods and the scientific and pragmatic effectiveness of the
methods. The factual contents of the experiments were never

considered.

Lack of sophisticated and inferential analyses. Only simple,

descriptive analyses were performed. Several efforts to make
more complex analyses, such as relating results to design charac-
teristics with a regression equation, were aborted. The data was

too irreqular and imbalanced for such an effort. This does not

. Y R W ST

negate the value of drawing conclusions from the patterns in the
data. The danger was in over-analyzing, and this was avoided.

YA 0. CF SOOI 0 T |
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Raliability. Some categories in the tables involve an ex-~

tremely small number of cases. These are often included for
completeness and interpreted with caution. The n is noted.

Working with percentages. 1In more sophisticated analyses

there may be reasons to transform percentage data using arcsine

transformations to produce a more normalized distribution. This
was considered totally unnecessary for the descriptive data here
since most cf the information could have been extracted if only

an ordered scale ad been used.

THE DATA STRUCTURE

The contents of experiments relate to such a wide variety of
topics that before a common analysis could be performed it was
necessary to standardize the sources of variance. This standard-

ization is possible since the sources of variance in all human

factors engincering experiments can be assigned to one of four
general categories (or their interactions), i.e., variances
attributable to: 1) equipment, system processes, and environment;
2) the people involved; 3) certain temporal effects; and 4) meth-
odology introduced into the experiment by the investigator

(Figure 1) . Thus the classification scheme of sources of perform-

ance variance include:

Equipment factors (E)

P .
D U VP

These are the variables associated with the physical equip-
ment, system, environment, and processes, i.e., the ones that
generally make up the bulk of the "independent variables" in a
human factors engineering experiment. For convenience, these are
all referred to in this report as "equipment" factors.
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Sources related to
subjects
factors (S) and replications (s")

Sources related to

the equipment, system, and

environment (E)

Sources related to
experimental methodology
[order of presentation (0), ;
position (P), & blocking (B)}*}

FIGURE 1. SOURCES OF VARIANCE IN HUMAN FACTORS ENGINEERING EXPERIMENTS

* .
These sources do not comprise a fourth dimension,
are confounded with the other three dimensions and/or interactions.

10

Instead, they
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Subject sources

These are sources of performance variations stemming from the
observers used in the experiment. Subject-related variances are

divided into two types:

Subject factors (S). When specific subject characteristics

are designated and included as independent variables in the ex-
perimental design, these are treated as "subject" factors. For
example, the experiment may be designed to answer such questions
as: Do pilots perform differently with a new display or control
than non-pilots? The pilot/non-pilot conditions are levels of a
subject factor. Should equipment be deéigned differently to
conpensate for age or sex differences among operators? When age

or sex differences are systematically varied, they are subject
factors. How much difference is there in operator performance on
different devices as a function of prior training? The aifferences

'in training -- if it is isolated -- is a subject factor.

Subjects as a form of replication (S§'). When no specific

subject characteristics are included as an experimental variable,
however, the assumption is made here that the effect of subjects
is considered by the experimenter to be of seconéary importance,
their presence in the experiment being a form of design replica-
tion to improve the reliability of the data.

In most experiments, if subject variability is estimated, the
results are usually presented in the ANOVA table and discussed no
further. Under these circumstances, subjects are not considered
to be a factor, an intended source of variance. Instead, theoret-~
ically they are expected to be a homogencous sample from some
population varying only incidentally in performance.

It is sometimes arqgued, however, that knowledge of subject.
variance is a measurc of individual differences and will be
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; important when the results of the esxperiment are applied to the ﬁ
*.i real-world. In practice, unfortunately, this is seldom the case;
the variance attributable to subjects is seldom a useful piece

of information. To be useful:

* The subjects in the experiment must be ;
truly representative of the population to :
which the data is to be extrapolated.

* Representativeness must be based on multiple
characteristics.

« The values of the characteristics for the
sample and population must be known.

y

These conditions seldom exist for the typical human factors

experiment. When multiple subjects are run as replications, the

chances that they are representative of the population are slight

for the following reasons:

T TR T T YT A TP T T T o s ey ” -
- s ’ R RO i et by

* The average number of subjects in these human
factors experiments run around nine, although
the population may be made up of thousands.

+ In many cases, no systematic sampling of sub-
jects is, or can be made. Those that are
available are used.

*+ When subjects have been selected, it is often
on the basis of a single label (for example,
Air Force pilot). Seldom are additional con-
siderations (such as amount of flying time,
types of aircraft flown, etc., that can cause
wide variations in performance) taken into
account,

Tt e e =
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* Quantitative descriptions of population and
e samples are seldom available making it impos-
sible to adequately identify to what subportion
of the population experimental results refer.

~

In addition, the artificiality of the experimental situation
also influences the performance of individual subjects. Part of
the variability between subjects' performance reflects the basic

12




instability of a mean score for subjects who are often still

learning how to handle the experimental situation as the study
progresses and do so at different rates. It is highly presumptive
to believe that the variance associated with the performance of a
small group of subjects used to replicate an experimental design
has much permanency or practical validity insofar as the experi-~
mental results may be applied to the real world. Thus, when
subject variability is in an experiment undimensionalized, it is
considered to be aa identifiable but relatively uninformative

source of variance.

Temporal sources

These are sources of variations associated with changes ;
occurring from trial to trial when a subject is tested on the
same experimental condition. Temporal variances are divided into

two types:

Temporal factors (T). When the investigator is specifically

interested in the effects of repeated trials on performance, the
variance associated with trials is considered to be an independent
variable, a factor. For example, if the intent of the experiment
is to find out operator learning functions while using alternative
devices, trial variances would be considered to be a "temporal"
factor. 1In vigilance studies, the detrimental effect of perform-
ing over many trials on the same condition would cause the var-

iability associated with trials to be treated as a temporal factor.

Trials as a form of replication (T'). 1In certain circum-
stances, an investigator will test the same subject on an experi-
mental condition for several trials primarily to ensure a reliable
There is no serious interest in the change in performance

measure.
from trial to trial, except for the hope that it won't be too great.

13
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At times, under these circumstances, an average performance

value over trials per condition is obtained and used in subscqucnt
data analyses to give the outward illusion of stability; at other
times, the values for multiple trials are used in the analysis to
increase the degrees of freedom and to provide an error estimate

for tests of statistical significance. 1In these cases, trials are

-not considered to be a factor.

Experiment-related sources

Some investigators introduce systematic variations into an
experiment, not to study their effects, but to control unwantegd
effects and be able to eventually isolate them from the effects of

primary interest. Those most commonly found are:

Order-of-presentation effects (0). When human subjects are

tested sequentially on a number of experimental conditions,
residual effects from a preceding condition may combine with the
effects of the condition that follows, distprting performance. To
be able to compensate for these condition-to-condition transfer
effects, which may be either positive or negative, an investigator
may systematically change the order in which the conditions are
presented to the subject. If order is varied essentially orthog-
onal to the experimental factors, its effect can be removed in the
data analysis. In experiments not concerned with transfer (or in
training research), the hope is that order of presentation has no

effect.

Position effects (Q). When the order of prescntation of

conditions to different subjects is systematically varied using

a Latin square arrangcment, threc sources of variance can be
removed from the two-dimensional matrix of performance values:
experimental conditions, order (and/or subjects), and the effect
of the position in a series of trials. Experimenters often refer

to position cffects as "trial" effects. This diffcrs from the

14




trials (T) factors described above in that position (Q) is a measure

of the variability in mean porformance from trial to trial averaged
across different combinations of subjects and cxperimental con-
ditions. The position effect might be thought of as a measure of
"learning-to-learn," or a generalized change in the adaptation to
the experimental situation independent of particular experimental

conditions or individuals.

Blocking cffects (B). The experimental conditions are divided

into groups or blocks in such a way that conditions within blocks

are more homogencus than between blocks due to the presence of

vnwanted and irrelevant sources of variance (Sinon, 1970).

Interaction effects

With the exception of position (Q) and, scmetimes,  order (O)
- effects, the above sources of variances may interact with one
another. Simple and higher order interaction effects can be
isolated as independent sources of performance variance.
L]
The following types of interactions were actually isolated
during -the analysis whenever the experimenter's-original data was

sufficient for this purpose:

T SRR L S O

Equipment variable interactions: EE, EEE, EEEE, etc
:f Equipment by subject-factor interactions: ES, EES, etc
Equipment by subject-replication interaction: ES', BES', etc
Equipment by temporal factor interaction: ET, EET, etc

;2 ? Equipment by trial-replication interaction: ET', EET', etc

pwTe

y Subject-replication by trial-replication interaction: g'p!

Equipment by subject-replication by trial-replication
} o interaction: ILS'T', BES'T', ectc

B

15




In general, the notations in this report exclude the repeated

= letters, e.g., EES' would be written ES'.

Pooled effects (P)

3 In some analyscs when certain effects can be isolated, but are
4 not, the investigator will combine, or pool, them into a single
variance. This is most commonly done with interaction effects,

but may include trials and subject effects when these sources are
considered to be replications. To complete the classification

scheme of sources of variance, this pooled category must be

included.
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1T. CHARACTERTISTICS OF THE BXPERIMENTAL PLANS

The information in this section summarizes characteristics

of the 239 experiments published in the journal, Human Factors.

) The information answers the following guestions:

‘ * How large is the experimental space
| (normalized in terms of the number
of factors and levels per factor)?

-
.

How large is the data collection effort
i (based on the total number of observa-
tions that werec made in each experiment)?

* What types of experimental designs arc used
(including considerations of the methods
for handling order of presentation and the
sources used in the denominator of tests
of statistical significance)?

R IRe

THE SIZE O THE EXPERIMENTAL SPACE

PR e

B

There is always the question of how much of the real world

| . must be simulated in an experiment in order to explain most of
the performance variability present in the task being studied.

It seems rcasonable to assume that the more characteristics of

the real world critical to the particular task being investigated

[ o

that are included in an experiment, the more generalizable the

results are likely to be. However, in the past, both real and
fantasized difficulties in collecting the large quantities of

data required for truly multifactor experiments have kept the ¥
extent of the experimental space relatively small proportionate

to the real world space that is becing simulated.

Two analyses were made to determine how large an experi-
mental space was covered in the 239 experiments included in this

analysis. Data was obtained on:
«  The number of factors in the experiments.

*  The nunber of levels per factor in the experiment.

17 | b




How many factors are studicd in each experiment? |

The independent experimental factors fall into three
categoriecs: equipment (E), temporal (7T), and subject (S).
These are the ones the expcrimenter systematically varies to
measure their ecffects on performance. In Table 3, the number

g (and proportion) of experiments containing each of these types
i is shown. Eighty percent of the experiments in this study

containcd only ecuipment factors. Fifteen percent of the experi-
ments alco included a temporal factor .and four percent included a

subject factor. In only two cases were both a subject and a

temporal factor included in experiments with eguipment factors.
In two other cases, only temporal factors and no equipment
factors were studied. That relatively few non-eguipment factors
have been included in human factors engineering experiments is
probably a residue of the fact that historically these experi-

# ments have been conducted primarily to find ways of optimizing

% performance by improving the equipmeont rather than by selecting

or training the operator.

In Figure 2, the number (and percentage) of experiments
containing from one to seven factors is shown. This information
is analyzed in two ways: ‘1) the number of equipment factors only
N in the experimen’ s, and 2) the rumber of eguipment, subject, and
.( temporal factors combined in the cxperiments. By either break-
glf down shown, more than 60 pcrcent of the experiuents investigated
o the effects of only one or two factors. Less than thrce percent

of the experiments investigated the cffects of five or more

, S factors.

#

Grouping cxperiments by the numbor of cguipment factors only.

In subscquent analyses, the experiments are usually divided into
sub-groups bascd on the number of factors in the experiment.

There is a choice of dividing thoem in teorms of only the number of

18
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equipment factors in the cxperiment or in terms of the number of
? factors from all sources (E, S, and 7T) in the experiment. Most of
the tables in this report use only the first classification

scheme. Tabuler numbers would be different, of course, when

the second classification scheme is used (primarily shifting
values from the "one-factor" category to the "({wo-factor" cate-
gory, depending, for example, on whether a temporal factor in an
experiment was not or was considercd as part of the "number of
factors" in the experiment). For most analyses, the data was
examined both ways even though only the recults of the "equipment

factors only" scheme were supplied here. Inspection of the two

sets of data provided no reasons to believe that the shift in
" numerical values would change the major conclusions that were

drawn from the data.

How many levels of each factor were measured?

The term, "levels": is used to refer to the different condi-

tions per factor on which performance is to be measured. Levels
ff‘ : may refer to conditions that are quantitatively or qualitatively
' different. When the experimental conditions of a single factor
can be ordered, they represent the levels of a quantitative factor,
and if any of a range of values can be used, they represent a
continuous quantitative factor. If only certain values can be
F used, possibly because only certain values are manufactured,
~:j these would be levels of a quantitative, discrete factor. When
;;é the experimental conditions cannot be ordercd and represent
,"? different categories of some factor, they arc considered "levels"
, of a qualitative factor. Ten', twenty', and thirty-foot recsolution i
of a display would represcnt levels of a quantitative factor;
‘ | differcent kinds of military targets (e.g., personnel, tanks,

i missilec sites) would represent levels of a qualitative factor. 1

AR M

With qualitative factors, the nunber of levels depends on

g the number of catcogories, conditions, or types of situations that
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the experimenter wishes to investigate. With quantitative
factors, theoretically, any reasonable number of levels can be
selected and the nunbers chosen detcrmine how complex a relation-
ship can be fit between the independent and dependent variables.
No careful analysis was made to determine whether the levels
considered here were qualitative or quantitative; however, a
casual examination suggested that equipmeni factors with more than

five levels were qualitative.

In this sample, in a total of twelve experiments, all but one
subject factor had two levels. The one exception had three levels.

Temporal factors had the greatest number of levels. This is
not surprising since many of these experiments were interested in
the effects of extended work periods on performance. Work periods
measured in trials which represcent the levels as units of time.
The median number of trials for the 37 examples in which the
number of temporal factors considered was five while the maximum
was 120.

The number of levels per cquipment factor was determined for
the 501 factors in all experiments, grouped according to the
number of E factors per experiment. The frequencies with which
from two to ten or morc levels pcr factor were used are shown in
Table 4. From this table it can be seen that:

'

* The median number of levels per factors decrcased
from four to two as the number of factors in an
experiment increased from one to seven.

+ Slightly more than two-thirds of the total number
of factors occurred at two or three levels.,

* Across all factors, the median number of levels
studied was thrcece.

22
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Although the median valu¢ would not change, had four experiments ]

studying four one-factor at two-levels (which had becen excluded

from the analysis) been included, the proportion of one-factor

studies at one and two levels would have risen to 48 percent.

What was the total number of measurcments made in these
- experiments?

Practical as well as scientific considcrations affect the
number of factors, levels per factor, and replications an ex-
k. perimenter uses in his experimental design. The availability of
: both time and money will generally place a limit on the total
number of measurements that can be méde. The experimenter is,
: therefore, faced with the problen of balancing and fitting the
three design components that affect the numher of total observa-
tions as best he can to optimize the information he will obtain
from the study. -

The expression "total number of measurements" as used here
refers to the total number of degrees of frecedom (plus one)
supplied in the published ANOVA tables. This operational defi-
nition, therefore, will not take into consideration the measurce- *
ments that were made and then averaged together to create the
values used ip the ANOVA tables. Some of the experiments in

which the total degreecs of freedom are few, are of this type. Nor

does this definition of total number of measurements fully encompass
situations in which a "single", summary measurcment is obtained L

over a period of time. Some examples of this type of mcasuremcnt

il e
el B xm o 4N,

are the number of words that are misunderstood while listening to

a 15-minute tapced conversation under conditions of background

noise, or the errors made while driving an automobile over a five- ,
mile course, or in the inlegrated mean squarc error during a two-

minute tracking task.

e




K

The total number of measuremnnts made in the experiments are
shown in Table 5 as a function of the number of equipment factors
studied. In general, these numbers represcnt minimum values for

the reasons cited above.

That the median number of observations increases as the number
of factors being investigated incrcases is not surprising. What
is most striking, however, are the considerable differences in
the sizes of experiments investigating the same nunber of factors
and the very large number used in some cases to study a very small

number of factors.

A rough indication of the efficiency of an experiment is
given by finding the ratio of the number of observations that were
made to the minimum number required to approximate a second degree

space with a polynomial, Taylor series expansion. This polynomial

" would contain only the mean plus all terms for the linear, quad-

ratic, and linear-by-linear interaction effects of a 3" experi-

ment. The following ratios were obtained:

Number of Factors Median Total Minimum
in Experiment Observations Required Ratio
1 72 3 24
2 180 6 30
3 192 10 19
4 768 21 37

The weighted mean of the ratios for these experiments yielded a
ratio of 26. While there are no absolute standards for evaluating
this number, it does show thalt a tremendous amount of data was
collected reclative to that which would have been necded to extract

the greatest portion of information content in the cxperiments.
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How often is the basic experimental design repeated by measuring

different subjects?

The number of replications based on subjects refers to the
nunber of times performance neasuremcnts are made on the same
experimental condition using a different subject. Since the same
or different subjects may be tested on all of the conditions of

an experimental design, the number of subject replications is not

necessarily related to the number of subjects used in the experi-
mert. For example, in a 3 x 3 factorial design that has been
replicated three times, i.e., 26 degrees of freedom in the total
design, 3, 9, or 27 subjects might have been used depending on
whether the same three subjects were tested on all of the nine
conditions; or thrce groups of three subjects were each tested
separately on a different set of three'conditions of one factor
but all of the conditions of the second factor; or 27 different
subjects were tested in sets of three, a differcnt set being

assigned to each of the experimental conditions.

In half of the 239 experiments, tﬁe basic experimental
design was replicated nine or more times using different subjects.
In 25 percent of the experiments, the basic design was replicated
12 or more times using different subjects per condition. The
maximum number of subject feplications was 64; that is to say, 64

different subjeccts were tested on each condition in the experiment.

How often is the basic experimcntal design repeated by testing
each subject with extra trials on each condition?

"Trial rcplications" refer to the number of times the same
subject madce repcated mecasurements on the same experimental con-
dition. 7Tt does not refer to multiplce trials employed to study
a tomporal factor. 1In over half of the 239 experiments, cach

subject was tested only once. In 25 percent of the experiments,

27




ecach subjoect was tested two or more times on each experimental

condition. The maximum number of trial replications was 70.

5 The trial replications reported here are those reported in
. the publishcd ANOVA tables. As cuch they probably represent a
conservalive estimate since, in some cascs, multiple trials were
-averaged to arrive at a single value for the conditions used in

the analysis of variance.

EXPERIMENTAL DESICGNS

Practically all human factors engineering experiments in

this survey used somc form of a factorial design and an analysis
of variance model.* The variations among these designs can be
convenicntly classificd -- in addition to the characteristics
already discussed -- by the way in which subjects, trials, and
RRE experimental conditions were interrelated. In addition, special
\érrangemcnts of the experimental conditions are used to offset the
effects of the order when they are presented serially to the

subjects.

; *Edginqton (1974) found a similor emphasis in seven journals

, ‘ of the American bsychological Associntion "primarily concerned

' ; with original cmpirical rescarch." From 1948 to 1972 inclusively,
he found that 91% of the articles invelved statlistical inference,
and by 1972, 71% of thosc aiticles uned analynis of vaviance.
Simple onc-way analysis of veviance techniques vere used {reguently
but 88% of the analysis of variance articles cnployed repeated-
measvres design (Wheve a subjoct was tested on more than a single
experimental condition) or factorial d - signs.

Y
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The analyses that follow provide:

g —

* The frequency with which different types of
experimental designs were used.

g

* A list of the different methods of handling

¥ order-of-presentation effects.

3

f + A list of the different "error" terms used

E in the tests of statistical significance.

b How frequently were difforent types of experimental designs used?
. Experimential designs can be conveniently classified by the
v way subjects and trials are introduced into the design relative

to the experimental conditions. Although each method used can
affect the experimental results and the intcerpretation of thosc
resﬁlts, no explanations for the choice nor a discussion of
possible implications of the choice were given in any of the

experiments.

Classifying technicues of subject deployment. Subjects can

be introduced into a design in four ways:

* Each of a group of subjects is used as his own
control and is tested on every experimental
condition. The effect due to subjects can be
removed along with the interaction among subjects
and other experimental factors. This is the
classical factorial design. (49% of the experi-
ments were of this type).

+ Each of a group of subjects is Lested across all

L; conditions of some experimental factors but not

L all of them. Variability among nubjects is the
average variability among subjects within the
saic conditions., Conversely, the relichility of

‘. differences among conditicns varied between

subjects must be tested independently of those

varied within subjects. This is the nested or

split-plot design. (28%) -
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. Different groups of subjeclts arc tested on each
experincntal condition. Neither subject vari-
ability nor the interactions between subjects
and experimental conditions can be isolated in
these designs.  Instead, the averagn variance
within groups is obteined. (17%)

« I single subject -- either the same or a differoent
individual ~- is tested on each experimental con-
dition. In several experinents whoere this

ccurred, the single mcasurmnent for each condition
was actually the performance of a crew of men
actirg as a unit.. All effects of subjects arc
totally confounded with expevimental effects.  (6%)

Clagsifving multiple-trisl des’ns. Fifty-scven percent of

the experiments testoedreach subject only once on an experimentel
condition. The

trials could be subdivided as follows:

¢« In slightly more tha» one-third of thacse experi-
ments, multiple triuls were introduced for the
purposce of studying temporal factors. (15% of the
239 experiments werc of this type).

+ Of the remaining 28% of the multiple-trial
designs, in which multiple trials were merely a
form of replication, over two-thirds were int:o-
duced seguentially. This means that when a
subject performed on an experimental condition
once, he would perform on the same condition on
the very next trial or seguence of trials. (19%)

+ In the rcmaining group cf multiple-trial designs,
repcated measures by the samc subject on the same
experimontel conditions were made pariodically,
only after other expevimental conditions had been
tested between replications of the same condi-
tion. (9%)

Table 6 shows how the designs of the 239 experiments are propor-

tipned awong Lhe four subject and two trial replication plans.
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TABLE 6. TFREQUINCY AND PLERCENTACE OF TIMES DIFILRENT
IXPERTMENTAL DESIGHNS WERE USED

\ S —— |
! NUMBER AND _ Numboer of tiuwes subjeet was tested |
E } PERCENTAGE + on cach cxperimental condition |
- IN EACH ; '
¥ l i
;) CATEGORY | MORE T1IAN ONCE ONCi: | TOVAL SUBJLCTS
3 T TN ! &
? 1 s o
E Every subject tested R ;
H | s on all conditions L 47 (20%) 63 (29% 115 (49%)
P! ;
[ i !
owd ;
] : |
i § Some subjects tested i
' “  on some conditions 1
» and other subjects g 27 (11%) 40 (17%) 67 (287)
$ tested on other ;
(9 P !
e conditions i
w i
4 !
o i
o i
© .}
‘5 Different groups of i y ‘
, ®  subjects tested on g 16 (77%) 25 (10%) 41 (17%)
@ each condition |t
3 £ |
3 Q
F S f
l 2 3
, E Single subject (or ‘
{ o group treatoed as ‘ 13 ( 5%) 3 (1%) i 16 ( 67)
t ~ individual) tested ,f |
: A on each condition 'K {
; | |
s
': QAT o LTI I T ISLAVITTTTTIoT oIl ST AT LTINS T UL DL DT e - e St
1 L :
K TOTA), TRTALS 4‘ 103 (437%) 136 (57%) : 239 (100%)
A %
X i __
i
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How w order of presentation handled in these experiments?

In some experiments, provisions were made for systematically
controlling the order in which exporimental conditions were pre-

sented to the same subjccts. When the same subject is tested

sequentially on a nuwnbey of experimental conditions, it is
necessary to do something to minimize carry-over effects from
one condition to the other. In behavioral studies, this carry-
: over effect may be a gencral learning-to-learn phenomenon or a i
2 gencral fatigue or boredom effect that develops as the study

i progresses,* or it may be a specific transfer effect in which

perforwance on one experimental condition is influenced by the

{ characteristics of experimental conditions preceding it. If these

: sequence cffects are not controlled, they become confounded with
and thereby distort the effects of interest. Three technigues
have commonly been used by behavioral scientists to reduce
order-of~-presentation effects: randomization, counterbalancing,
and procedural controls between runs. The many variations on
these basic techniques used in the experiments under review are
listed in Table 7.

L e e st s B e

In describing their experimental designs in Human Factors,

the investigators gave little justification for the particular
method selected for handling order-of-precentation cffects. None

of the investigators used a class of experimental designs that

oAbl Sl

would enable first-order transfer effects to be isolated from §
1 T main effects (Simon, 1974). Among the experimenters who were

¥ concerned enough to do something about the order-of-prescntation
effect (as shown by the way they planncd their experiments), only !

a few actually analyzed their data to remove thesc or related

R

L kg

' ‘ effects statistically.

*

There are other causes that are not subject-related, such
as drift in electronic cquipment ov slow changes in the environ-
ment or other factors that can affect performance.

s B
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SALLY, 7. METHODLS USED 1D LLNDLYE ORDEGR-
OF- PRECSTEHTATIGH SFINCTS

i
!
L J.  9he problem of order wias never e thionod in the deseriptions
1 of experiviental design and procedurces,
;o 2, 1n threoe coves, order was deterpined by the nature of the
. task rather than by the expoerinonter {(e.g., In o reconnais-
sance tash, the targuets were cuboedded in the yadar jwagery
and for a poving-aeoae presentation, the order was fixed by
: theis positions on the £ilm).
o
. 3. Some investigators' only dr"crn'twon of hew Lhuv handled
: Oldpx cffvets vas by stating they “juggled,™ "variced," or
-8 "semi-randomized” their presentation.
2 .
3 4. ¥hen a group of experimental condiiions was subaequontly

repeated in the sam2 stuldy, some invectigators “randomized®

3 the order of treatmont presentations on the first sct of
£ . trials and:

4 a. Repeated that order on uuLg<qnnnL sets of trials; or
R b. Reversed that order on subsceguent sots of trials; or
. c. Used a different randomization on subscguent scis
of trials.
;o 5. When more than one subject was tested under the scame set of
- experimental conditions, some investigators “randomized”
g the order in which the treatments were presented, and:
: a. Maintained the same "randomized” order for all
) subjects; or
b. Used a different "randowmized” order for cach sub-
7 ject; or
c. Uscd a different "rarndomized" order for groups cf
subjects.
1 6. Some investigators acknowledged that they used “restricted
Lot randomization” to determine their order of prescntation.
This meant that after some order had been determined esscon-
1 tially by cuunr., treatments that cccurred in a sequence of
3

poqntlons vhich the investicdator buelicved might create un-
wanted of’oct< were rcarvanged.

7. When the same experivental conditions were prescnted more
than once to the samo or dlfjelont subjacts, sowe inves-

ﬂ tigators pxofmlrcd Lore systematlc wmethods of delermining

H ordor of presentation. The concopt of "counterbalancing”
is frequently referred {o by this group. Courterbalancing
in these studies took sceverel formn, such as:

g a.. Scceing that cach condition occurred an equal
- 4 . nunber of times in cach position of a
scquence of trials,
3 b. Seeing thal cach condition oceurred an cqual
. nuabesr of times in every trial position and
1 for every subjccet and (with the exceplion of
< - the treatments at cach end of the series)
o ; : apprared once before and after cvery other
: . condition.
.
“ Familiav cxpimental dosigns to handle these syetomatic
! : mothode of counterbalaacing are the Latin scuare and Gracco-
i Latin sqguas e Jonians,  Ghere o intuificient information in
i i most cosen to doternino vhep the sane or dif{vyvent Latin
. .7 SgNAres wore used wilhin the name experiment,
1‘ 8. Syctematic anl vandon ordering were both uned in some

%
.
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Clussifying designs that systomatize presentation orders.

i1n some experiments, the designs included provisions for systom-
atically controlling the order in which a scquence of experimcntal
conditions were presented to the sawe subjects. Subsequently, in
the analysis, this and related effects were isolated. The designs

of these experimoents could be classified into two types in which:

+ Order of presentation was varied systematically
aind the order effect was isolated from the
effects of the experimental conditions. (1.7%
of the 239 experiments had th.s feature.)

+ Order of presentation was varied systematically
using a Latin-squarc design in such a way that
order, experimental conditions, and position
effects could be isclated (but not their inter-
actions). Of these designs, there were some
that: a) isolated both the order effects and

the sequential position effects. (3.3%)
b) Isolated only the position effects. (1.3%)

In the above situations, when only one subjcct was tested on

each order of presentation, the cffects of subjects and order
were confoundcd. When scveral subjects were tested on each order
of presentation, the effecct of order could be isolated from the

effect of subjects within orders.

When an order-of-presentation factor was included in the
experimental design but the experimenter did not isolate it
during analysis, the following types of analyses were made
instead:

+ The effect of positions was removed but the
effect of presentation order was left confounded
with other effects.

+ 7The effects of presentation order were left
confounded with the cffects of subjects.

+ The. effects of prescntation order were confounded
with interaction effccts between egquipment fac-
tors and trials, cquipment factors and subjocts,
and cquipnent factors, trials, and subjeccts -
which woere isolated.
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- In very few studics wére the results of the cffects of

: presentation orvder discussed.

What sources of variance were used in the denominator of the
tests of significance?

Tests of statistical significance are made by dividing the

variance associated with the factor of interest by a variance

which the experimenter attributes to chance. One speaks of this

chance varjance as the "error term." However, the selection of

an error term is not always a straightforward procedure in multi-

factor designs and in psychological research, seldom a chance
effect. Binder (1955) wrote: "Among thc various treatments of

;f psychological statistics one finds a good deal of confusion and

: discrepancy in the recommended procedures for selecting an error
; ‘ term in the analysis of variance. 1In all too many cases the
obtained significance or insignificance of the experimeﬁtal
results depends as much upon the particular test used as upon the

sampling data."

In Tablc 8 are listed the actual sources of variance that
were used as an "error" term in tests of significance of the
experiments analyzed in this report. No judgmeﬁt is made here as
to their correcctness. By making the particular selection, how-
ever, each experimenter markedly affected both the results and

the interpretation of his data. This was never taken into con-

sideration in any discussion of results.
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TABLE 8.

SOURCES OI' VARIANCE USED IN HUMAN FACTORS
EXPERIMENTS AS AN ESTIMATE OF ERROR VARIANCE

The next higher significant Ei X Ej was used to test Ei'

The next higher significant E, x Ej x B, was used to

test Ei X BE..

The higher order interactions (E x E etc, ).

J
were pooled

(without ever calculating their effects).

The highest E x E x ... E interaction was used.

All S'x E interactions pooled (residual).

E.
i
to test Ei x E..

X §' interaction, to test Ei; Ei X Ej %X 8 interaction

J

S' combined with §' x E interactions.

Between Ss (within groups).

Between S5 (within groups) x E interaction.

Tl
Tl
TI

TI

E

E

(within groups) % E interaction.
summed with T x E interaction.
x E interaction.

(within groups).

x 8'x T interaction.

% T' interaction summed with Ss (within groups) cffects.

Any non-statistically significant interactions pooled.

"Expected meoan square."
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III. EXPERIMENTAL RESULTS

How good were these 239 experiments? Simon (1975) proposcs

to evaluate the "goodness" of an experiment by the information it
produces. One mcthod of evaluating information is to determine
‘ what proporticn of the performancé variance is explained by the
1{ experimental variables. In this section, this measure is used to
evaluate the experiments. The experiments are also analyzed for
characteristics of the interactions that relate to assumptions
made when advanced experimental designs are used in human factors

research (Simon, 1973). l

EVALUATION CRITERION - ETA SQUARED

It was necessary to find some quantitative measurc that

could be applied across all of the experiments being studied that

would be independent of their content, yet would provide relevant

data for the evaluation process. Although many psychologists

still consider obtaining "statistically significant" experimcntal

variables as at least one indication of the goodness of the experi-

F ment (Bozarth and Roberts, 1972), that criterion is almost totally

3 ignored in this report. Hays (1966, p. 300) wrote: "It is a

; grave error to evaluate the "goodnzss" of an experiment only in
terms of the significance level of its results." Lykken (1968,

. p. 158) also noted that "statistical significance is the least

important attribute of a good experiment."

Too much has been written about the misapplication and mis-
~ intecrpretation of significant tests to discuss it here (Bakan,
{ P 1971; Kleiter, 1969; Lykken, 1968; Nunnally, 1960; Rozeboom, 1960).
As Nunnally (1960, p. G43) said: "If rejection of the null
hypothesis were the recal intention of psychological experiments,

there usually would be no need to gather data.'

A rrva e A
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For this report, the analyses of variance in the articles
reviewed were recanalyzed using another statictic, eta squarced.
The results of this reanalysis are the basizs for much of the
discussion that follows. Eta squared is a descriptive measure of
the proportion of total variance accounted for by specified com-

ponents of the experiment.

Eta squarcd is calculated by dividing the sum of squares for
the particular source of variance in question by the total sum of
squares. The proportion is a descriptive index of the strength
of the relationship between a source of variance and performance,

and is meaningful only within that particular sample.

Another measure that might have been used is omega squared.
It is an inferential measure of how much of an effect a factor
would have in the population based on the results from the experi-
mental sample (Hays, 1966, p. 547). It adjusts the estimate of
an effect on the basis of the size of the error variance and the
number of degrees of frecdom involved. There are several forms of
omega squared depending on the experimentai design used as well as
certain statistical assumptions made in developing the equation
(Vaughan and Corballis, 1969). However, for the purposes of this
report, eta squared is considcred to be the more appropriate

statistic to use because:

* It provides a direct measure of the data in each
experiment and needs to make no assumptions about
a hypothetical population. (This is not the case
with omega squared.)

*+ Since the calculation uses no error term, a
decision need not be made as to what should be
used to estimate error. Nor is it necessary
to recalculate the values used in the published
data, if the experimenter failed to use the
morc technically correct error tecrm.

TP
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Since eta squared is always equal, or greater
than, omega squarced, it provides the most op-
timistic e¢stimate of the contribution of each
source of variance. Thus, any rcsults of this
analysis are biased in favor of the experiments.

*  The measure is simplc, intuitively understand-
able, and familiar. 1lts squarc root is a
correlation between a factor and performance.
With a onc-degree-of-{recedom factor, it is a
Pearson product moment correlation. With more
than one decgree of freedom, it is a correlation
ratio, or ecta.

Eta squared can be calculated for each component of variance
that can be isolated within the experiment. Of the experiments

included in this report, only the sources already isolated by

each experimenter in his analysis of variance table were used in
this analysis. However, in order to make the results from each
experiment standardized and capable of being combined, the cate-
gories described in Data Structure in Section I of this report --
i.e., equipment, subjects, trials, ordef, and interactions --
were substituted for the real world names of the variables and
even the composition of the source the experimenters designated

as "error" was properly identified.

Interpreting eta squared, with qualifications

What distribution of eta squared would we expect in the ideal
experiment? Ordinarily E, S, T, ES, and ET as a group would be
expected to account for most of the performance variance in good
experiments. This is because these are all experimental factors
(and their interactions) and are supposed to represcent the only
conditions that the experimenter purposefully and systematically
varied. All other sources are supposed to be held constant or

introduced to offset certain unwantced experiment-induced effects.

In a human factors cngincering experiment, E and its inter-

actions would be expected to account for most of the performance
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variance attributable to the experimental factors, since the
majority of these studics are interested primarily in optimizing
performance through appropriuate eqguipment designs. When subject
and temporal factors are introduced into equipment design studies,

it is usually to detect the prescence of critical ES and ET,

S' and T' (representing replicated mecasures of performance on
the same expcrimental condition) should have véry small effects.
Subjects for replication (S') are supposcd to be a homogeneous
representation of a single population, unlike the situation in
which subjects (S) are treated as an experimental factor and
classified into sub-populations each containing one or more
specific characteristics. Similarly} when a subject is tested
repeatedly on the same condition for several trials to increase
data reliability, the effects over time (7T') are cxpected to be
negligible, unlike the case when there is interest in a change in
performance over time (T) as a result of -- for ekample -~ learning
or fatigue. The cffects of differénces in the order in which ex-~
perimental conditions are presented to subjects can be isolated
from other effects of primary interest; the O should usually be
small. Although order has been systematically varied in the same
way an experimental factor would be, its introduction into human
factors engineering experiments (as opposed to a training study)
is more of a precaution if.order proves to have a large effect.

In practice, the experimenter hopes O will be small as a result of

the care with which he planned and ran his experiment.

While experience with eta squared as a measure of experimental
guality is still low, certain intcrpretations seem reasonable.
For example, when the equipment variables in a human factors
enginecering experiment fail to account for a large proportion of
the total variance in the experiment in which subjccts and trials
are introduced for replication purposes only, the cxperimenter has
failed in some way to optimize his study. Because the valucs are

relative, a low proportion could have occurred for a number of
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rcasons, For example, the expcerimenter may not have selected a
honogencous sample of subjects and the unidentificd variables
contributing to their heterogeneity inflated the crror term. 1t
may be that the experimental faclors were in fact trivial and
accounted for little, relative to the random ervor. It may be that
in the data collection, measurement errors occurrced that inflated
the error term. It may be that the experimenter failed to isolate

known sources of variance from his error term.

Thus, when the proportion of variance accounted for by the
experimental variables is small relative to the "unexplained"
variance, it is reasonable to believe the experiment was a poor
one for one reason or another. On the other hand, if the propor-
tion of variance accounted for by the experimental variables is
large, while thisvmay indicate either a restricted experimental
design* or a well conducted experiment, it does not mean that the
experiment was necessarily a good one if the ultimate criterion

is that it must produce useful information.

This is because eta squared does not reflect how much of the
real world is represented by the experiment. Although eguipment
factors may account for a large proportion of the total performance
variance in a well conducted experiment, when the number of factors
in the laboratory experiment are either so few or so unimportant
that they represent only a small proportion of the performance
variance in that task in the real world, the cxperimental data
actually will be explaining a relatively small proporticon of the

performance variance under operational conditions.

*
An experimental design that provides no estimate of corror,

e.g., an unrcplicated factorial or fractional factorial design,
can be analyzed so that all sources of variance are accounted for
by experimental variables. This may not in fact be true, but any
crror variancce will be hidden within the other effects and non-
isolatable.
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How small is small? We may wonder how small an cta squared

might be in the experiment and still be important in the real-
world (where its relative magnitude is bound to be reduccd).
Cohen (1969) discusses this in his book on the statistical power
of tests in the behavioral sciences, pointing out how the pro-
portion of variance accounted for, and the product moment corre-
lation, are mathematically related. The proporiion of variance
accounted for e@uals the square of thc correlation. Emphasizing
that his suggestions are arbitrary, Cohen suggests that a "small"
cffect of a single variable would correlate .10 with performance
(yielding an eta sqguared of .01) which would not be perceptiblec
on the basis of casual observation. A "medium" effect, he
suggests, would correlate .30 with performance, yielding an cta
squared of .09. This effect he says "would be perceptible to the
naked eye of a reasonably sensitive observer" (p. 77)}). A "large"
effect would be defined as a correlation of .50, yielding an eta
squared of .25. However, as Cohen himself notes, he has drawn
his examples and based his levels on examples from the mental-
personality-social measurement field, i.e., the field of testing.
He writes: "One can, of course, find highér values of r in
behavioral sciences. Reliability coefficients of tests, partic-
ularly of the eqguivalecnce variety, will run generally higher.
Also, if effects in highly controlled "hard" psychology {(c.g.,
psychophysics) [and engineering psychology] are studied by means
of r's, they would frequently be distinctly higher than .50."
(p. 77-78). Of course, these are only rules of thumb for there is
no theoretical answer to the question posed at the beginning of
this paragraph. It all depends on what proportion of the total
performance variance in the real world is accounted for by the

variables in the experiments, a fact we can only learn empirically.

When an investigator intends to usce cta squared to compare the
relative effects of his variables, he should be cautious about

rejecting a variable as being "unimportant™ just because the
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proportion of variance it accounts for is small, In screening

experiments (Simon, 1973), for example, we do not screcen in oxder
to discard small-effect variables; instead, we screen so that
early in a prograem we can expend our cefforts in building a data
base, i.e., a framework to which other studies can be related,
based on the more important variables. We temporarily ignore the
small-effect variables with the intent of examining those of
interest later [ See page 57 of this report for further considera-
tions in the interpretation of small--effect variables.] The real
deterhinant of whether or not a variable is important is not
whether it is statistically significant, or cven whether its eta
squarcd is large, but whether under operational conditions the

obsexrved absolute effect has practical significancc.

"Unexplained" variances

Throughout the discussion of this analysis, refercnces will
be made to the proportion of data accounted for by the experiment
and the proportion not accounted for, or "“unexplained." The term,
unexplained, has a particular meaning that should be understood in
the context in which it is used. Here, unexplained is generally g
identified with sources of variance that were unintended and un- ‘
identified by the experimenter, who delegates them without comment
to what he labels "error." Most typical of these are the inter-
actions between subjects and trials and between subjects and/or
trials and equipirent factors when subjects and trials were treated
as replications in the experiment. This is a rather conservative
definition of "unexplained variance," since it does not include
subject and trial main effects, nor order-of-presentation cffects,
when actually their prescnce in any magnitude reflects a failurc
on the part of the expcerimenter to control these unwanted sources
of variance. To this extent, uncxplained as used here is somewhat

synonymous with "irrelevant" or "unwanted" sources of variance,

neither planned for, nor identificd by, thce experimenter.




SYMBOLOGY AMND OTHER CONSIDERATIOhﬁ\iS\TUESE ANALYSES

The symbology of E, S, T, 8', T';\Q< Q, and some ihtcractions
as described in Scction I will be used in“the discussions of the
analyses that follow. At times, I may be used to represcent any
equipient-only source of variance, wvhether fromwmain or equipment-
by-eguipment interaction effects. ES and ET are\h§ed as gencral
forms when any number of cquipment factors interact\\gxh subject
or tcnporal factors and ES', ET', and ES'T' when any ﬁ&@bcr of
cquipment factors intcract with subject ani trial roplicﬁ%icn.

N
. ~

The sources of variance for which eta squared is calcula;EQ
are those isolated and published by the investigators of each \
experiment. In each case, the generic name (2.9., B, S, T, etc.)
will be substituted for actual content names. Similarly, the
investigators' inferences of what were statistically significant
are always used (without concern for standards or wloether the

proper analysis was made).

In tables in which the proportions of 'variance are shown, a
zero proportion actually means that the value was less than one-
half of one percent. No effort was made to transform the propor-
tion data; there was no practical reason tc. The qualifications
cited in Section I apply to this data.

WHAT DC THE RESULTS OF 1HESE EXPERIMENTS REVEAL?

The following questions are answered regarding this sample

of experiments:

+ What proportion of the total performance varia-
bility in the experiment is accounted for by the
major sources of variance: ¥, $, T, ES, ET, §',
T', O,and Q?




* Do specifically seclacted subjoct characlor-
istics, or groups of presumably homogcncous
subjects used for replication, account. for
mor¢e of the performance variancoe?

*+ What proportion of total performance varia-
bility renains "uncxplained?™

+ PBow do proportions of variancces of main
effects distribute theomselves?

*+ Whet proportion of the total peorformancce
variance is cccounted {or by the main and
interaction effects? What degree polynomial
is necded to accouvnt for the functions relating
main ceffects to perforuance?

* What percentage of the effects accounting
for one percent or less of the {otal variance
in an experiment is statistically significant?

What proportion of ;xiability in perfonrs

by major source:s of variance: Lk, &, T, BS, u¥, 87, 77,76, and 07

The proportions oif variance accounted for by each of these
major sources of variance are reported in Table 9. The data is
divided into sub-groups based on the number of equipnent factors
(from one through five) in the experiments. The number of ex-
perinents on which each group was based is indicated since the
number varies from one souvrce of variance to the other (i.e., all
sources may not always be included in every experimental design
or, bccause of pooling, some sources were not individually analy-
zable). For each source and each group, tho smallest and largest
proportions of variance accounted for are specified, as well as
the amount of variance accounted for by 25, 50, and 75 percent of
the experiments in cach group. The reader is encouraged to study
Table 9 and draw his own conclusions, although the discussion

bcelow may serve as a guidce.
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1: TAPLE 9. PROPORTION OF VARTANCE ACCOUNTED I'OR
K BY ¥, S, T, ES, ET, S', T', 0, and Q
PER EXPERIMENT
Proportion of |
Lvarizuce x 100
¥, Numbor of
£ E factors Number of
3 Source of per e¢v- experi- 1
| variance  periment  ments Percentile level
Lowest \ lst Quartile Median 3rd Ouartile Highest
N ! . .
g Equipument 1 71 0 5 16 56 92 i
) 2 92 1 16 32 64 98
, 3 50 7 32 ' 44 66 99
B 4 10 32 46 68 83 94
3 5 4 37 -- 66 -- 90
Subject 1 5 0 - 4 - 9 i
[ (S) 2 1 - 1 - - -— :
¥ 3 4 - 1 -
1 4 2 - (1) - ;
3 5 0o | - - - - -
0 2 3 .- (10.5) - 18
Temporal 1 21 1 3 8 15 53
(7 2 10 1 1 2 5 38
o 3 == - - - -
E, 4 - — - —_— _—
¥ 5 0 - —-= - - -
' Equipment 1 5 0 - 3 - 4 ;
S X subject __ _— - —
1 ' factor 2 1 1
? interac- 3 4 0 _ 4 e 5
’f.; v tion 4 4 . . i L _
: !‘ (FS) 5 0 L L . _ ‘_ j
o : —
,;? : *Experiments in which any source of variance was pooled were not included :
? ! in any analysis in this table. f
{ L
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!
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Table 9 (Cont)

Proportion of
variance x 100

Number of
E factors Number of
. Source of per ex- experi-
E i variance periment  ments Percentile level
Lowes;\\lst Quartile Median 3rd Quartile Highest
;- Equipment 1 21 0o 1 3 12 19
3 X temporal
Tz factor in- - 2 10 0 0 2 4 3
5 teractions 3 - - - —_— —
4 (ET) 4 - - - -— _—
: 5 -- - -- - --
| Subjects 1 68 2 20 38 57 93
1 for rep-
3 lication 2 89 0 16 34 54 83
" 3 44 1 6 9 24 65
4 13 1 3 9 11 53
5 3 0 -- 1 -- 29
Trials 1 16 ] 3 9 72
g for rep-~
lication 2 14 0 0 2 5 17
(T") 3 - 2 - 33
4 0 - -- - -- --
5 1 - - 20 - -
; Order of 1 7 0 - 1 -— 23
presenta- — _— - -
. tion 2 1 7
" 3 6 - - 4
5 (0) 3 6 2
. 4 1 - - 3 - -
1 \v 5 0 —_— - - - [N,
-“ \
! ;
‘ ! Positions 1 7 1 - 2 - 14
: i
S @ 2 0 - - - - -
o 3 4 1 - 4 -- 11
S 4 0 - -- -- - --
5 0 - - - - -
47
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Results and comparisons across all sources. TFrom the data

in Table 9, the following observations can be made:

1. The equipment factors (E) and subjects for replication
(S') account for most of the variance, on average.
As the number of E factors in the experiment increase,
the proportion accounted for by the equipment effects
increases and by the subjects for replication decreases,
on average.

Interpretation: These numbers are relative values.
The decrease in the proportion accounted for by subjects
for replications does not necessarily mean that subjects
become less variable as more equipment factors are
introduced; instead, it is more likely that they are
maintaining a constant absolute degree of variability,
but accounting for a smaller proportion of an expanding
absolute total variance as each critical equipment
factor is added. 1In cases where S' accounts for most
of the total variance, either the équipment factors had
trivial effects or the subjects were, in fact, not
homogeneous.

} 2. Within any group, based on the number of equipment factors

studied, the proportions accounted for by the equipment
factors range from relatively little to practically all
of the total variance. In some of the experiments in
which only three or fewer equipment factors were studied,
these factors failed to account for more than an incidental
amount of the observed variations in performance. 1In all
groups, there were always some experiments that accounted

i for practically all of the observed variance.

X . Ihterpretation: In a properly conducted experiment,
essentially all of the variance should be accounted for

by only those factors that the experimenter systematically

e
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varies. Some of the published experiments were poor in
this regard, signifying that either trivial factors had
been selected for the investigation or that the data-
collection process and experimental design were inferior.
As more factors are added, however, the chances of in-

cluding more non-trivial effects increase.

On average, neither subject nor temporal factors accounted
for much of the variance in these experiments. There were
some experiments, however, where a temporal factor had a

sizeable effect on performance.

Interpretation: Whatever subject characteristics
the experimenters thought might make a difference, appar-

ently they did not in these experiments. Not surprisingly,

when an extended number of trials were included in the
experiment -- that's what a T factor is =-- performance
decrement in a vigilance study or performance increment

in a training study did occur.

Interactions between equipment and subject factors (ES)
and equipment and temporal factors (ET) were for all
practical purposes negligible, on average. There were a
few cases where conditions of the equipment factors

showed proportionately differential effects when studied
over an extended number of trials. These values are based
on a relatively small sample.

Interpretation: These interactions reflect the mag-
nitude of the main effects, suggesting that in general
they were ordinal rather than disordinal interactions.

The different sources related to changes in performance

over trials, on average, accounted for only a small pro-
portion of the variance. Yet for each source, whether it

49




4
.

LT L

was trials for replication (T') position (Q), or order
of presentation (0), there wecre some cases for each in

which the size of an effect was large.

Interpretation: 1In the case of the T' and P effects,
this suggests that some trend, such as learning or
fatigue had not been adequately controlled, and in the
case of Q and O effects, it was possible that when they
were large, these may have been due to S x E interactions
with which they were confounded.

Whigh have the larger effects on performance -- selected subject

characteristics or subjects used for replicating?

Theoretically when an experiment is replicated by running a

" number of subjects selected from a single population, there is an

implicit assumption that the subjects are homogeneous. While the
presence of "individual differences" is acknowledged, when subjects
are used as a form of replication, in theory, any variability

among subjects is primarily a chance effect. On the other hand,
when an investigator singles out specific subjec¢t characteristics
and includes them as factors in his experimental design, it is

done because he suspects that they may have a practical influence

on the performance of the task under investigation.

A comparison was made between the proportions of variance
accounted for in every experiment by S and S' where both sources
of variance occurred. 1In Table 10 the proportions of variance
for pairs of S and S' obtained in ten experiments are listed. It
is obvious that in this sample, purposefully created hetecrogeneous

groups accounted for only a miniscule proportion of the variance,

while presumably homogeneous groups of subjects accounted for an
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TABLE 10. COMPARISON OF PROPORTIONS OF VARTANCE ACCOUNTED
FOR BY S AND S' IN THE SAME EXPERIMENT

Number of factors

Subject factors

Subjects as

in experiment (S) replications
(")
1 63
4 67
o* 51
2 1 P*%
3 5 58
1
1 6
0
Legend:
Values in table
represent propor-
4 53 tion of variance
11 multiplied by 100.
Each line repre-
sents a different
.| one of ten experi-
Median 51 | mentse
Mean 1.8 36
*A zero value rcpresents a proportion less than 0.005.
**Sybject variability was pooled with other sources and not isolatable.
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exceptionally large proportion. It is apparent that investigators
in these experiments were not identifying the subject character-
istics having the largest effects on performance. When subject-
as-replications accounted for more than half the variance in an
experiment, it suggested that either the equipment factors that
had been selected were not very important, or that the subjects
were not really homogeneous. In those investigations, it would
appear that systcm performance would have been improved more
readily by emphasizing personnel selection over equipment design
(if a choice had to be made).

What proportion of the total performance variability remained

"unexplained"?

Theoretically, in an experiment, only the sources of variance

systematically introduced by the experimenter should account for

performance variability. These sources may be equipment factors

(E), subject factors (S), and temporal factors (T), and their

interactions, along with systematic variations used to compensate

for artificially created order (0O) and posifion (Q) effects. Even

when subjects (S') and trials (T') are introduced only to replicate

the design and to estimate error, realistically, if their effects \
were isolated in the experimental design we should not consider

them "unexplained" sources of variance.

Once the proportions of variance attributable to all of thcse
known sources have been isolated from the total performance var-
iance, if they are present in the experimental design, what is
left is defined iiere as the proportion of "unexplained" variance
(UV). Thus,

UV = 1 - (E+S+T+ES+ET+ST+S'+T"'+0+Q)
UV thus represents the combined effects of all left-over sources
of variance that were not specifically identified and isolated by
the investigator. Ordinarily, they are also the sources of
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variance which would be difficult to interpret meaningfully even
if they had been isolated.

An ordered distribution (from lowest to highest) was prepared
of the proportions of unexplained variance for each experiment,
broken into groups based on the number of E factors under investi-
gation. In Table 11, the lowest, median, and highest values are

noted along with those at the .90 percentile.

Too detailed an analysis and interpretation of this data

would be dangerous; however, some obvious conclusions can be drawn.

Perhaps the most startling observation to be made from Table 11 is

5 how large some of the proportions of unexplained variance are.

' For example, in at least one experiment involving three equipment
factors, more than .99 of the total performance variance remained
unexplained by any of the factors introduced into the experiment

. by the investigators. But even the median values (ranging from
.18 to .33) make one wonder what was really learned from all of
the effort that must have gone into these experiments, for it must
be remembered that these values, while not small in themselves,
did not include the proportions of variance due to S', T', O and
Q, all of which might be explainable but which provide no informa-
tion insofar as the design of a device or system is concerncd.
Thus, the proportion accounted for by the unexplained variance is
inversely related to experimenta% quality. Some experiments left
little unexplained (or unaccounted for). This may mean that the
irrelevant sources of variance were well controlled or, as
discussed earlier, this result could have been achieved artificially
by averaging out sources of variance asscciated with subjects and

subject interactions.
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TABLE 11. PROPORTION OF TOTAL VARIANCE WHICH IS "UNEXPLAINED'*

Number of E - Number of Proportion of variance x 100
factors per experiments
experiment involved Lowest Median Highest
1 71 O** 21 84
(67)***
2 93 0 22 99
(53)
3 55 0 30 97
(71)
4 13 3 - 33 52
(45)
5 4 10 18 47

*Uncxplained proportion of variance is what's left over when: [1 - I (E,S,T,
ES,ET,ST,S',T',0,Q). Thus, what's left over may contain P and all interactions
involving S' and T'. Of course, depending on the experimental design, all
sources of variance may not be present in a particular experiment.

k%A zero value represents a proportion less than 0.005.

*%**Numbers in parcntheses are the proportions at the 90th percentile.
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How do the proportions of variance of main effects in multifactor

experiments distribute themsclves?

Reference is made in the statistical literature to the
"principle of maldistribution” (Budne, 1959). This principle
states that the proportions of variance accounted for by a large
number of factors in an experiment will be distributed exponent-
ially. This is an important principle, if true, because it
suggests that for most tasks, a relatively small number of factors

will account for most of the performance variance.

' In Table 12, the proportion of variances accounted for by
each main effect in the 13 four—factor, four five—factor,.and one
seven-factor experiments are presented, ordered from largest to
smallest. While neither four nor five factors are hardly "a
large number of factors," an examination of the Eable shows
fairly clearly that, with only a few exceptions, the proportion of
variance accounted for by the main effect in a single experiment
varied considerably. In those experiments in which this was not
the case, that is, when the variability among factors was slight,
the total proportion accounted for by the equipment factors was
already relatively small.

When the proportions accounted for by each main effect are
ordered from the highest to lowest for each four-factor and five-
factor experiment and the columns are averaged, the distributions
of the mean values approxiﬁate exponential curves within the
accuracy of the limited amount of data. The purpose here is not
to verify the accuracy of the particular mathematical model, but
merely to provide what empirical evidence is available to show
that proportions are not distributed equally and that relatively
few factors seem to account for most of the variance that can be
explained by the experimental variables. This effect is even more
vividly illustrated when the interaction values are included in

the distributions.
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TABLE 12. PROPORTION OF VARIANCE ACCOUNTED FOR BY INDIVIDUAL
MAIN EFFECTS IN 4-, 5-, AND 7-FACTOR EXPERIMENTS¥*

A. Four-factor experiments

69 9

43 18

34 .24

56 6

27 15

33 10

3" 18

29 11

19 6

12 10

11 9

16 5

5 1

Mean 29.8 10.9
Median 29 10

B. Five-factor experiments

10 - 8
‘56 3
38 38
39 5
Mean 35.8 13.5
Median 38 6

C. Seven-factor experiment

6 4

(13 experiments)

OB NI B U
HONWWOOAHOONOD

wm
(%, )
(52}
[
| aid
N

(4 experiments)

3 1. 1

1 0 0

5 2 0

4 3 1
4.2 1.5 .5

o e
N

{1 experiment)

3 1 1 0 0

*
Each line represents a different experiment. Proportions
are ordered from highest to lowest. Values listed are porportions

multiplied by 100.
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2 Differentiating between small and unimportant effects. The

exponential distribution of the effects of variables provides some
clues to how their individual magnitudes might be interpreted.
Within any experiment in which a sufficiently large number of
factors is studied, a relatively few will consistently account
for most -- perhaps 70 or 80 percent -- of the performance
variance for a particular operational task. The remaining pro-
portion of variance will be accounted for by a great many sources
of variance, none of which in the experimental situation account
for very much of the variance -- possibly only a few percent. 1In

Tays ¥R 0 o o -
. -~ e e e -

understanding the effects of these remaining factors, the experi-

? % menter must distinguish those that are essentially unimportant

- though constantly present when the task is being performed and

; those that are important but occur infrequently. In an experiment

: in which the measures from many observations are being averaged,

% the effects of both types of variables may appear numerically

E equivalent. Quite obviously they are not. For any one performance,

the important but infrequent factor could totally disrupt otherwise.

typical performance. Luckily this type of factor can often be
rationally identified.

How important are higher order effects in human factors

experiments?

Considerable economy in data collection can be effected if

12

higher order effects are negligible in human factors experiments.

Simon (1973) reviewed a number of experimental designs that would
enable a very large number of factors to be studied in the experi-
ment quite economically provided it was not necessary to isolate
third order and higher interaction effects from lower order
effects. The principle in a simple one. If a main and a four-
factor interaction effect are confounded, that is, if their indi-
vidual effects cannot be isolated, and if the four-factor

o interaction effect is negligible, then the combined measure must
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actually be that of the main effect. While the better designs
test the validity of the assumption of negligible higher order
effects (and if it is not valid, more data should be taken), an
investigator will use these data-collection plans with more
confidence if he knows in advance that the likelihood of higher

order effects being important is slight.

An analysis of the 239 experiments was made to determine the
proportions of variance accounted for by the equipment interaction
effects. 1In Table 13, this data is first separated in column 1

into the order of the interactions (i.e., the number of inter-

acting equipment factors), and in column 2 by the total number of

factors in the experiment from which the data was taken. ' The

number of interactions of each particular order in an experiment

is shown in column 3, and the number of experiments available for ;
analysis in this sample is shown in column 4. The data, so
subdivided, could be examined in two ways. In the first way
(columns 5 through 9), the sum of the proportions of variance
accounted for by all interactions of the same order in an experi-
ment (column 3) was the basic unit for the analysis; in these
cases, the term "combined" was used. In the second way, the
proportions of variance for the individual interactions were

analyzed (columns 10 and 11).

From the data in Table 13, the following generalizations

can be made:

* The more factors studied in a single experiment,
the smaller the proportion of variance accounted
for by individual interactions.

s St b Oty

‘ * The higher the order of interaction, the lower
3 the proportion of variance accounted for by
that order.

X

* Four-factor interactions and higher are for all
practical purposes negligible.
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* In over 75 percent of the experiments, three-factor
interaction effects can be considered to be negli-
" gible. However, as the number of variables studied
in an experiment decrcased, some three-way
interaction effects were large enough to require
further examination.

Three-factor interactions. From Table 14, it can be seen

that when five factors were studied in an experiment, the three-
factor interaction effects were negligible. However, this is
based on the results from only four experiments. Three-factor
interaction effects also appear to be negligible for all practical
purposes in the four-factor studies. The maximum combined value
of four interactions accounted for only .11l of total variance.

Of the four interactions that were summed to make that amount,
only one accounted for more than .05 of total variance -— it
accounted for .06.

All of the experiments in which the combined three-factor
interactions accounted for more than .05 of the total variance

are listed along with some descriptive data in Table 14. This

was the case in only eight of the 72 experiments which could be .

Ty,

' analyzed for three-factor interactions; two were the combined
value of four effects. Only four of the eight accounted for more
! than ten percent of the total variance. Two (No. 4 and No. 8)

Tr#

were the combined value of four individual three~way interaction

effects of which only one of the six individual interactions

P ETRN

¥

accounted for .06 of the total variance. Two (No. 2 and No. 3}, )

2& although accounting for .18 and .16 of the total variance in

gg each experiment, were used in lieu of an error term. That means
f} that the experimenter treated these effects as if they were due to
f? pure chance, i.e., negligible. One case (No. 7) was not reliable,
4 i.e., statistically significant. The factors making up this group
Er of three-factor interactions were primarily qualitative variables;

there was only one exception (No. 4). Only one (No. 1) of these

three-factor intecractions (among those for which it could be
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determined) was of the disordinal type. A disordinal intcraction
is one in which the pecrformance at different levels of a factor
will be ordered diffcrently depending on the level of a second
factor which is operating when the performance is measured. The
others were the ordinal type of interaction, which could probably
have been climinated had a different mcasurement scale becen uscd,
or if the performance scores had been appropriately transformed.
It is of interest to note that in the worst case, that is the
case in which the three-factor interaction accounted for .19 of
the total variance, thce absolute differenc~ between the worst and
the best of the eight experimental conditions in that expcriment
was 1.44 bits/second of transmitted information from display to
control. In reaction time alone, the difference amounted to .78

parts of a second. This probably were of no practical significance.

It is apparent that a tentative assumption that threc-factor
interactions arc negligible is the most parsimonious one to make.
In very few cases it may be wrong. However if the measurement
scales arc selected from the beginning to linearize the data as
much as possible, the number of critical three-factor interactions
will be reduced. Non-negligible effects are more likely with

qualitative factors.

Cochran and Cox (1957, p. 219) suggest watching the two-factor
interactions for clues that three-factor interactions might be
important. They suggest that if the main effects and two-factor
interactions of a set of factors are large, it is likely that some
three-factor interactions might also be large, If the two-factor
interactions are small, it is less likely (but not impossible)

that the three-factor interactions are large.

Two-factor interactions. While most economical multifactor

designs are constructed so as not to ignore two-factor interactions,

it still is of interest to obtain guantitative information on how

62




Coon e il Ol

important these cffects arc likely to be. From the data in
Table 13, the following generalizations can be made about the

two-factor interaction effects:

* The more factors studiced in an experiment, the
more likely it is that an individual two-factor
; interaction will be ncgligible.

o + If 311 of the data from experiments with threce

- or nwore factors werc combined, only 36 out of

72 experiments had the combined effects of the .
two~-factor interactions in the studies account- 1
ing for more than .05 of the total variance.

‘ Only 11.3 percent of the individual two-factor

g, interactions in the studies involving three or

- more factors accounted for more than .05 of

the total variance. Only 3.2 percent of the

individual two-factor interactions in the studies

involving three or more factors accounted for

more than .10 of the total variance.

—_-——

+ Two~factor interactions, in gencral, cannot
a priori be assumed negligible.

In general, interaction effects tended to be somewhat higher

when qualitative factors were involved than- quantitative.

Higher ordex terms of the polynomial. The functions relating

quantitative factors to performance can be approximated by a
graduatced polynomial. Each term of the polynomial will represent i
a single degree ol freedom. Thus the main effect of a three-level

factor with two degrees of freedom in the analysis of variance, |
will be represcnted by two terms in the equation -- a linear and a

?" quadratic term. The interaction of two threec-level variables

A with four degrecs of freedom in the analysis of variance would he }
£ . represented by the following four terms, each with a single degree
' . of freedom, in the polynomial: |
: xixj (lincar~by-linear interaction) 2nd degree term ‘
xixj (quadratic-by=-lincar interaction) 3rd deyree term
xjx§ (lincar-by-quadratic interaction) 3rd degree term
x?xg (quadratic-by~-quadratic intecraction) 4th degree toerm ;
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The degree of the term is equal to the sum of the exponents in
the term; the order of the equation is equal to the highest
degree of any term in the equation. The majority of cconomical
multifactor designs that can be used with quantitative factors,
e.g., central composite designs (Simon, 1970), limit the data
collection to that required for a first or second degree model.
In the above example of the two-factor interaction, this would
mean that only the linear-by-linear component of the interaction
would be estimoted, and the other threce components would be

assumed negligible.

Similarly, if a factor contained five experimental levels,

its relation to performance could be reprecsented by four terms:

- of which the cubic and quartic terms would be assumed negligible.

The question is: How likely is it that these higher order effects
are really negligible?

Becausc the analysis of variance model dominated the analyses

of the experiments published in the journal, Human Factors,

between 1958 and 1972, there was little data available for check-
ing this assumption. Only nine of the 118 papers included
regression components, i.e., linear, quadratic, or cubic terms,

in their ANOVA tables. However, whenever the means of every level
of a quantitative main effect werec published, it was possible to
determine how well equations containing from first- to fifth-order
terms would fit these main cffects. An analysis was performed on
the main effects of all qguantitative variables with three, four,
five, or six levels that had accounted for .25 or more of the
total performance variance in the experiment. The results are
shown in Table 15.
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TABLE 15. PROPORTION OF VARTANCES OF MAIN EFFECTS
ACCOUNTED FOR AS A FUNCTION OF THE ORDER
* OF THE POLYNOMIAL

Nunber of Order of the Polynomial
Levels
Involved st 2nd 3rd 4th 5th

Median | Range | Median | Range | Median | Range | Median | Median

3 (20)* .96 .71-1. 1.0 -

4 (10) .76 .55-1. .98 .92-1. 1.0 -
5 (4) .97 .80-1. .99 [.95-1. 1.0 .99-1. 1.0
6 (2) .60 - .98 - 1.0 - 1.0 1.0

*Numbers in parentheses indicate the number of main effects
included in the analysis. Only main e{fects that accounted
for .25 or more of the total variance were included.

Table 15 shows the proportion of the variance of quantitative
main effects that is accounted for when represented by polynomials
of different orders. Obviously an equation of order (d - 1) will
account for all of the variance of any main effect with d levels.
For cach group of data, the median, and range from lowest to
highest proportions accounted for, are given. One can conclude
from the data in this table that for the sample iavolved, the
inclusion of higher than second-order terms in the polynomial will

account for a ncgligible proportion of the main cffects.
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What proportion of the "small effect" factors werc

statistically significant?

The statistical significance of a factor has too often been a
major criterion for eliciting concern for its effect on perform-
ance. This procedurc, however, has been subjected to criticism
since, quite often, the magnitude of an effect on the performance
has been found to be trivial. Since statistical significance

only implies thc probability that an effect might be reliable

(and being a probabhility, might be unreliable), the importance of

examining the strength of the effect of a factor is emphasized.
This was discussed carlier in this paper.

An analysis was made of all main and interactions effects (up
to and including four-factor interactibns) for all experiments
studying from one to five factors to determine what percent of the
effects accounted for .01 or less of the variance in the experi-

ment and what percent of these were statistically significant.

In Table 16-A, the percentage of effects in each group
accounting for one percent or less of the variance is shown. The
total number of effects in each group on which each percentage is
based is shown in parentheses. In general, the percentage of
effects accounting for one percent or less of the experimental
variance increases as the number of equipment factors in the
experiment increases. A similar increase appears in the percentage
of one-perccnt effects as the order of the effect incrcases;
however, interactions appear to increasc at a more rapid rate than
the main effect in this regard. This "increase" mcans that more

effects arc bhecoming more negligible.

In Table 16-B, the percentage of only the effects accounting
for one percent of the variance or less in each group that was

statistically significant is shown. 1In this case, as the number

L L L X )
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TABLE 16-A. PERCENTAGE OFF ALL EFFECTS ACCOUNTING FOR
ONE PERCENT OR LLESS OF THE TOTAL VARIANCE
I }‘};‘,_‘\_CENTAG}; Sources of variance
Main 2F1% 3F1 4T1
XY
1 8 (71)%=*
- v
“w ol 2 24 (186) 39 (93)
z § :ng 3 30 (165) 54 (165) 47 (55)
R
JZS% 5_; 4 23 (52) 60 (78) 65 (52) 69  (13)
20w e 5 35 (20) 92 (40) 98  (40) 100 (20)
TABLE 16-B, PERCENTAGE OF EFFLCTS IN TABLE 16-A THAT
WERE STATISTICALLY SIGNIFICANT
’ [ PERCENTACE Sources of variance
Main 2FI 3F1L . 4FY
1 \0 (6)*%
) -
“ v gcé 2 13  (45) 8 (36)
b ‘é‘g% 3 12 (49) 17 (90) ) 12 (26)
Qb9 4 25 (12) 29 (47) 26  (34) 22 (9)
2 8w 8 5 71 (7) 24 (37) 15 (39) 10 (20)
TABLE 16~C, PLERCENTAGE OF ALL EFFECTS TIAT WERE STATISTICALLY
SICGNIFICANT BUT ACCOUNTED FOR ONE PERCENT OR LESS
OF THE TOTAL VARIANCE [TABLE 16-A x TARLE 16-B)
PLERCENTAGE . . .
Sources of variance
' Main 2F1 3F1 4T1
1 0 (71)%%
~
“ ag 2 3 (186) 3 (93)
2 [&
y ua E 3 4 (165) 9 (165) 6 (55)
n o
»:g,‘; be :-’.lo 6 (52) 18 (78) 17 (52) 15 (13)
IR
Z o o5 25 (20) 22 (40) 15 (40) 10 (20)
i3
i *F1 ctands for "factor interaction'.
2: **Numbers in parentheses indicate total number of c¢ffects in cach catepory,




of cxperimental factors in an experiment increasces, the more likely
a onc-pcrcent or less effect is statistically significant. This
increase in reliability could be accounted for by the larger

number of degrecs of freedom generally found in the error terms

of the larger expcriments. On the other hand, the higher the

order of the effect, the less chance that a onc-percent or smallervr

cffect will be significant.

Finally, in Table 16~C, (which is the product of Tables 1l6~A
and 16-B) the perccntage of all effects in all of the experiments
that account for onc-percent or less of the variance and are
statistically significant is shown. For all effects combined,
whether main oxr interaction, 18 percent are of this type.* As the
number of equipment factors in an experiment increases so does the
probability that onc percent or less effects will be statistically
significant. Intcractions accounting for one percent of the
variance or less also have a higher chance of being statistically

significant than main effects accounting for one percent or less

of the total variance. With the same error term, interactions
have the edge on "significance" over main effects since they gen-
erally provide more degrees of freedom in the numerator of the
F-ratio.

* .

In this same sample, 28 percent of the effects accounting
for four percent or less of the variance are statistically
significant.
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SECTION IV. RESBEARCH APPLICATION SURVEY

Two hundred thirty nine c¢xperiments reported in 118 papers
published over a l4-year period have been desceribed and evaluated.
On the whole, in these experiments, much more data was collected
than was needcd to supply the limited amount of information that
was obtainad. Good, bad, or indiffcrent, however, this work is
characteristic of that being produced by human factors engincers
in universities, industry, private institutions, and government
(including the\Tilitary) laboratories. Whatcver their intermediate

goals, dircctly

or indirectly these investigators performed their
experiments to obtain information that would be used to optimize
equipment, systems, and environments and ultimately improve man-

machine performance.

A lot of time, a lot of effort, and a lot of money have
gone into this research. Just how effective has it been? To what
extent have the results of these experiments actually improved the
pexrformance of an operational man-machine system? To obtain
answers and information on these questions, the investigators were
surveyed.

SURVEY RESPONDENTS

The qucstionnaire shown in Table 17 was sent to as many of tho
authors of the 118 papers for whom it was possible to find addresses.
However, no addresscs for the authors of 15 papers could be found.
The questionnaire was sent to at least one author of the remaining
103 papers. Compleied questionnaires were retuirned by 114 authors
of 94 of the papers. The authors-to-papcrs distribution among the
respondents was: 76 papers, onc author each; 16 papers, two
authors cach; two papers, thrce authors each. Thus, 91 percent of
those guericed respouded. Of all the papers that were analyzed,.

84 percent were represented in this applications survey; 19 percent

of them were represcnted more than once.
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TABLE 17

QUESTIONNALIE ON TiE APPLICATION OF DATA FROM HUMAN FACTORS ENGINEERING EXPERIMENTS

Picase wnswer the folluwing questions

endatiei:

Cheelt the appropriate answer(s) in the space providaed.

(94 studies)

back of tiis sheet or use aaditional pages,

Your prompi reply would be greatly appreciated.

Please return this questionnaire before 15 N

v

5 concerning your experiment published in the journal, Humun Factors,

If you would care to comment about any item, usc the

ovember 1675 to

Caarles V. suvon, Bidg, 6, MSD-120, Hughes Airveraft Company, Acrospace Group, Culver Cily, Caiiioraia

90250, Thank You.
R e e G e W P ey G G e e e Gm e s B sa R e e e e an e LAl TR R LR R R e R L R o e ] LR R NN N %
| I
1. Who originally reguesied (by posing ihe question to & The experimenter himself a7 o)1
be answered) that this experiment be conductea? . L L
b, Someone within the organization
) that employed the experimenter
N = §2 b(17)
o L/ .
AQ 66% c. A custormer outside of the experi-
menter's organization c{ 7)9
2. What kind of answers was the experiment intended a}; Answers relevant to the design of
to supply? a specific system (at least) a(,2)10
N = 900 b, Answers having; only general
AQ = 227 applicability bG8
3. Did the results of the experimoent dircctly a. Yes (Which? ) aB1)i2
influen e design of a real system? .
. iniluence “[f} ¢ sg;)‘ of d/i(‘))ai ’é()tj'(?n b. No or don't know b{0)13
4. [ there were any measarabic benefils 10 a real a. No known mecasurable beaefits a(51)14,
system, what weve they? (Movxe th e -
b?: chgé’xed‘; vere they @ c than one may b. Reduced cost of building or operat-
N = 78 ing system b( 4):5
AQ = 61Y% ¢. Resulted in saving life and/or
property c( 3)16
d. Enhanced system performance
(time, error, cte.) d:3)17
5. Wil do you estimatc the total cost of this experiment  a, § 30,000 or less a(87)18
to be? N = 89 b. Between $30, 000 and $ 60, 000 b(12)19
AQ = 227 ¢. Between $60, 000 and § 99, 000 c{ 1)20
d. $ 90,000 or more da( 0)21
6. Wcie any experiments performed specifically as a a. Yes a(37)22
folicw-up to this one? N = §6 AQ = 447 b. No ~ J_)(fﬁ_)_?g
I "yes", why? (More than one may be checked.) a. To clarify questions arising {rom
. he first stud a(18)24
N = 30 of the 32 answering "yes" the first study a8)
b. To add {o the information obtained
in the {irst study b(72)25
If more infosination vins oblained in a foliow-up .\__hz;u“\;d m‘i-g—inbﬁl-study but ch;w,od
study, how was this done? experimental space a( 5)2¢
= T Gward TN b, Examincdsome old and some new
N 28 of the 2,)”nn.,\‘(\r1 np Myest variablos b®2)21
and also "to add informat fon" ’
¢. Examined only new variables c(1 320
7, I reirospect, would you have done yours experiment a Yos a(22)2%
dificrently weee you 1o repeat it today? b, No ll)b('/s‘.).':o
W yes”, briviiy inddcate way ind how, - 7-

N = 89 70
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RESULTS

Responses to the questionnaire were analyzed in terms of the
number of papcrs (studies) rather than the number of authors.
Consegucently, in summarizing the answers to cach question in thic
report, two groups of data are available for each quecstion: ong,
the data based on those papers in which every author (be it one or
more) agreed on the answer to the guaestion; two, the data based on
those papers in which all authors of a paper did not agree on the
answer to the question. Since the basis Zor tabulation is the
paper, not authors, and sincc only 18 of the papers had multiple

authors, at most only 18 disagreements were possible.

Some of the results of the survey are summarized on the
questicnnaire in Table 17. For each question, values for N and
AQ arc given. N equals the number of papers in which therc was
internal agreement among the authors of each paper for the answver
of thet guestion. AQ represents an ambiguity gquotient for each
question, or the percentage of the 18 multiple-author papers
wherein the responding authors of the same paper failed to agrec
on the answer. The higher the percentage, the more ambiguous the
question is considered to be. The values in parenthescs at
the right of each answer are the percentages of the N papers that
answercd the question with that particular answer. When the
questions were ordered from least to highest AQ percentage, the
least 10 most ambiguous questions were:

2 and 5; 7; 3; 6a; 4; 1 and 6b; 6c¢C.

DISCUSS10N

Comments made by the respondents to qualify their answers
provided clucs in some cases as to why multiple authors did not
agree. These conwents were consolidated and arce reported for each
question. Conclusions are drawn from this data and interpreted

and discussed.
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No attowpt was madce to use inferential statistics on the
data. It would be dangerous to overinterpret the information
from this quostionnaire, i.e., to seek information to a depth or
prceccision thut isn't there. f“fhe questionnaire represents a
quick and inexpensive means of finding out what the investigators
knew and thoudht about their own studies. Their responses,
therefore, were examined primorily for gross generalities, the

discovery of which made statistical treatments unwarranted.

Question 1. VWho originally requested (by posing the guestion to

be answercd) that this experiment be conducted?

Number of papers in which all authors
agrecd on the answer . .« ¢ . v « 4 « « + « « o « « » . 82

76% indicatcd that "the experimenter himself"
posed the question.

17% indicated that the qgucsticn was posed by

“someonc within the¢ organization that

employed the experimenter.”

indicated that the question was posed by

"a customer outside the expcrimenter's

organizaetion."

~J
o°

Number of papers in which authors disagrced
on the answer .« . .+ « ¢ ¢ 4 ¢ o+ o + e s e s e e e o« . 12

(662 ambiguity, based on 18 possible articles
with multiple authors.)
Some respondoents qualified their answers with comments,
reflecting possible reasons why disagreements occurrcd.
S

These can be summarized into the following types:

+ Junior authors intcvpreted the word "experimenter"
to mean themselves alone and thercfore indicated
that somcone other than the "experimonter” (thom-
sclves) orviginated the problem, wiaen in fact the
senior author did.




Qucstion 2. What kind of answers was ihe experiment intended

* Junior authors rcally didun't know whio
originated the problem.

+ On at least three studices, there was collabor-
ation botween the euxperimenter and thoe custoner
“in posaing the question.

+ M"Posing a queostion” wes intoerpreted by sone to
mean dofining the specific variabloes to be
investigated rathor thoen raising the general
gquestion to be answered by the cxperiment,

+ It was dAifficult to decide whalt constituted
the "erperimenter's organizetion," e.qg., a
department, division, or company.

There i little qguestion that the majority of the in-
vestigators believed thatl they originally proposed the
studics included in this survey. 7The extent to which these
proposals may have been tempered by outside interests and
requests for proposals cannot be judged. But since a great
many of the studics were supported outside the agency that
performed the experiments, from the investigator's view-
point it seews he at least believed that he proposed, and

the contracting agency disposed.

to supply?

which all authors

Number of papers in
WEY 4 4 e e e e e e s e e e e s o. 4 90

agreed on the aus

422 indicetced that “answers were to be relevant
to thce design of a specific system
(at lcasti)."

580 diadicuted that they sought "answers having
only general applicability.”

Numbor of papers in which authors disagrecd
on the answer o v b v 0w e e h e e e e e e e e e e

(225 ambiguity, based on 18 possible.)
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The comuents made to this gquestion suggest that somo
disagrcements among wultiple authors may have arisen for the

following reason:

*  VWhen experinental results were relevant to a
i specitfic cluss of systenms, such as air doiense
systems, intelligence systems, auvtomobiles in
general, production linegs, but not to a specific
systoem, somt respondconts considercd thic as
being relevant to a specific system (while
others did not).

The ancwers were split approximatcly in half betwecn
those who bhelieved their experiments were planned to answer
questions relevant to specific systems, at lcast, particularly

if "systems" could be interpreted as "systems of a certain

class," and those that were planned to supply answers with
general applicability. TFrom the teuor of meny commaents,
those who did studies to obtain answers of general applica-
bility belicved the information that they generated would be
relevant to specific systemg if anyonc cared to use it. The

| real differcnce affecting the selection of one answer or the
other appcared to be whether or not a particular application
for the data had been anticipated while the study was being

planned.

; This question and the altcernative answerc gencrated some

relatively heated comments. The phrase, "having only gencral

' applicability," and particularly the word "only" in the
'

second answer was interpreted as being judgmental., For ex-~

ample, respondents made such commenvs as: “"Is it bad for an
experinent to have only gencral applicability?” and "'Only'
is a biasing word." Converscly, in spite of the presence of
the words "at lcast" gualifying the first answer (that the ?

- results were applicable to specific systems), scveral ros-

pondents wanted to check both answers to show that these

results had genceral applicability as woll.




t
i
'
i

hActually, as the alternatives were written, answering
that results were applicable to "a specific gystem (at least) "
did not deny theilr geneval applicability, while saying
that they had "oanly general applicability” did not
evaluute the desirability of the rescarch, but merely indi-
cated that the study had becen planned without a particular

system in mind.

That this question aud its alternative ansvers produced
the kinds of comments they did, attributing wotives to the
wording of the gucstionnaire that were net there, neither in
fact nor in intention, suggested that for some human factors

investigators this is a sensitive issue. The comments of

f

several respondents who took the tiune {0 express their ideas
4

&}

on this matter in some detail are quoted below and commente

upon. One respondent wroteo:

1 think you miss the point in your cnalysis
of the experiments. Experiments are alwmost always
science not engincering. Rarely is there time
during design to do experiments. If experiments
are done, thcy usually are too specifiic to be
"publishable". Rescaich from a university is
rarely "applied scicnce" much less "design" or
"developrment". Only in inductry would you find
research "to improve the opcration of a man
machine gystem." If you arc interested in finding
research devoted "to improve the operation of a
man machine systen" you should look in an engi-
neering oricented journal such as hpplied Frgonomid

T T T Smp— C“q !

or better yet, company and govt. technical reports.

£

The comment seems to suggest that human factors experi-
ments arc conducted in the university, but that they are not
"applicd scicnce" nor intended to improve the operation of
man-machine systems, and conversely, that oxperiments for
this purpose, if conducted in the industvial environuent,
are too spcecific (duc to ine and other constraints) 1o be

publisheble.  0Of course, neither stoltowent 1s true.
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There are any number of universities today doing rosecarch
which is intendod to aid in the design of man-machine systoms,
In foct, relevaney in this regard is almost & necessity if
one hopes to ygyot governmental svupport. It is when the aca-
Gemdciuns or any coxperimenter forgets that while it is his
inalicnable right (as long ss he is supporting his own work)
and ¢ plcecasant thing to do his exuporiment any way he wishes,
our sieius as a profession depends ultimatcely on being able
to show that we can collect infovrmation thuat will hclp some-

one make a decision or solve a problem. IHunan behavior isg

"real world" and, except in sc.c rare circumstances, should

be studied involving tasks with the complexity of the recal-
world counterparts. No elahorate cuperimental design or cxotic
statistical analysis will suffice . to justify the existcnce

of any research program -- basic or applied -- unless it pro-
duces information previcusiy unknown and ultimately useful.

The oversimplified tasks, so often used in what is crroncously
labelcd "basic" research, have nob and will not produce this

kind of data. -University resecarch nced not he criticized

becausc it has no immediate application, but only when it may

nevey have an apjplication. As such, it is not basic, which

means that it could be uvsed to angwer many problems, but is ‘

irrelevant to any real world problemn.

That relatively few of the human factors experiments
perfoincd by engincering organizations tcday have enough
generality to e published is probebly a true assessmont of
the situation. A second respondent made a similar point about

Armed Iorces rescarch which "is typically sc designed that it

only applicg to the system for which it was done -- and hence ;
never geots published in any gencral literature if at alt.” i
) . C s Lo . H
Dut this criticicsm of industrial rescarch wos not always so. :
. . . i

Not too many yeavs ago, industry svpported "boesic" rescarch in ‘
i

)

1
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the desian of a real systom?

which all authors
ANSWEY v v v e e e e e e e
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697 said "no" or "dou'l knael® Ten poveent of the
69% specifically indicaied that their answoer
wis "don't Lpow."

Numbor of paycrs in which authers disagrend
on 1he ansviel o L . 0 0 e e e e e e e e e e e e e

(22¢ ambiguily, basced on 18 posszible.)

Sone reupondents gualified their answers with the followv-
ing kKinds of comrvnts.  Some of these may oxplain the disa-
greerants in the aunswers given on papers with multiple

authorship:

+  Junicr invoestigators may not have been appriscd
of whoere the results were epplied.

+  Sowe invectigators stated that alibouch appli-

caticn hed been the original intention, they
did nct know if the results were ever used.

«  Some sitated that the ctudy was done in support
of a real system but that they were never
applicd becanse the system hed not yet been
doveloped, that the project haed bheen canceled,
or thot the study had been done in support of
a proposal that did not result in o contract.

* In one case, while the rcsults favoring a
particular sysicri was defiuitive, the system
was not changed accordingly boecause o do so
would have creatod "administrative problems."

*  Some invegtigators, answering cithor question,
stated that they didn't really know if their
results were cver appliaed but that systems had
appeaied subgsequanlly thial were onerated
diffcrently from the methods proposced by the
experimental results,

Though studics were perfornsd with the intention of 3

applying the results to real man-wachine syctems, for a

varicty of rcasons the results of only o minority of th

P R

C
studics were actually known 1o be epplicd.  9his suggoests,
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at worst, that in spite of the time, effort, and monoey

involved in producing a study, its results are not used.

AL best, it suqggests that if results are uscd, this fact is
not often fod back to the investigetors. In this regaxd, the
survey 3is limitcd in that it provides no information on the
numbeyr of persons who may seek (and f£find) answers to their
design problems from the results of the experiments publiched
in the Lumap Faclors Jjournal. Investigators are not always
awarce of this although one respondent wrote thal the reauest
for reprints of his paper suggested others may have us:d the

data. On the other hand, another respondent wrote:

In answer to your lctter, the experimeont was
fun anrd we lecorned @ fow things. The customer's
interest flaggced and funds dinappeared.  You arce
the first one to indicaie that he has zs much as
read the title of the article, and I doubt if
anyone in ilic governmental orgyanization that
sponsored the study even knows about our report.

Certainly one &dspect of secing that rescarch results ave
applied is in getting the information to those who neccd it.
Merely publishing the results in a company report or in a
professional journal is no guarantce that the person who

could or would use it will cver scc it.

Question 4. If there werce any measurable benefits to a real system,

what were thoy? (@pre than onc answer may bhe phcgkgg;)

Number of papers in which all authors

agrecd on the answelr .« o o v v o 4 4 s e e s e 4 e . . 718%

* 1 ‘. . ;- [ B a3 < - c
The aulhor (¢) of five others gave no answers at all.
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51% statad there were "no known measurable
benefita.”
4% stated that they "reducced cost of building
or opcrating system."
3% statced that they "resulted in saving life
and/or property.”
437 statced that they "enhanced system porformance.”

Numboer of papers in which auvthors disagreed
on the auswelr o o . v v v v v e e e e e e e e e .. 1

(61% ambiguity, based on 18 possible.)

Multiple answers were permittcd to this questicn. How-
ever, in ten of the 11 papers in which multiple authors did
not ayree on which answér was correct, answers were dividcd
between the first alternative that stated there were no known
measurable benefits or one of the other alternatives that
indicated there was a benefit.

Some respondents qualified their answers with the
following kinds of comments, which may help explain some of
the disagrecments in answers given on papers with multiple

authors:

+ Benefits could not be measured since experimental
results were applied to systems nol yet operational.

+ Results enabled an "estimation" to be made of an
improvement but no test of a real system was
possible.

+ Although the solution was fcund to enhance system
performance in the experiment, it was never usced
since its implementation would have actually
increased system cost.
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While the results from more studies were believed {o
have enhanced system performence rather than to have reduced
costs or to help save lives, thesc bencefits are not neces-
éarily independent nor antagonistic. Equipment designed to
make performance less error-prone can save lives.  Good
research should find ways of redesigning a system to enhance

performance at no increase in cost.

There are indications that in spite of the way the

qguestion was wordoed, some respondents were only indicating
that results would be beneficial if used. Respondents would
refer to the "potential" benefits of their results, or that
the results "would have helped" but the author didn't know
if they did, or that the system "would be" improved if the
results were used. In one case, the comment was made that
system benefits did not derive directly from the results of
the experiment but from the method developed for the study,

which was then applied to the study of other problems.

There waé a fairly even split between the papers that
were nct known to have prévided measurable benefits and those
that investigators believed did result in measurable benefits.
However, from the answers to other questions and the comments
made on this one, there is reason to suspect that many of the
"measurable benefits" may ncver have been made on operational
systems but were assumed, inferred, or extrapolated from the
experimental results. Furthermore, since operational systems
are generally built only one way, in many cascs no comparison
data would be possible to arrive at an absolute measure of
benefit for the single system nor absolute trade-off values

between proposed solutions and costs.
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Question 5. ngt,90~399 cstimate the total cost of this

expoeriment to be?

Nunbor of papers in which all authors agreed
on the answer o . o v vt v v e v e e e e w4 e . . 89%

i 87% indicated the cost to be "330,000 or less."
12% indicated the coslt to be "between
$30,000 and $60,000."
1% indicated the cost to he "between $60,000
and $¢0,000."

Number of poawers in which authors disagreed
?,i ONn the answer . v ¢ v 4 v o ¢ 4 e e e e a e e e e e 4

(22% ambiguity, based on 18 possible.)
In the cases where multiple authors disagreed on the
cost of the study, the differences were between adjoining L

alternatives,

On the whole, thc experiments published in Human Factors

that were included in this study cost less than $30,000.
Because the questionnaire was not sufficiently sensitive at
the lower end of the scale, we can't know how much less it
may have cost; a number of respondents who checked that
» answer also indicated that the amount was one, two, or three
1 thousand dollars. One estimated the cost to be $100," but

one must assume that this didn't include an investigator's

~

salary, at least. On the other hand, the one study that was
estinmated to cost between $60,000 and $90,000 was actually a

.y Sk

thecis being done by a student who included in his estimate

- W, Fe

what the time of 1,000 graduate students used as subjects
; P might cost. Obviously, the basis on which these costs werc

{:' ﬂ estimated varicd considerably for differeut persons.

*
The author(s) of one other gave no answer.
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While $30,000 is a lot of money from onc point of vicow,

in today's markoeiplace, particularly outside the educational

institution, it doos not buy a great deal after overhecad and

administrative costs have been removed. If the amount in-

cludes not only the salaries of those who conduct or partici-

] pate in the experiment, but also the cost of eguipment, then
on the whole the experiments included in this survey were

. not particularly expcnsive.

However, mere dollar value is not sufficient to judge

whether a study is expensive or not. The dollar costs must
be traded against the degree to which the experiments
provided the necessary answers, and whether those answers or

more complete answoers could be obtained for less money.

Investigators seldom use these latter criteria to evaluate

their rescarch, yet cither directly or indirectly the

customer does. The earlier scctions of this report have

to collect too much

for the effort. Ex-

already shown that there is a tendency
data and to get too little information
answers 1o guestions

periments, to be of value, must supply

that have been asked, or will be asked, and to do so as
inexpensively as possible. Statistical criteria must be
traded against pragmatic and cconomic criteria when evaluating
research effectiveness.

Question 6-a. Were any experiments performced specifically

s follow-up to this one?

Number of papers in which all authors agreced

¥ ’ On the answer .« v . v v v v 4 4 s 4 e 4 4 e e e . . . B6
g 37% said "yes."

* 63% said "no."

Number of papers in which authors disagrced
on the answer o . . . . . . . . .

s

é (44 ambiguity, baucd on 18 possible.)
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Some respondents, explaining why therve were no follow-
ups to their experiment, said the published article included
the entire scries. Some said it was at the end of a series.
No comments coxplainod the fow disagreemcnts among authors,
although comuents to enilicer questions suggested that junior
authors were not always aware of what was happening outside

the conduct of study in which they participated.

Question 6-b., If follow-up ggperimcntg_yerc performed, why?

Number of papers (of the 32 answering "yes" to 6-a)
in which authors agreed . . . . . . . « « « « « « « .« . 30
7% said "to clarify questions arising from
the first study."”
70% said "to add to the information obtained
in the first study."
23% marked hoth answers. (Multiple answers
were allowed).

Number of papers in which auvthors disagreed
on the answer . . . ¢« +« v ¢ & v v v e e e e e e e e e . 2

Multiple answers were allowed, so the disagrecments
between two groups of authors were incidental. In each caseo,
one author indicated both answers were true and the other

indicated only one answer was true.

follne—-up, how was this done?

Number of papers (out of 29 who answered "yes" on 6-a

and also "add information" on 6-b) in which all authors

agrecd ON aNSWOL « « ¢ o o 4« 4+ .+ e 4 4 e « + o s o « . 28

4% said they "repcated original study but
changed the experimental gpace.”

85% said they "examined some old and some
new variablcea."

11% said they "exawined only now variables."
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Numbcy of papers in which authors
on the answer . .

disagreed

. . ) . . . . . - . . - . - . . - 3

. .

In the one case in which the
ounc said the follow-up study investigatced only
new variables while others said it had investi-
gatced both old and new variabhles.

avthors disagreed,

There were no follow-up studies for the majority of the
experinents. Except for the few cases in which the experi-

ment the end of a series (or when the entire series was

wWars

published in the paper), no comments Tor this were given.
When follow-up studies were done, they were primarily to
add to the information obtained in the first by repeating
some o0ld and adding some new variables.
secm warrantoed: in view of the

T™wo observations First,

limited size and degree of inconclusiveness (of most of these
studies as described in earlier sections of this report), it ?

is difficult to imsgine that an extension of the work might

T

not have proved informative.

The "one-shot" experiment has become a sign of the times B
~- a school project, a PhD. dissertation, a government

contract, a one-experiment publication -- generally to be

finished in an academic semester or a fiscal year without
regard for the scope of the problem or the reguiremcuts for
answering a question. Sccond, those that did the extra
studies might have considered a morc effective and cfficient
approach from the beginning. Since most of the studies
examined only three or foewer factors in their first study,
1973)

These designs

applications of ecconomical multifactor designs (Simon,
can save time and money in the first place.

enable the experimenter to first detcrmine the most inportant

factors out of 15 or more and then study in depth the most

seven.,

important six or
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: Question 7. In rotrospect, would you have done your experianont

differently were you fo repceat it today, and if ro,

why and how?

t

8 Number of papers in which all authors agrecd

o on the answar o . v v 4 v v v e e e e e e e e e e . . 89
Fi

229 said "yos."

N 76% weid "nol"

A Nember of papers in which authors disagreed

- on the answer o o o ¢ L 0 0 0 v v e h e e e e e e e oo 5

(27¢ ambiguity, based on 18 possible.)

The kinds of changes mentioned by those who would have
done their experiments differently (in retrospect) fell into
the following catcgories:

w
Predictor variables:
«  Would cxpand the range of ecach variable
+ Would intreduce new variables
+ Would better define their variables (if
given the time to do pre-tests)
Dependent variable:
« Would add additional tasks
3 Experimental design:
» «  Would improve experimental decign
b « Would use wore econonmical designs (such
" as fractional factorials) to reduce
A thiec data collection
o .
;Q Subject sample:
ks .  araer o
4 ¢« Would uvsc a larger sample
{ ¢ Would urne smaller gvoups but more
sid replications
S ¢« Would draw from a different subject
- population (c.q., usce non-students)
"
CIIR
!4
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Equipment :

* Would use better, more modern, and more
sophisticated equipment (ec.g.,
computers, better light source, etc.)

Administration:

* Would have closer cooperation with those
interested in the experimental problem

The majority of experimenters said they were satisfied
with the way they had done this research. A few however
gualified this by saying that that was so if they had to
repeat it "under the same circumstances." Another expressed
satisfaction with what they had done "as far as it went,"
since it was done in support of a proposal. One respondent
stated: "One always would perform an experiment more effec-
tively once experience has been obtained," but it would seem
that the greater number of experimenters in this sample did
not necessarily agree. In fact, if' one examines the quality
of information that has been produced over the past 14 vears
by these studies, there is little indication that we profited
much from that experience, since there has been little change
in the methods of collecting such information over this
extensive period.

The question had been posed to test the investigator's
evaluation of his own methods. One respondent, however, sug-
gested that in retrospect there were things other than method
that might have been different. In answer to whether or not
he'd do the study differently, the investigator wrote: "Yes
and no, The experiment was OK for the problems stated, but
was too expensive [Note: It was less than $30,000]) for the
results achieved. The same problem could be replicated with

a good . . . simulator at lecss cost -- and with probably the

87 ‘
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same or worsce indicative (sic.) results. What is needed is
better problem definition, more pilot studies and then some
good, controlled experiments, but what is probably even morc
necded is recognition of, and experiment with, more signifi-

cant problems."
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V. SUMMARY AND CONCLUSIONS

Two hundred thirty-nine expcriments published in Jluman
Factors during the period from 1958 to 1972 were analyzed for the
' purpose of discovering the charactceristics of their cxperimental
2 plans, the character and quality of their results, and the degree ~i

to which these results had been applied to real systems.
SUMMARY

The following summarizes the major findings regarding this

particular sample.

Regarding characteristics of design and methodology, the i

typical experiment:

+ Used an ANOVA model for both its design andg
dnalysis. :

+ Used some form of a factorial design, most
commonly with each subject being tested on
every experimental condition (49%) or 4if-
ferent groups on different sets of condi-
tions (28%).

+ Investigated the effects of two, and seldom (<10%)
y more than three, equipment factors.

« Infrequently (20% of the experiments) sys-
tematically studied a subject or a temporal
factor along with equipment factors.

Exanined three levels of each factor, on
average.

- . .
JEFIPIVE Y S
L ]

» Used nine, presumably homogeneous, subjects
to replicate the entire basic design.

P e

22

i + Infrequently (25% of the experiments) tested
: the same subjects on the same experimental

| condit:ions more than once merely to replicate
5 , the basic design.

+ Made, on average, approximately 26 times more
obscrvations per experiment than were nceded
to approximate a. second-order space.
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« Showed concern for sequence effects by testing
experimental conditions in a systematic or
random order, but generally failed to remove
these effects in the analysis.

+ Showed little agrecment in the selection of
the sources of variance to be used as the
“error" term for significance testing.

The ranges of some of these characteristics were quite large at

times, with some experiments being quite extreme in some cases.

Numbers relating to the size of the experiment in many cases were
correlated with the number of equipment factors being studied,

which ranged from zero to seven in this sample.

Regarding the character and quality of the experimental data
from this sample, the following results were obtained:

+ Equipment factors accounted for only .31 (median)
proportion of the total performance variance
(increasing from .16 to .65 as the number of
equipment factors per experiment increased
from 1 to 5). The proportion of total vari-
ance accounted for by equipment factors ranged
from practically none (less than .0l1l) to
practically all (up to .99).

« The variability of presumably homogeneous
subjects, introduced only to replicate the
experiment, accounted for more variance than
the equipment factors in the one and two
factor experiments, and considerably more of
the variance than subject characteristics
that the investigators had introduced as ex-
perimental factors.

« Between a third and a fifth of the variance,
on average, in these experiments could be
attributed to no interpretable source.

+ The magnitude of main effects tend to distrib-
ute themselves exponentially, supporting the
"principle of maldistribution."

« In this sample, threc-factor interactions
seldom showed more than a negligible effect
and all higher-order interactions showed
only necgligible effects.

PRV
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+ Main effect functions could ordinarily be approxi-
mated by first or second degrec¢ polynomials.

+ Nearly one-fourth of the main effects accounting
for less than onc percent of the total variance
were statistically significant. More than 1
forty percent of the main effects accounting for
less than four percent of the total variance
were statistically significant.

Results from a questionnaire senc to the investigators of
these experiments revealed that:

A majority of experimenters initiated their
own experiments.

+ The papers divided 58-42 as to whether they
had been done to find answers of general :
applicability or answers relevant to a 1
specific system (at least).

+ Only 31 percent of the experiments were believed
or known to have influenced the design of a real
system. Most of the anticipated benefits were
in enhancing system performance rather than in
saving lives or dollars.

+ A majority of experiments cost less than _
$30,000. . k|

+ One-third of the studies were followed up by
another experiment that examined some old ;
and some new variables. *

* Investigators on 78 percent of the studies
said they would not do their experiment
differently if they were to repeat it today.

CONCLUSIONS

In spite of the unsophisticated nature of the analyses in
this report, some rather firm conclusions can be drawn regarding

the methodological weaknesses found in this fourteen-year sample
and what must be done to alleviate them. There is little evidence

for thinking that these conclusions are not generalizable to
similar research outside this sample or that any major changes have

taken place in experimental strategies in the four years since the

L R T e
e
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sample was taken.* The methodological implications that can be
drawn from these analyses are summarized briefly below.

Extent of experimental space

Generalizable experimental data that will predict performance

qguantitatively and with reasonable accuracy is not likely to be
generated from experiments that examine only a few factors. The
world is far more complex than any two-, three-, or four-factor
study is likely to approximate. More factors must be examined
before predictive precision can be achieved and at least three or
more levels per factor must be studied to permit nonlinear rela-
tionships to be identified.. Studying more factors may also
increase the generalizabililty of the data. But even experiments
with a large number of factors will not achieve the desired goals
unless the factors that are included have a high probability of
being the ones most critical for the task under consideration.

Size of the experimental effort

The considerable variability in the size of experiments
studying the same number of factors suggests that many investiga-
tors may be spending more time, money, and effért than the amount
of information being obtained justifies. One source of waste may

be in the amount of work that goes into measuring the same informa-

tion over and over again (replications) rather than using that
same effort to investigate many more factors or an expanded ex-
perimental space. Another source of waste arises when data is
collected to isolate higher-order effects that are ordinarily
trivial.

*Results of these analyses wcre used in ecarlier publications
to support the applications of new cxperimental techniques and
strategies (sec Simon, 1973;1974). Results have also been gquoted
in seminars on "advanced methodologics” given to several military
organizations. Dircctly as a result of this exposure, a few
investigators have begun to change their experimental methods.

92
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Quality of experimental results

That there was so much of the experimental data that remained
unexplained within the experiment suggests that in addition to
studying unimportant variables there were also deficiencies in
the cleanliness of the data collection and the thoroughness of
the analysis. Particularly evident was the inadequate control of
sequence effects that could occur when subjects were tested on a
series of experimental conditions.. Also the uneven selection of
what would be called the error variance decgraded the value of
significant tests, which offer relatively little new information
to most applied experiments, once the magnitude -- both relative

and absolute -- of an effect had been determined.

Limitations of data collection plans and strategies

Overemphasis on analysis of variance models and factorial
designs led to the traditional significance testing that at best
helps identify critical variables instead of providing the multi-
factor functions needed by the engineers. This stops short of
where informative experiments should begin and is one of the
reasons why the data is so frequently not useful in the design of
real-world systems. When the data collection strategy begins with
the assumption that every cell in a factorial design must be
filled and the entire design replicated many times, it is under-
standable why so few experiments have studied as féw as ten or
twenty factors, or isolated out of fiftcen to thirty candidate
factors the ones having the most important effects on the experi-
mental task to study in dépth. Yet there are other designs and
strategies that would cnable the investigator to look at a great
many variables quickly and relatively inexpensively; these take
advantage of the relatively simple relationships found in human
factors data and collect data in small increments which arc
analyzed to dcectermine whether or not more data is required (Simon,
1973). Werc regrescion analysis used more frequently, even the
existing results would freqguently be more informative.
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"human factors research.

Application of results

The results suggest that the experiments may have been done
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more to satisfy the investigator than a customer. While the
questionnaire could not answer how often the results have been
used by others than the investigator or his sponsor, it did show

a disappointingly low percentage of investigators that knew that
their data had been applied to real systems. No questions were
asked to determine whether guantitative or qualitative decisions
were made on the basis of this data, although the common complaint

regarding human factors experimental results is that they must be
qualified to the point of making the originai data unrecognizable.
A sizeable increase in the number of critical factors being
studied and a systematic decrease in the anomalies from careless
data collection, along with nore informative and economical ex-
perimental designs and aralyses could result in a marked improve- i
ment in the quality, quantity, and usefulness of the data from
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APPENDIX A
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