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ABSTRACT

Use of knowledge has fac ilitated comp lex problem solving in many areas of
research. However , in t he Image Understanding area , we do not have any systematic
treatment and codification of knowledge that is useful in image perception. Further ,
we do not even have adequate tools f rr acquiring the necessary knowledge base. In
this report we present an experimental paradi gm for knowledge acquisition, discuss an
analysis technique, and illustrate the differe nt typos of knowledge that seem to be
useful in image understanding research.

In the first paper , three major aspects of knowledge ate presented: primitive
Feature Extraction Operators , Rewriting Rules , and Flow of Control. 1 A limited number
of Feature Extraction Operators were repeatedl y used by t he  s~1bjects to specify
location , size , shape , qwinti ty,  co lor , te xtur e, and pat ter /u , of var i9i~ component s found
in scenes. Six types of Rewriting Rules were identified ; a.ueit~6ns , negative o.ssert torzs ,
cont ext—fre e, conditional , gen er atwo , and anal yt ccaj inferences. Flow of Control
exhibited cha racterist ics of an hypothesize arid test paradigm capable of using
i.rnprcc~se, conflicting hypotheses in cooperatt.~n with others in a nwlti-d~rnen.stonAL
problem space.

‘the second paper di~~usses the pict ure- puzzle paradigm arid the var ious ways
in which it can be used as a too l for acquisit ion of knowledge. The third paper deals
with a computer program that ass ists the transcr ipt ion of ty pi ca l  protocols obtained
from the picture puzzle tasks. Finall y, t he  last  paper of the report discusses the pros
and cons of using eye-f ixation data to acquire knowledge used in sonic of the tasks of
the picture-puzzle paradigm.

The total e f fo r t  represents an account of the initial results of a new
exper imental paradigm . We hope that th is w ill prov ide a ~.oiind basis f or unders~anding
the issues of knowledge used in visua l percep tion and aid in the modelling of $rseeIng~~
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Knowledge Acquisition for Image Understanding Research

Otner Akin* and Raj Reddy
Department of Computer Science

Carnegie-Mellon University
Pittsburgh, Pennsy lvania 15213

I. INTRODUCTION

Most researchers believe that knowledge based systems will permit significant
advances in the analysis, descri ption, and interpretat ion of images. The fact that
knowledge can be used to const rain search has been demonstrated in several other
areas suc h as chemistry and speech understanding. In the past , researchers have used
terms such as “linguistic approach” to indicate the desirabil ity of using known
structural relationshi ps. More recentl y the term “semantics ” has been used to
represent the knowledge based aspects of image processing research.

In general, however , knowledge coo-ies in all sizes and shapes and the use of all
such such knowledge can be helpful in the anal ysis and description of images. We call
this process Image Understanding as being distinct from scene analysis and pattern
rec ognition. (Reddy arid Newell , 1975) The main contributions of this paper are to
present an experimental paradigm for knowledge acquisition , discuss an analysis
technique , and illustrate difterent types of knowledge that seem to be useful in image
unders tanding research.

Several earlie r systems have attempted to use problem specific knowledge in
the analysis of scenes . Guzman (1968) has used knowledge based on spatial
relationshi ps. Although his system is capable of dealing with c omplex scenes , i ts
performanc e is limited to planar surfaced objects . The kinds of spatial relations used
by Cuzman also appear as a parl of our results and will later be discussed under
knowledge about useful primit ive features.

Kell y (19 70) has used a special ized knowledge representation to recognize
pictures of people. H~ used spec ific , salient features of different parts of the human
body to detect them. In this sense , he developed a predefined knowledge base for his
specifi c a rea of app l i c a t i on, limited by the special requirements of the recognition task.

Walt z (197 2) attempts to use knowledge represented as constraints. In addition
to the spatial re lations used in identifying regions , he uses prior knowledge about

H shadows and occlusions to process comp lex scenes.

Most of these studies tend to deal with knowledge in a task-specific , specialized
manner. This paper presents a general paradigm of research and permits
generalizati ons ac ross domain dependent knowledge in a systematic way.

* Also with the Department of Architecture.
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Turning our attention to the other related area of research, cognit ive

r psychology, we find that .the research contributions there are not very helpful either.
Research on vision provides an abundance of psychometric information about human
vision (Julesz , 1971; Hochberg, 1964, 1968). Recent studies in cognitive psychology
have accumulated considerable substance about the information processing aspects of
percepti on (Farley, 1974; Moran, 1973; Baylor , 1971). However , the content and role
of knowled ge in visual percepti on has been almost completely neglec ted. There are
three major reasons for this which are directl y related to the tradition of research in
experimental psychology.

For one thing, in the standard psychology experiment the knowledge available to
subjects is generally an issue t o be controlled rather than investigated. This is largely
w hy almost all major studies in vision , with the excepti on of a few (Buswell, 1935;
Shepard, 1976) deal with abstract stimuli with measurable informat ion content.

Secondly, the usual measures used to calib rate the independent variables are
not suitable to measure knowled ge. These measures are either base d on reaction
times or eye-f ixati on data (Buswell , 1935; Shepard , 1976; Loftus , 1974). The obvious
logical exp lanation for this is that the ultimate goal of all of these efforts is to develop
models for perception where the calibration of processing parameters is of utmost
impor tance. Recentl y protocol anal ysis , though potentiall y useful f or investigating
issues of knowledg e, has been used t owards the same ends.

Finally, no adequate tools of analysis are ava ilable to interpret and codify the
data obtained such that issues of knowled ge can he dealt with directl y. This is partl y
due to a lack of interest in codify ing knowledge specificall y, in the area of vis ion.

On the other hand, the accumu lation of the f indings of previous research in
psychology has contributed to our present abilit y to deal with the knowledge
acquisition issue. From the studies on the processes of visual percep tion we derive
the exis tence of special mechanisms for infe rence making and selective processing. In

- 
- studies with eye-fixations arid studies with simp le , abstract  stimuli there is

comp lementary evidence to the availabilit y of special operators I or extraction of visual
fea tures. We hope that these studies and the too l proposed here f or exp l o r ing  the
knowledge acquisition issue will be complem entary to one another.

The research tool proposed here is similar to Newell~s (1968) pr otocol analysis
method and Woods and Pvlakhoul’s ( 1974) simulat ions. Our “picture-puzzle ” paradigm
consists of providing a man—machi ne system w hich s imulates a se mi-visual—and-semi—
verbal thannel that can transmit informati on to subjeds about a given visual scene,
when requested. The protocols we analyzed we re obtained from the picture-puzzle t

task. The analysis con s ists of scanning the protocols for the occu rrence of different
kinds of knowledge sou rces used by th e subjects.

This bas icall y is very similar to protocol ~inal ysis in the usual sense. However , in
this case a detailed desc rip tion of the problem states and the problem behavior graph

I is not necessary for the anal ysis . We merel y in~pcc t the protocols f or repeated
patterns of utterances and behavior without a real need to fo rmali ze the problem
space. So, this study d if fer s from W oods and Makhoul’ s simulation in that it at tempts
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to explore what knowledge sources there are rather than investigating how predefined
sources of Isnowlecige cooperate in a given task environment.

Another study by Furschein and Fischler (197 2) comes closer to the picture-
puzzle paradigm than any other. They have collected protocols on subjects verbally
descri bing scenes, af ter examining them visually. The control variab le they use is the
purpose of the descri ption, which covers things like description of scenes for a general
purpose data-base or for a c it y-planning data-base. The analysis focuses on the
content and syntax of the scene descriptions provided by the subjects while ours is

• concerned with the knowtedge and mechanisms useful in generating these
transcri pti ons in the first place.

11. METHOD

The p icture-puzzle paradi gm used was human simulat ion of image understanding
under conditions sin-,ilar to machine percep tion. Each subject was asked to find out the
contents of a color photograph of a scene without visuall y seeing it. The subjects
were allowed to ask questions about the scene and the experimenter answered these
questions using the actual photograph as reference. The questions were limited to the
lower level attributes of the scene. By lower level we mean information that does not
speci f y object concep ts but properties of ~egments and reg ions suc h as location, color ,
shape etc.

The picture-puzzle paradi gm has three advantages for the purposes of this
study: a) the phenomenon of visual percepti on has been removed from the status of a
spontaneous (uncontrolled) human behavior and placed in the status of problem
solving, ju st as in the case of computer vision, b) the visua l perc eption process has
been slowed down by several orders of magnitude , c) the interac tion of the image and
the subjec t is channeled via the experimenter so that it can be recorded in the form of
a prot ocol.

A. EXPERIMENTAL SET-UP

Two video te rminals used in the experiments w e re connected at the onset of the
experimenta l session by means of software (TA LKK program) to enable t yped-in
commu nication between their users . The telet ypes were located such that no visual
c ommunicat ion between their users was possible (Figure 7). The subject and the
experime nte r were able to c ommunicate only verball y thru the TAI.KK program.

TAI.KK was designed t o record all statements made by both the subject and the
experimenter throughout an exper iment . It also enabled them to input conjectures and
notes about the task at any time during the experiment. It fu rther enabled subjects to
corr e la te their personal notes and drawings that they were allowed to make on
separate sheets of paper , with the protocol. A more detailed descripti on of the system
is given in Ohlarider , Reddy arid Ak in (19 76).

8. Slj l3JCCTS

~~

•
. 

~ The main object ive of this study is t o observe the knowledge used by humans in
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vh~ual understanding. In order to obtain a “good” sample of instance of such
knowledge we selected subjects that we re superior to the average individual in some
re levant respect. Four of the six subjects used we re knowledgeable in information
processing and/or visual perception. The remaining two were architec ts by profession
and had considerable practice in solving complex visual problems. All subjects were
college graduates with graduate educati on ranging through the Ph.D. level. Hence, the
subjec ts wore a priori assumed to have considerable expertise in visual information
processing.

C. STIMULI AND THE TASK

The stimuli used were produced for and used in automated image understanding
research by Ohlander (1975). All the scenes we re constructed or selected as usual
natural images of familiar obj ects. Figures 1 through 6 contain the images used.

The subjec ts were simp ly instructed to understand the contents of a stimulus so
that they would be able to describe all major obj ects in it immediately afte r the
experiment. The experiments were te rminated when the subjects thought they
understood all maj or objects in the scene or at the end of 2 and 1/2 hours , which ever
came firs t. Only one subject continued with the experiment after the 2-1/2 hours.

The subjects were required to perform the picture-puzzle task with any one of
the six different sti m ulus scenes. At no t ime during the experiments wore the subjects
allowed to see these photographs - However they were required to ask ques tions
about them to the experimenter , who at all limes had the photographs available f or his
visual examina tion.

All verbalizations from the protocols were automaticall y recorded by the
sof tware used. Five types of ent ries constituted a protocol: questions , conjectures and
personal notes of subject; and answers and notes by the exper imenter. At the end of
each sessi on subjects we re asked to recognize the stimulus picture among 19 other
pictures some of which resembled the stimu lus in terms of c ontent and all of which
resembled it in terms of color and print quality.

4 1  III. ANAI .YSIS AND DISCUSSION OF PROTOCOLS

A priori we have par t i t ~oned the knowledge used in image understanding into
three broad categories. First there is a need f or operators to define the various
phys ical a tt ributes (or fea tu res )  in a stimulus of visual kind. Colors , shapes, l ocat i ons ,
orientation s and tex tures of objects are properties that can be easil y abstracted and
they are integral par ts. of the knowledge we use to understand scenes. We call this
se t of visua l concepts , reature Extract ion Operators.

The second category of knowledge relevant to image understanding has to do
with how we translate the visual informati on captured by the Feature Extraction
Operator s into meaning ful phys ical  objects or images. Suppose we look down and see
a green textured s urf ace under our feet. How do we know what that surface ~~
Given all the additional knowledge about our physical context (fresh air of outdoors , a
supporting surface under our feet , etc. ) and the visual impulses we get from the

:4 4



surface (color , texture , etc. ) we infer that we are standing on grass. Hence using the
temporal (outdoor , support , etc. ) as well as the general (color , texture of grass)
knowledge we conclude that the surface must be a grassy surface. The knowledge
that enables us to t ranslate individual features (context , color , texture ) into object

- . concepts (i.e., grass) is called Rewriting Rules.

Finally we use the Feature Extraction Operators and the Rewriting Rules
deliberately, or in a nonrandom fashion , to generate the desirable conclusions. For
instance , in the above examp le the desira ble result is to identif y that the surface
under oui feet is grass. First we extract cer tain features from the environment-- such
as green, textured , horizontal solid surface , etc. Next , based on some of these
fea tures and using the appropriate Rewriting Rules we hypothesize a likely identit y for
the surface under our feet. Then we use some or all of the other featu res to test and
verify, or re ject , or modif y this hypothesis. This continuous process of hypothesising
and testing (or variations there of f )  constitutes much of how knowledge can be used
during unders tanding of images. We call the knowledge of activating the appropriate
Feature Extraction Operators and Rewriting Rules to achieve this understanding, the

Flow Of Control.

The hypothesize -test paradigm is provided here as an examp le of a kind of
control f low. II is by no means the only one one should lake into account. The three
knowledge classes outlined above are provtded merel y to structure the problem area
of knowledge used in Image Understanding into manageable subparts. They should not
be seen as factors biasing our anal ytical findings.

A typical protocol is provided in Table 1, where the subject works with the
s timulus in Figure 1. There are two kinds of evidence in the protocols: one, direc t
evidence represented by the subjects ’ thoug hts about their own behavior in the
entries entitled “COIil.ILCTURE” and “DF?AW” ; two , the indirect evidence where a se ries
of questions and answers have suggested to us ce rtai n behavioral patterns. A
sof tware (PROTDO) was developed to ac i~ievc consistency and objecti vit y in
interpreting prot ocols. (Akin and Sthultz, 1976) PROT DO is not a general purpose
ana l ysis program hut rather an interac tive filing system equipped with special search
arid format features tuned to the specific tasks of this investigation. Both categories
of evidence from the protocols shall be discussed w ith respect to all three sources of
knowledge outhnect above , Feature Extraction Operators Rewriting Rules and Flow of
Control .

A . PERFORMANC E or SUI3JECTS

Before going into the details of knowledge acquisiti on it is useful to judge the
level of understanding each s ubject achieved at the end of the sessi ons. All subjects
were asked to descr ibe the picture they were looking at in their own t e rm s , after each
session. Table 2 contains the comp lete descriptions provided by the subjects.

All subjects with the exce ptio n of SI , S2, and S5 were never shown the set of
pictures the stimuli were se lected from prior to the experiment. The other subjects
were familiar wit h these images by v irtue of their dail y activit ies in the A l
Laborator ies , at Carnegie-Mel lon Univers it y. However this does not present any

_ _  
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experim ental drawback because we are interested in getting at a wide range of
knowledge applicable in Image Understanding rather than explain the problem solving
behaviors of the subjects. The level of understanding of the subjects , with prior
knowledge of the pictur’~s , did not differ greatly fr om the two of the three remaining
subjec ts at the end of the sessions anyway. Further more they had to work for it just
as hard. Subject 2 who spend about twice the time on the task achieved superior
understanding with respect t o all subjects.

All subjects , except S3, had some accurate internal representa tion of the
contents of the stimulus image. These accounted correctly for roughly 30 to 70
percen t of all objects in the scene , depending on the par ticular subject and the time
spent in the session. The reasons for S3’s achieving a sub-standard level of
understanding lie in the semantic misunderstandings that fil led up a major portion of
the 2 hour session.

On the other hand all 6 subjects had no difficulty in visuall y identif y ing the
scene among 19 others onc e the session was over . Visual recognition occured in all
instances based on very 1ew general feature s found or lacking in the scene; SI: “not
enough blue”, Si: “no green at bottom. ” These features are based on low level
information , i.e., color distributions , rather than high level concepts , i.e., car , building,
etc. Consequentl y even S3 who had no idea what the scene contained had no trouble
recognizing the scene after the sess ion , based on a few low level features.

B. KNOWLEDGE ABOUT FEATURE EXTRACTION OPERATORS

First we scanned all protocol s f or physical components of the scene that were
direct l y named by the subj ects. Six levels of description have been referred to by the
sub;e ts; scen e , c luster , object , ie~~co rz , (ccth-rc~ton,) seCrneat. In addition , other spatial
and representat ional concepts have also been used; i .e., point , p lane, space, 2-
dé.,ner7.siortnl, and 3--dumiee.stonol. (T ab le  3)

Secondl y, all featur e s refe ring to suc h components or their relations have been
identified in the protoco ls. Seven such classes of features have been observed:
location , s ize , s hape , qun~z t i t y, co lor , tex tur e , pauci ii.s and rmus cellarzeo us others. A
complete list of the Featur e Extract ion Operators is provided in Table 3.

S ixteen different c lasses of Feat ure Ex t r actors  were used to indicate locational
relat ions. These were dct irn itc , nbo i ’e , b~’to w, od j acc nt , around , olong, fa r , wi thin ,
without , center , corn ’y r , ~~ ~~~ across , ver t i ca l ard hor izontaL Some of these

~~ Operators we re expres sed in a l ternat ive wording; such as , separ ntor for dckeutcr ,
hi~~hci for above , surroun ding for around and so on. Similarl y all Feature Extract ion
Operator s discusse d below represent classes w ith more than one alternate term in
each class.

All common geometric shapes -- ‘  (? .,$qunre , circle , tr tu. ng le , polygon , trape zo i d——
were used as :.hape Optm ra tOr s . Iii addition s ome not so common shapes were also used ,
such as , l- j a cu: t ion , bifurecned. Some other shape properties commonl y used in the
protocols dealt w i th  linear elements and their combinati ons such as , angularity,
14.nectrlty, curved, flat , cor wex .

~ 
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Only five classes of Feature Extractors were used to specif y size in the
pr otoco ls. These were large, snici U, long, s hort , and rat io. This was largel y due to the
fac t that the subjects were given inf ormation about the metrics of the various
subparts of the scene , to the nearest 1/ 16 of an inch.

Many of the quantit y Operators were imprecise concep ts such as some , most ,
more or Less , few , exte nt. However these did not pose dif l icutt ies in the interaction of
the subjects and the experimente r. Other Operators of quantification were more
precise in the sense that they were express ible in num bers or a clear criteria for
evaluating them existed. These were whole , any, qua drant , nwre .

Color was the Feature Extraction Operator that was used most frequentl y in
labeling reg ions. Most common hues were used extensi vel y by the subjec ts. Also the
density, contrast and texture of these hues were used to further specialize the coding
sc hemes based on colors.

All of the Feature Ext rac tors  c lassif ied tinder pattern..s indicate some propert y of
the relationshi p between multip le elements. Usuall y this propert y deals with the rate
or nature of change of sonic featu re between d iff e re nt subparts of the scene. For
example , some of these patter n Operato rs are , (in i hornogene ty,  gradual , a.brapt , same,
vary/Jig ,  contLnuous , (u- ) regu lar , ran dom , cure d, intersect  and distr ibution.

A set of commonl y used Feature Extrac tors did not seem to fit readil y in any of
the above categories. These were categori zed under misce llaneous and consisted of
ctpp rox irnctt e, re la ti ve, open , comp lex , bas te and each.

C. KNOWLEDGE ABOUT REWRITING RULES

All protocols contain many instances where nt.. ‘ion ava ilable in one level of
scene descripti on (feature , segment , region, object , cluster of obj ects , scene) is used to
generate information mi a di f ferent level. For examp le , a feature such as green in
color , or a reg ion t r apezo id a l iii shape can be rew r i t ten as grass or building in the
object level , respectiv el y. These elem ents of knowled ge used in rewrit ing information
available in one level of scene desc rip ti on into a di f ferent level are called Rewriting
Rules (or Hypothes is Form at ion Rules).

Even though the protocols contain many inst a nces where Rewriting Rules are
used , none of these instances contai n rules that are exp licit l y stated. For example ,
“f3lueband is not a vi ew e r or any thing f lat” ; “Probabi s k y, if this is an outdoor scene ”;
“Maybe we have a road’ ; are some dir~~t quotes from di f fe rent protocol s . All of these
represent inferences made about the sce ne using the k.inds of Rewriting Rules we are
af ter .  The existence of blue is used to infer sk y ri the above examp le , based on a
rewri t i ng rule such as ‘skies are usuall’y blue ’ .

Needless to say, these Rew cit i ng Rules can onl y be i nfere d from the evidence
present in the protocols. The method we dev ised fo r identif ying the Rewriting Rules

-
~ 

. consists of an inte ract iv e protocol tra nscrip t ion ~.ystem . A program (PROTDO) was
wr i t ten  to sort part ’ . of the protoco l into ‘.ome predeter mined categories and allow the
analyzer to fil l in other predete rmined categori c s manuall y. The categories used
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consist of the Snfornutu.o n gathered from each answer given by the experimenter and
the  enfercn.ces made, based on the cumulatio n of information up to that point in time, as

w~ tl as the geaerntlon and testing of hypotheses. Often in relating the information
obtained to the inferences made the experimente r had to deduce the appropriate

F Rewriting Rules that were possibly used by the subjects in between the two.

Table 5 contains a sample transcri ption correspon d ing to the fist seven
qu estions of the protocol in Table 1. The Rewriting Rules are labelled appr opriately in
Tabte 5. Notice the code provided in the parentheses after each rewiting rule. This
code indicates the origin direction and destination of the inference enabled by that
Rewriting Rule with the six scene description levels. For example , “Feature to Object”
indica tes that the rule rewrites information from the featu re level into the object level.

Table 4 con tains a complete listing of all Rewriting Rules observed in the
transcribed protocols. Six other categories of use are identified for the Rewriting
Rules. Some Rules are used as assc rt ~ons , stating the existence of a descrip tor at the
destinat ion level , while others are used as n.egarLvc o.sserttons refut in g the existence of
a descri pt or. Contex t- free rules are u.sed more or les.c independent of prior inforntation
about the scene , whi1e conditional rules contain a pr iori conditions that must hold so
tha t they ca n be applicable. Finat i y, ge.aeratcve rules are used to hypothesize and
ana l y t i cal rules are used to test these hypotheses.

I, A sse i t i o r i s

These are  the ass i gnments of certain descriptive terms , such as, red, big, car ,
grass , etc to one or more components of the scene. Some examp les are:

Green region is grass. (Feature to Object )

A blue region may possibl y be the shy. (Region to Object )

2. Ne~ ati i i c Assert ions

V The~.e indicate that an assert ion does not hold for the given components of the
scene in que~.tion . At f i r s t this sort of informat ion seems to be useless due to the many
degrees of freedom there are in ident f ying the component being examined. However ,
negative assertion s support hypotheses just like regular assertio ns , by negation. For
examp le , the lack of a c e r t a i n  f e a t u r e  may support a hypothesis.

Sk y and d ista nt ob jects  of similar color do not have
c ontrast edges. (Cluster of Objects to Feature)

3. Contcxt ~ free Inference

Some inferenc es seem to depend on previous assertions and others do not. The
latter are called context - f ree.

Perspective distorts shapes. (Scene to Region)

Grass has tex tur o . (Object to Fea tu re )

---
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4. ConditionaL Inferences

The inferences that can be made only in the existence of certain asserti ons are
cal led conditional inferences :

Trapezoidal surfaces are the faces of rectili near objects
if they are in perspective. (Region to Object )

A boundary if appropriately positioned w ith respect
to a road may indicate that the road may have multi ple
lanes. (Scene to Cluster of Objects )

5. Generative Inferences

Inferences which are used to generate a hypothesis or an asse rtion are called
generative. In the case of the picture puzzle paradigm all the informa tion available to
the subject cons ists of low Ic -vet scene descri p to rs .  Henc e all hypothesis building
based on this information works in a bottom -up fashion . That is informa tion obtained
in the low levels are used to hypothesize objects in the higher levels of scene
description. For instance:

Low contrast edges belong to very distant objects. (Segment to Object )

Longitudinal h u e s  on roads are the divis ions indicating multip le

lanes. (Segment to Object to Cluster of Objects )

6. Analy tical Inferences

Inferences whic h are used to test an al ready ge nerated hypothesis or an

asserti on are called anal y tical. By the token that genera tive inferences usually work
botto m~up anal y tical inferenc es that test the hypotheses generated work in a t op—
down fashion. That is a hypothes is generated about a high level object is usuall y
tes ted by verify ing the existence of some low leve l propert ies of the object.

Eyes , or eye-g lasses , may look like two  adjacent arcs.  (Object
to Segment )

Man-made objects conta in repetit ive shapes. (Object to Region)

D. KNOWLEDGE ABciUT FLOW OF CONTROL

The behavior of all s ix sub jcc tsd an  be described as resembling the hypothesize
and test paradigm very c losel y. Whatever the cu rre nt focus of attention a subject has ,
he forms some hypothesis about what the property of one of the scene ’s c ontents is.
Such  as , “the scene is indoors ”; or “there is a car itt the scene ”; or “the blue region is
hilltops ”.

the  sub~~ c t s  rewr i te  the  h ypothes~ into a 

TTZIT .
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identif ying some properties that may prove or refute the hypothesis. For examp le,
using the above examples about the indoor scene , the car and the hill a typical subjec t
would test the following propositions:

indoor scenes may contain large wall areas that may be white or off-white
in color.

cars have shiny round accessories which occur in several locations.

a s loping surface has its texture getting finer as it moves away from
the observer.

These Rewriting Rules can be used for generating testable propositions as
shown above or for generat ing hypotheses about the scene. Given the benefit of the
answers to these tests ; i.e., that there is a large white surface or shiny round regions
or texture getting finer as you move up in a region the above hypotheses can all be
generated respec tively.

The third operation sub ject s  seem to app ly is related to the assessment of the
progress they are making itt performing the picture-puzzle task . Occasionally the
issues at hand will be resolved , elaborated , or aband oned and the set of questions
asked will exhibit a s hift in the attention of the subject. For instance , obtaining the
inf ormation that “there aren’t suff iciently large wh ite reg ions” in the above examp fe
(from the protocol in Table 1) leads the subject to revise his hypothesis about the
“indoor scene. ” Later , the subject assum es that the scene is “outdoors with a sky ”,
a f t e r  having refuted the “indoors ” hypothes ic Upon the reject ion of this hypothesis
he revised the “outdoor ” h ypothesis to “outdoor scene with an occluded sky ”.

The three operations; hypothesize , test , and shift of attention of search are
itera ted throughout all six protocols. Each of these operators appear in different
f orms as illustrated by the following examples.

1. Ce~ erate !~Iypot hesi ~

Naming: After acquiring some information about the scene the subjects seemed
to use f ree -as soc ia t ion  to name these ent i t ies  as familiar objects. For examp le after
discovering a large piece of grey area Subject 1 says “Maybe we have a road.” The
discovery of round eye~glass like objects prompts the assertion “Peop le?” from the
same Subject.

Bac.kt rackr ~g to !ii a di f f e re nt hypothesis: If it was apparent after sonic
examination that the current hypothesis was not supported by the evidence, the
subjec ts proposed the opposite of the -current hypothesis. For examp le if the subject
was testing a hypothes is about the scene being an outdoor scene he would soon test
whether it could be an indoor scene. This sequence c observed in Subject 1.
Similarly after determining the orientation of a surface the sanie subject reverses his
hypothesis about the object being a flat object and starts hypothesising about non-flat
objec t s , “8lueband is not a river or any t h i n g  else f l a t .  May be a hill?”

;t~ 1 •0



In cases where a likel y hypothesis and its exact opposite were tested and both
were not supported, subjects prop osed less probable but plausible hypotheses. For
example in the foll owing instanc e the subject consideres a special kind of outdoor
scene after determining that the scene is neither an indoor nor an outdoor (in the
norma t ive sense, i.e., with a sky) scene.

Neither outdoor nor t yp ical office scene.
How many reg ions are there in the scene.
Is there a lot of g reen in the p icture.
Aba, maybe outdoo rs with blocked sky.

Sub-goal generation in the presence of uncertai nty:  In order to deepen the
• inquiry about a region it can be decomposed into smaller components , using uniformity

of at least one property as the cr i te r ia  of decomposit ion. More often the the cr iteria
used to detect uniformity was “color ”:

Is this the same color and texture throug hout?

In the reg ion to the left of the biggest circle: what is the color and
are there any areas significantl y different in c olor .

2. Test Hypotheses

Exhaustive ness of Testing : When a hypothesis was to be tested the subjects
inquired about all sa lient visual properties of the hypothesized component ,
exhaust ively. Most subjects start  out identif ying a particular region by asking about
its color , shape or l o c a t i o n with respect to a known region. After identif ying a region,
it takes on the average 3 to 4 more properties to identif y bef ore that region can be
successfull y incorporated in the total undcrstanc huuig of the scene. Hence a total of 4
to 7 properties are explored about each region. And this is almost exhaustive of all
classes of Feature Ex t rac t i on  Operators used by the su b jec ts .

Sa l i c nt fea tu re  te s t ing : The princip le of exclusive ness is violated under certain
conditions. If the h ypothesized property can be adequatel y represented by one maj or
salient feature , the presence /absence of that feature could be dec isive in accepting or

rejecting that hypothesis. For examp le consider the fo llowing conjectures made by the
subjec ts:

t rapezoids is look ing for perspect ive line.

Ern.ptia e ’ss was looking f~ r maybe nu~uiber of ar
indicating number of objects.

Whole and Is Pa rt s :  N’~st ent i t ies in the scene arc par t s  of other “things ” white
the)’ are made up of sma ller par t s too. Usuall y parts and wholes are related to each

other at least along one Featu re Extract ion dimension. Salient features of entities can
be used to associate spatiall y unrelated regi ons as parts of the same object or object
cluster. This can be done in one of two ways:

1 1
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One, initiall y unrelated reg ions may be parts of the same object. Consider the
following examp les:

Sudden thought: gray lines are border of the gray bottom objects?

Are the two reddish brown areas (separated by the
tannish white area) connected?

Two, there may be undiscovered regions in the scene which are parts of the
object currently being examined. As shown by the following example:

Maybe this is the front of a car: headlights, etc.
Let’s try h ooking f or some circles.

3. Focus of Attcntioa in Search

The most powerful tool of the subjects seems to be the ability to deal with
incomple te and erroneous hypotheses. Given any arbit raril y likelihood of success for a
hypothesis , the subjects can operate either under the assumption that it is, or is not ,
true until iii fact it is eventuall y confirmed one way or the other. The degree of
confidence associated with an assumption seems to be irrelevant to the usefulness of
t h a t  hypothesis due its tentative nature. Given a state of inf ormation about the scene
the subjects have the options of pursueing, abandoning, accepting, modify ing or
striking the current hypothesis.

Discovering 
~~ 

g~ j of a scene: The first hypothesis each subjec t deals with has
to do with the issue of the “gist” of the scene. All f irst five subjects ask their first
ques tions about the context or gist of the scene.

Are there colors in the scene?

Are there some high contrast edges in the middle of the scene?

Does the picture contain wide open space?

I assume the picture is representational?

Is the photo square or rectangular?

The only exception to this is the sixth subject. He starts by dividing up the
scene into quadrants and then asks about the general line, texture and intensity
con tent of each quadrant. This is the only truely bottom-up approach we observed in
our experiments.

Use of salient feature in the solution of next issue: The selection of the next
issue or hypothesis to inquire about is another vital aspect of Flow of Control. Usually

IL 
_ _ _ _ _ _



the next issue selected is based on a dominant descri ptor. Subjects inquire about the
largest region or the one with most contrast edge first. The lollowing examples
illustrate the use of size and contrast in determining the significance of a given
region’s property.

Any red in the picture?
Experimenter: Yes , two reddish areas of very small size.

S Forgot it. (small size is not important)

Describe the location and approximate shape of largest
S homogeneous region.

Are there some high contrast edges in the middle of the scene?

On the other hand, if an altogether new issue is necessary, a dominant property
based on the current gist of the scene , such as locational adjacency, etc., can be used
to exp lore new regions. All three examp les below illustrate the use of adjacency in
selec ting the next reg ion for examination.

Concentrate next on the lower edge of the sky.

S I’ll try working from the boarder inward.

Work by process of elimination from the edges.

When there was no guidanc e fr om the gist assumptions, the subjects went back
to unresolved issues. ror exampl e , Subject 1 says “Look at the supposed road,” af ter
dealing with another issue for a whi le; similarl y Subject 2 notes “I don ’t feel any ne~~
to continue at this point in the lower reg ion of the scene. . . .back to get more detail
on bluebanci and green reg ion.”

I: , Similarl y, when a new piece of evidence emerges from an inquiry and it cannot
be simp ly accomm odate by the current assumptions about the scene, this issue can be
set aside f or future exp loration. Subject 2 notes “Interesting , but c ome back to this
later.

Resolution of hypothesis: Normall y all hypotheses get resolved after a number of
repea ted inquiries about it. Sometimes it takes to come back to an issue after other
issues have been resolvc .’d. This is inevitable due to the conditionalit y of Rewriting
Rules in general. For examp le , a blue region in a “sea ” scene is likely to be the sea
and/or the sky, while iii a “portrait ” scene it is likely to be a piece of garmen t or a
background surf~’ce. And these issue S can be reso lved after determining the context
of the scene and relative location of these regions with respect to others.

On the other hand some hypotheses can not be res olved by using the most
probable associations. Iii suc h cases some rarel y used Rewriting Rules are used to
justif y some of the findings in spite of sonic apparent contradictions. Consider the
f ollowing examples:

13

5;

, 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ___________



1”  
~~~~~~~~T 

~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~
TT ’  

-

H

I’m beg inning to think this whole thing is a Kandinsky painting.

A lmost certainly a c i ty  scene. Still puzzled by the low contrast
;5 bottom edge of blueband, the green reg ion within blueband, and

identity of blueband. Perhaps it’s sky also and its differen t
color is because of pollution of sunset.

Don’t know what they are? Blue clouds or clouds which look
blue because of lighting.

IV. CONCLUSIONS

This study attempts t o specif y knowledge used ri an image understanding task
by human subjects. In order to achieve this , a picture-puzzle para digm has been
developed.

The first type of evidence provided by the protoc ols is the knowledge about
possible primitive Feature Extract ion Operators. The range of operators seem t o be
modest , yet we suspect this was caused by intrinsic properties of the picture-puzzle
paradigm. Translation of visual information into the ve rbal domain may have taken
away f r om the richness of the visual information. Yet we believe that the operatcrs
represent a desirable subse t in any system for computer understanding of scenes.

The second t ype of evi dnncc , i.e., knowledge about the Rewriting Rules found in
the prot ocols seems natural and appears to be easil y implementable through
production system -hi ke schemes. While this set of rules is not intended to be complete
and e haustive the)’ provide a good beg inning for anat ’,’sis.

The Flow of Control found in the protocols revea l some general techniques that
alread y appear to be useful in “blackboa rd ’ model-like schemes. (Erman and Lesser ,
197 6) Further experience from our laborato ry indicate s that different tasks used with
the picture-puzzl e paradi gm require different Flow of Control rnechan~sms. We
recommend special attent i on to task properties in all studies so that an optimal task
speci f ic control s t rateg y might be utilized.
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I.
TABLE 2. SUBJECTS’ UNDERSTANDING OF IMAGES.

Si Car ~Sc.n. (2 30)

t~ is outdoors - Th.re appears to b. a road with a car . (Can you identif y other things
or Obje cts other t han the on.. you nienhoned!] There ar e other obj ects: I guess they

•‘~ ~~~~~~~~~ ~ ~h,Y •‘• ~~~ t~~ ~~ ‘ ~~~~~ ~~• ~~~~~~~ or othe r m.cM,~caI pa rts.
Thore is a lot of gras s and sol e ground .

S2: Downtown Sc.n. (4:35)

ihere is a blue sky •t the top of the pic)ura. bordor~n the ridge of a hill , b.yond
which on the r ,gh t one can at. the ridges of two more dis tant hills. The main hill is
green-gray -bluish colored , tu rn.ng to less blue slid more gray, gre en and brow nish-
red a. one goes down the hi ll . On the h,ii ‘a a more gree nish region within which are 5
or S thin horizo ntal short strips and some light- colore d spots. 1 COnj .ct iir • thet they
art build,ngl and Oth e, art i f acts , migh t be a housing Øe velop men t. In the foregro und
Is a city scap. . pr obabiy downtown with many t a ii build ings. The buildin gs OCCUPy
more (h u n 60 percent of t h is iower por t ion of the scent , mi~~h of th , r est of the lower
(fore ground ) cons ist S of a pond of wile, on the left near the largest of the bu ilding.
and ano t her pond in the center boij om [wro ng] of the scent , and a strip of green,
probabt y ju st grass .vt.nding ltf t to the ctnt.r of the scene in the lower portion Of

the City $C~PS.

$3: Office Scene 12:35) -

(No high- leve l concepts form ed.]

S4: House Scene (2 :45)

The hor iro nt al st reak wi t h  white line s is s street or road. The road ossies In front of
some bu ild ings -• or bi lboard s. I thi nk it is e lendseape with bius sky ebove and
me, ri t y gree n grass end shrubs below. There is a bush of spine size ,n th , lower left
and a tree in the foreground to the ri ght of center. A str oet or road acro ss the scent
Piorizon laiiy I have no good hypot heses sbOut the natu re of the snisil rectan gles
(since they are flat , not solid ) .  The vertical obje cts with rounded tops could be sUDs . I
have no idea what the wedge-shap ed Objects are .

S5: Bear Scene (2:15 )

Fact s know for sure: 1) There is a very iar ge dark area in the cente r of the picture.
2) This area a rough l y pear (or bell ) shaped and seems to havt a bit of the ares
extend i ng lower than the r es t .  3) The bac kgrou nd cOntains many br own , grey, end tin
cr ess t h at are conlus rig. 4) There are some li ghter  areas within the ce ntra l  dar k

region: two white areas , one in the cente r end the Other  near the r ilht lop. Ther e is
ellO s cluste r of smaller patches in the central lower port ion of the dark ares .
Things I t hin k I knOw 1) It i~ a picture of a bea r sitting uprig ht wi th  h i s r ight hind leg
folde d 2) 1 believe he is fac ing to his left  (the whi te a r ea msy be his nose), but mm
not sure. 3) The ccnf using bac kground is rocks ( f r om a zoo ).

S6: Port ra it (2 50)

The ima ge appear s tc’ be that of a man si t t ing or sta nd in g p r ect and facing frontall y
Behind him is an u n d t l e , en t i a t ed  held Cl gray / whi te .  The man seems to have muCh
hair including a beard , and may be wea ring eye-glasses An othe r possibility is that it
i s a won isn wi th  Pit r ha i r p u rt is i l y drap e d over her face or po,sibi y it is a picture of

• an ape - But sin. 11 arcs suggest ot h erwise rin.ily, large a r ch is suggest ive of some
cloth ing ar t i f ac t  or sut j ect u s possib ly holding some object in front.

Tota l t ime (in hours) the subj ect was allowed to work on the sessiOrc
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An Experimental System for Knowledge Acquts it ion in
Jmage Understanding Research

R. Ohiander , P. Reddy and 0. Atc in~
Department of Computer Science

Carnegie-Mellon UnIversity
Pittsburg h, Pennsy lvania 15213

A class of problems related to model building in cognitive psychology and
artif Icial intelligence require the codification of knowtec~ge sources. Some cognitive
tasks of interest which fall in this category are perception of speech, perception of
visual scenes , or perception of other symbolic media such as maps , drawings , and
writ ten text.

Various experimental tools that have been developed until now can be
categorized into three classes: eye f i xat ion stud ies , prototol anal ys is of menta l imagery
related tasks , and protocol anal ysis w ith controlled exposure of stimuli .

Eye f ixat ion studies hav e yielded spe~ Jic info rmalion on the feature selection
processes in percep tion. fBuswell , 1935; Loftus , 197g . Mac kwor th and Morandi, 1976)
However , due to a lack of theo ret ical models of the image understanding process , these
studies have not led to a cod ification of knowledge cources used in picture processing.

Prot ocol anal y~ic studies of tas ks w Ith imagined visual objects provide
theoretical models of image processing. (Bay lor , 1971 ; Moran , 1973) However , l ike
protocols based on limited exposure these do not provide d i re c t  evidence on the
knowledge sources used ri these tasks. ~Farley, 1974 ; Potter and Levy, 1969)
Basicall y, this is true because these tasks we re not designed to exp lore sources of
knowledge.

In this paper , we propose an experime ntal paradigm which s desi gned to
exp lore the knowledge sources used in visual understand ing tasks. Our ~ pr iori
tax onomy for knowledge needed in image understanding is made up of three parts :
Feature Extraction Operator s , Rewriting Rules , and Elements of Cont rol Flow. Feature
Extraction Operations are based on visual properties fo~ r - d in s c P r t ~s., such as color ,
shape , location , s ize , quantit y, t ex tur e , etc . that can be used to decompose a scene into
sub-parts and then label arid cha racter ize these sub-parts.

Rewriting Rules enable the translat ion of these low -- level attributes into
meaning ful visual components -

~~
- grass , cha ir , table , ro om , etc -- and vice versa.

These components can be expressed as eleme nts of variou s , hierarchical levels of
scene description. For exa mp ln , the color “green when supp lied as a low-level
inf ormation , m a y  help to infer a “leaf” at a higher level , or a “forest ” at a yet higher
level . The flow of control governs the use of Feature Ext ract ion Operators and
Rewriting Rules in the context of a specific goal-dire ted visual task . Elements of

* Also in the Department of A rchi te cture
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Control Flow are helpful to develop alter native scene descriptions and/Or test such
descriptions in order to generate a final , uni que descri ption of the scene.

- 

- 

The “picture-puzzle ” paradigm we developed aims to provide direct evidence for
all three classes of knowledge cited above. Further , it provides a simulation of the
process of machine understanding of visual scenes. The task of the subjects is to
describe the scene including the parts of the visual scene , based solely on verbal
question-answer interactions with the experimenter . The experimen ter can answer
questions concerning lower levels of scene description, onl y. For example , he is
allowed to say that there is a “green region” with cer tain texture , size , locati on, shape,
etc. However, he is not allowed to say that there is “grass ” in the scene.

In conventional experimental conditions where subjects interact directly with a
visual scene or image, the inferences made during the anal ysis of the data are either
based on unobtrusive recordings of subjects behavior (eye fixations , reacP ,r times) or
the introspections of subjects about their own behavior during the task (protocols).
Figure 1 represents the flow of information in the conventional case. Eye fixation and
reacti on-time information provides very little in terms of knowledge used. A major
problem with protocols of self-assessment is the loss of much of what is internally
processed.

Ideally, the experimenter needs to have first hand experience in monitoring or
observing the interactions of the subjects with the stimulus. The picture-puzzle
paradigm achieves the monitoring of the interaction adequatel y. Figure 2 indicates the
schema tic interaction between the subject , stimulus and the experimenter. All
interac tions between the subject and the stimulus go through the experimenter in the
case of the picture-puzzle paradi gm.

I. APPLICATIONS

Two video-terminals were used in the experir i~ents. The terminals were
connected to each other by means of software (TALKK program) to enable typed-in
communication between their users. The fac il i t ies of the Computer Sciences
Department at Carnegie-Mellon Universit y were used to accomm odate this set-up. The
terminals were located such that no visual communication between their users was
possible (Figure 7 of the first paper in this volume , entitled “Knowledge Acquisition ”).
The subject and the experimenter were able to commun icate only verbally thru the
TALKK program.

TAL KK was designed to record all statements made by both the subjects and the
experimenter throughout the experiments. It also enabled them to input conjectu res
and notes about the task at any time during the experiment. It further enabled
subjects to corre late their personal r~otes and drawings , which they were allowed to
make on separate sheets of paper , with the typed in protocol recorded by the TALKK
program.

The stimuli used wore produced for and used in automated image understanding
research by Ohlander. (1975) All the scenes were constructed or selected as usual
natural images of very fam iliar ob jects. All the stimul i in the first six figures of the
firs t paper in this volume have been used in this experiment.
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The subjects were simply instructed to “understand” the contents of the stimulus
so that they would be able to describe alt major objects in the scene. The
experiments were terminated when the subjects thought they understood all major
objects or at the end of 2 and 1/2 hours , which ever came first. The subjects were
required to perform the experimental task with any one of the six different stimulus
scenes.

Due to the fact that the experimental paradigm used here is totally novel, at
leas t to our knowledge , it deserves a careful reconstruction of its proceedings for
clarit y. We suggest that the reader go over the sample protocol (in Table 1 of the
fir s t paper in this volume, entitled “Knowledge Acquisition ”) in which the subject tries
to “understand” the given image (in Figure 1 of the same paper). Note that the “DREW
s”s in the protocol refer to the personal notes of the subject indicated by numbers in
Figure 5.

Since it was one of the independent variables being examined, the range of
operators used in inquiries by the subject were not limited. However , when the
subjects used high level descriptor s (whic h were defined as illegal questions at the
onset of the experiments ) to inquire about the scene , t he experimenter refused to
understand the question, this forced the subjects to reformulate their questions
causing them to use low level descriptors only. Subjects were urged throughout the
experiments to put down their conjectures about the task.

All verbalizations from the protocols were automaticall y recorded by the
software used, Five types of entries constituted a protocol; questions , conjectures and
personal notes of subject; and answers and notes by the experimenter.

II. RESULTS AND DISCUSSION

The protocols have provided direct and indirect accounts of three kinds of
knowledge sought at the onset. (Akin and Reddy, 1977) Aside from these , three things
have been accomplished by the experimental method used- One is the abilit y of
bredth- f i r st  exp loration of the problem space. Unlike other studies -- eye fixation
studies, specific task environments with simple visual stimuli -- a broad base of issues
of visual pr ocessing are tackled , simultaneousl y. This enables the acquisition of a
general view of a large problem space and the cross -cultivation of the knowledge
about all major issues being explored.

Secondl y, the very fast  process of visual perception is slowed significantl y
enabling the subjects to generate richer data. The paradigm developed hare is
intended to aid model building in art i f icial intelligence more so than exploring the
issues of cognitive psychology. Ther efore , the fact that it places the natural process
of visual understanding into a f orm of” problem solving does not present a problem.
Finally, the slowed clown process of unraveling the scene is channeled through the
experimenter , enabling a ric h amount of data to be recorded.

In addition to the general scene understanding task reported above, various
other tasks have been t ried using the same exper imental paradigm- finding a landmark
(target ) in a scene; navigating the experimenter on a path in a scene; and detection of
change between two scenes with similar contents.

~ 
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Finding a kindmark (tar fje t )  i-n a scene: The subj ects are briefed on a map
(Figure 3) of the area contained in the scene. They are told what the scene contains
and are required to locate and identif y a specific target in i t. (Table 1) The same kinds
of Feature Extractio n Operators and Rewriting Rules have been observed in this task
as in the original picture-puzzle task. However , the Flow of Control reflects unique
patterns Special knowledge sources for translating two different representations of
the same scene (from photograp h to the map and vice versa ) into one another.

Navigating the cxperu’nenzcr ost a pQ.th: The subjects are briefed about what the
scene contains and are require(l to find a path for navigat ion around an obstacle. The
scene used was a suburban house scene and the obstacle was the house itself .( Figure
4 c~ the first paper in this volume , entitled “Knowledge Acquisiti on”) Here special
knowledge sources for translating the functional requirements of navigation into spatial
terms are used in the protocols. (Table 2)

Detectio n of change in two scenes with scrn4L4r conrer,.t: This experiment aims to
simplify the original task eliminat ing detailed examination of the scene all together.
Instead of requiring subjects to determine the nature and the contents of a scene the
task requires subjects to matc h two photograp hs with sli ght l y different contents. For
e x a m ple , the subject is told that there are two photograp hs: one representing a
central business d istrict of a large cit y (Figure 2 of the f i rst  paper in this volume,
entitled “Knowledge Acquisition ”) and the other represent ing an urban industrial secto r
of the same c ity (Figure 4). The task was to identif y each photograp h based on this
distinction . (Table 3) This task enabled the exp loration of only a subset of the orig inal
task , i.e., discovering the nature of the scene , independent of a detailed exp loration of
the scene ’s contents.

The experime ntal paradigm explored here provide new means of exp lor ing the

knowledge acquisition process in image understanding tasks . We have cited some
variati ons of the paradigm above. These examp les however are not exhaustive of all
of its possible uses.
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An Interactive Protocol Ana lys is System for Knowledge Acquisition

- 
- Orner Akir i* and Marty Schultz

- 
. Department of Computer Science

Carnegie-Mellon University
Pittsburgh , Pa. 15213

An experimental paradigm for exploring the use of knowledge in understanding
images has been developed by Ohlander , Reddy and Akin . (1976) The experimental tool
used y ields a verbal protocol of subject behavior during the “picture-puzzle ” task .
This paper describes an interactive computer program that aids the trancr iption of the

C protocols obtained.

In the pict ureSi puzz le task subjects are requ ired to determine the contents of a
color photograph (Figure 1 in the f i rst  paper of th is volume , entitled “Knowledge

4 
Acquisition ”) without ever seeing i t but by asking questions about it to the
experimenter. The experimenter answers all questions about the photograp h t h a t  do
not involve high-level conce pts and objects. The only information given about the
photograph is low-level inf ormation like shapes , colors , locations , textures of diffe rent
reg ions in the photograp h. The protocol consists of all conversatio n that takes place
between the subject and the experimenter. (Table I in the first paper of this volume,
entitled “Knowledge Acquisition ”)

Protocol ana ’ysis has l,een used by Newell and Simon (1972) and later by others
(Eastman , 1970; Bay lor , 1971; Far ley , 1974) to ana l yze sim ilar verbal data. Even
though Waterman arid Newell ( 1973) have developed an automated protocol anal y zer ,
their system is not suitab le for our needs. In this paper we present a framewo rk and
an interactive computer aid for the analysis of protocols obtained from the “pic ture—
puzzle” task.

The obj ect ive of the protocol anal ysis in this study is to identif y t he knowledge
sources used in the picture-puzzle task . The categories of knowledge sought are
three-fold ; Feature Ext ract ion Operator s , Rewring Rules , and Elements of Control Flow.
(Akin and Reddy, 1977) The categori es identified w ith ease in the anal ysis are the
Feature Extract ion Operators and the Rewriting Rules. The protocol analysis also
provides some insig ht into the kin ds of Control Elements used in the task.

Fenturc Extr act ion Oper a tor s:  Subjects doing the picture puzzle task use a
- 

- 
variet y of descript ive terms to identif y th ose fea tu res  of ob jects necessary for
rec ognition. These te rms cover the categor ies;  scene descr iption , size , shape , color ,
t ex t ure , location , quant it y, representat ional , patterns and miscellaneous others.

: * Also in the Department of Architecture.
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Rewr ~ti.ng Ri, .Les: Some producti6n-l ike rules have been used by the subjects ,
mostl y implicitly, in order to trans laie the low - -level scene descript ors into high-level
concepts or objects. Some examples are: “green indicates grass ,” “gray, l inear , and
horizontal s urfaces indicate roads. ”

Ele,nen.t s of Control Flow: Subjects generall y used a hypothesLze and test
strategy. Other specific strategies were also employed to generate the next
hypothesis , app ly the next test , and determine the next issue to be exp lored in special
task c ontexts.

I. A FRAMEWORK FOR THE PICTURE-PUZZLE TASK

A primary objective in protocol anal ysis is to identif y the probleat states and the
operators that are used to move the current to..sk state closer to a sok~tioa state
incrementall y. The protocol anal ys is system used here tries to do the same. A set of
Task Operators have been defined a pr iori.. Some of these Operators app lied in the
picture-puzzle task are identified automaticall y using prior knowledge about these
operators arid others are identified manuall y by the experimenter in an interactive
mode.

ç Three macro Task Operators have been consistentl y observed in all protoc ols.
These are: 1) Search; select an issue or aspect of the scene to explore , 2) Hypothesize;
generate an hypothesis about the identity of the issue(s) being explored , and 3) Test;
app ly appropriate tests to clar i f y the  h ypotheses generated. All three kinds of
knowledge defined above are used ri the Search , Hypothesize and Test Operators.

For example one of the subjects uses t he kn owledge that “scenes can be
classi f ied into two in general; outdoors and indoors ” to select the f irst issue to deal
with. Then he generates a h ypothesis (i .e., outdoors ) based on the same knowledge.
Later he te sts the converse hypothesis as we ll (i.e., indoors). In rest ing t he  “outdoor ”
hypothesis he uses the Rewriti ng Rules that “outdoor scenes contain a part of the sk y”
and “sk y is blue.” A f ter  both te s ts  fail (i .e., neither outdoor or indoor scene ) the

- , subject goes back to the above Rewrit ing Rules arid modifies them to read: “outdoor
• scenes contain a part of the sk y, unless the sky is comp letel y occluded by other

ob jec t s ,” and “overcast s k ies are gray. ” This leads to the c orrect resolution of the
issue, i.e., the scene is an outdoor scene with occluded sk y.

C 
II. TRANSCRIPTION OF PROTOCOLS AND ANA LYSIS

‘C 

Identification of the Featur e Ext ract ion Operators requires manual search of the
text for terms describing sonic vi s ual aspects of the scene or some of its parts.

4 - Identification of the Rewrit ing Rules requires the determination of what new
information is acquired by the subj eC t in each s ta te  and what Rewriting Rules are
being app lied to t ran s late all the accumulated info rma tion into an assertion about the
scene. Finall y, in order to identif y the Elements of Cont rol Flow a transcription of the
protoco l m b  a form in which patt er ns of search are clearl y seen is needed. The most
proper f o r ma t  for achieving this is the Problem Behavior Graph used by Newell and
Simon. ( 1972)
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Each protocol consists of questions asked by s ubjects , answers given by the
experimenter , and comments made by subjects (both conjectures and notes made by
the subjects about their own behavior). The task of the protocol transcription system
presented here is to take this information and aid the anal ysis in coming up with the
three kinds of knowledge used in each Task Operator: Search , Hypothesize and Test.

-
~ I A sample of a transcribed protocol is provided in

Table 5 in the first paper of this volume , entitled “Knowledge Acquisition. ” This
samp le corresponds to the f i rst  seven question-answer sequences of the samp le
protocol.

The protocol anal ysis system (PROTDO ) was developed * to simp lif y the manual
-~ task of the human transcriber. PROTDO perfo rms four major operations. First it gets
C the file of the protocol to be transcribed. Next , i t disp lays each questi on-answer

sequence along with the previous and the next quest ion-answer sequences in the
protocols. Then, it allows the transcri ber to enter all Task Operators and related
knowledge sources for each question-answer seque nce being transcribed , individually
into the transcribed fi le. While doing so PRUIDO stores each question-answer
sequence along with the knowledge entered for each Task Operator. Some knowledge
sources , such as Feature Extract ion Operations , are built into the “memory ” of PROTDO.
This enables PROT DO to automaticall y identif y some knowledge sources. Finally
PROTDO stores all this information in a new file before quiting on the protocol being
worked on.

III. HOW TO USE PROT DO

The f irs t question a potential user should ask himself is “do I reall y need to use
PROTDO” Because PROIDO is a program espec iall y tuned to the transcription of
pro tocols taken with the picture-puzzle task and with the object ive of discovering the
knowledge sources outlined ear l ier. Tran script ions with di f ferent intent and/or other
task protocols are very likel y to be unsuitable for PROTDO.

When PROT DO is run, f irst it wil l  ask the user if he needs help w ith the program.
;~ If yes “Y” is replied a brief summa ry of program usage is printed. Next the user is

asked the file name to be processed , followed by the file name to store the
transcrib ed protocol in. Next , the number of the protocol to be transcribed is

~ I 
requested (multiple protocols can he stored in a single fi le , each delim ited by a page
mark).

PROTDO then asks for a fi lc name to store the set of Rewr it ing Rules (RP) under ,
and a file name for the col lect ion of Elements of Control Flow (ECF). To avoid creation
of either file , the user presses the re tu rn key without typing a name to the respective
prompt. -

F Now PROlIX) ian ‘- t a r t  to proce~ . the protoco l selected First , PROTOO a sp l ay s
the previous question-a nswer seque nce jus t p r - ~c e s s e d along with the present
sequence on !he OPT . In this fash inn PPO T DO disp lays all questio n-answer sequences
in pairs until the end of the protocol

* PROT DO has been pro rammed b Mart Schultz



___ - . -— ~~~~~~~-
--

~~
-Si- . .— - ---

-

The processing of eac ’~ question-answer sequence displayed consists of entering
all knowledge sources used for each of the Tas k Operators in that sequence. That is
for each of the three Task Operators search, hypothes ize and test all three types of
knowledge sources are soug ht , i.e., Feature Extract ion Operators , Rewriting Rules and
Elements of Control Flow. The previous question-answer sequences is disp layed with
each current question-answer sequence to enaole the user to see the context of the
current sequence.

After PROTDO has displayed the appropriate sequence of questions , the user can
enter one of three commands. A slash “/“ instructs the program to terminate
interactive analysis , and finish writing the files using only that which has alread y been
processed. A star “

*
“ causes PROTDO to ignore this sequence and go on to the next

one. Any other character begins interactive anal ysis of the present sequence.

The first thing PROTDO does after encounter ing a cha racter other than a 7” or a
“
*
“ is to disp lay the keyword “SEARCH” as the first category of Task Operators. At

this point the user has to +ecide what issue is being dealt w ith in the current question .
Then the user has to type in the issue being dealt with and return control to PROT DO.
This will cause PROTDO to save that entry as the description of the search Operator of
the current question.

The other Task Operator categories , hypot hesize and test , are processed
s i m i l a r l y. Tha t is a keyword is prompted and the user enter s a hypo t host.s or test
descri ption. PROT DO automatical l y proposes the text of the questi on asked by the
subject as the descri ption of the test Operator. The user can accept this description
by typ ing “Y” f or yes, any thing else for no. If it is rejected PPOTOO will expect the
user to t ype in a test category descri ption just as in the previous two categories of
Task Operators.

Right after successful ly entering any of the th ree Task Operator descriptions ,
PROTDO enables the user to enter desc ri ptions of the three classes of knowledge
sources; Feature Ex t rac t ion  Operators (FEO), Rewrit i ng Rules (PR) and Elements of
Control Flow (ECF). PROTDO f i rst  displays the appropriate keyword for each
knowtedge source category,  i.e., FEO, RR, ECE. For each keyword PROTDO expects the
user to either accept the descr iption it provides automaticall y or to enter a new
description.

PROTDO has a memory consist ing of all FED’s i t  has ever encountered. Every
time a new FEO is entered in a transcr ipt ion file PROT DO saves it in its memory fo r
future t ranscr ipt io ns.  Hen e whene ve r the FED category comes up during a
transcription sess ion PROTDO finds words in the Task Operator descr ipt ion that match
FEOs in its memory and disp lays these on the CR1 along with the keyword “FEO.” When
PROTDO chooses the Operators , the user can edit these choices.

As each ~EO is p1 -n t c d , th e user ca n acce pt it by t yping a comma or a period
The comma will cause  the rEQ in the final t ranscr ipt io n to be separated by a comma. A
period requires the use of a blank as the se parator . This lat ter choice is used in

- - . multip le word FEOs , s u ch  as “with respect to. ” Any other char acter t yped wilt re ject
C that FEC for this sequence A fter  a 1l operato rs have been generated , PPOT DO w i l l  ask
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if any others (not in its dictionary) are to be included. If the user wishes to enter
more, he types them here , each delimited by a blank or a comma. Otherwise the user
hits the return key. This will commence the entry of the FEO description. The FEOs
added here are subsequently combined in PROTDO’s dictionary upon program exi t.

By the time all three Task Operators are processed the information entered on
C the CRT will have been stored in the transcr i ption file along with the tex t of the

current question-answer sequence. After the completion of the last question-answer
sequence the transcription file will be closed. As was mentioned before , a stash can
be used to terminate transcription before sta rting the processing of the current
question-answer sequence. This will cause PROTDO to save the tota l transcription
completed up t o the current question-answer sequence in the transcri ption file. The
Rewriting Rule and Elements of Control Flow files will also be saved, if they were
declared at the onset.

IV. CONCLUSIONS

PROTDO is useful for a special kind of transc ription , i.e., looking for knowledge
sources , in the picture-puzz le task. Consequentl y its usefulness in the general sense
is limi ted. However , it provides f or us a rich catalogue of the knowledge used in the
specific area of research.

Furthermore the output of PROIDO can be eas il y translated into the Problem
Behavior Grap h format. This is necessary for observing the general patte rns of
Control Flow. Each ta s k operation included in the transcription represents a
modification in the problem state.  Hence these are represented as rig ht arrows linking
nodes (problem states )  ri Figure 1. Every time a quest ion-answer sequence does not
alter the problem state , that is the task operat ion is the same as the previous one, the
down arrows are used to indicate no advance ~n the problem state.  The links starting
from earlier nodes indicate backtracking which co rrespond to going back to an issue

- - dealt with earlier in the transcri ption. The Problem Behavior Graphs obtained from
different tasks is expected t o yield a more parsimonious understanding of the Elements
of Control Flow.

Ii
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Eye Fixations in Image Understanding Research

Omer AK in*
Department of Computer Science

C Carneg ie-Mellon University
Pittsburg h, Pennsy lvania 15213

This study exp lores an alternative experimental tool f or discovering knowledge
used in understanding visual scenes. This issue has been examined earlier by Akin and
Reddy (1977) using verbal protocols. The possibilities of using visual protocols , i.e.,
eye f ixations , in achieving the same ends will be explored in this paper.

I. EYE FIXATIONS AS MEASUREMENT IN VISUAL INFORMATION PROCESSING

A most frequentl y asked question in research dealing with visual percepti on of
complex scenes is simp ly, “How do we perceive pictures?” More specificl y this question
has taken the form:

“..how information trom a visual scene is encoded?” (Loftus , 1974)

“What does a person do when he looks at a picture?” (Buswell, 1935)

“ [do) key reg ions exist within pictorial disp lays.. [and are) some stimuli
more impor tant than others within the displays?” (Mackwort h and Morandi ,
1976)

Alterna tive experimental means have been used to uncover the visual
understanding process. Use of eye fixations in image understanding has been en
important research tool. Below we shall review a representative samp le of major
studies done in the area of visual perception using eye f ixat ions .

One of the earliest arid most extensive eye f ixat ion studies was undertaken by
Buswell. (1935) I-li’, experiments consist of measuring eye fixations of subjects
observing various stimuli under dif ferent task condition s The main emp hasis of the
experimen t is the interpretation of eye f ixat ion patter ns.

More recentl y, I oftu s ( 1974) has dealt wi th the issue of recogn ition He has
rec orded eye fixations and recognition responses of subjects perceiving complex

C scenes. I-fe has also altered the rep~esentati on arid c ontents of stimuli to control
informat ion transmission .

Mackworth and Morandi ( 1976 ) looked at f ixat i ons and the judgment of
“rec ognizabilit y” of subj ects with two complex stimuli They have anal yzed the data by
subdividing the stimuli vito 64 equal parts.

* Also in the Departm ent of A rchitecture.
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All three studies essentially explore t t c  processes r~sponsibIe for
“unders tanding” and/or “recognition ” of p ictures. Yet , all h ave used different moans of
pursueing this goal. Here I shall report on the c haract e ;ustics of these alternative
experimental means and what each yields in terms of knowledge in the area.

There are basicl y t our major experimental means used in these studies. The
measurement of eye fixations seems to be the common denominator of all. (Loftus ,1974;
Busw~ Il , 1935; Mackworth and Moraridi, 1976) A second experimental measure used is
rec ognition of a previousl y seen image. (Loftus , 1974) The third paradigm is the use of
subjective ranking of some qualitative aspect of the st imuli by the subjec ts.
(Mackworth and Morandi , 1976) And the fourth experimental means used is the
decomposition of stimuli into smaller , or less comprehensive parts. (Mackworth and
Morandi, 1976) Below we shall discuss the role of eye f ,xa t ior,s in relati on to other
experimenta l tools.

Of course the centra l issue in the use of eye fixation data is just what the
fixati on corresponds to in terms of cognitive processes. 8ti~well sta tes the common
explanation to the issue in the fol lowing terms:

“ .. the center of f ixation of the eyes is the center of attention at a given time...
The evidence (provided by fixations ) in regard to perceptual patterns is entirely
objec t ive, but it furnishes no indication , excep t by inference , as to what the nature of
the sub ject’ s inner response to the picture may be.” (Buswel!, 1935)

Buswell’s main concern ste ms from the large variance in fixation durations --i.e.,
3-40 thirt ieth~ of a second. He attem pts to exp lain this variance as a func tion of
stimulus character ist ics and stages of the perception process. On the other hand this
mere inferential evidence is rather significant. Loftus has suggested tha t even though
the f ixat ion durations in a recognition task vary considerabl y, the subject’s
performance is a function of the number of f ixations rather than the duration of
f ixat i ons. This implies that the amount of information acquired during a fixation is more
or less constant. Therefore the variance in the duration of the fixation results due to
processes other than information gathering that takes place during a f ixa tion -- such
as wha t-part-of-the-picture-to-process-next.

- J Loftus has also shown that by motivating the subjects to perf orm better it is
possible to reduc e average fixation durations without affecting recognition
performance. This ind icates that some extraneous processes or simply idle tame may be
responsible for this vari ance.

The single stud y which has explored eye fixat ions most extensivel y and
exc lusive l y is I3uswelrs “Ho w People Look At Pictu res. ” Locat ion , durati on and
sequence of fixations ha ’- - e been looked at under various stimulus , subject and task
c ondit ions. He has inferred dif ferential  picture processing stages as a func tion of the
t ime dimension and Ia’ k descr ipt ion , as a function of f ixat ion data.

He found initial f i xa t i ons to be always shortei than success ive ones. This is
at tributed to the u e of ce n t ra l  cognitive process ing in addition to simple visual
processing, as t he “undi~rr .tanding ” of a picture becomes more detailed and/ or more
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semant ic. The evidence provided by Mackworth et,al. and others ’ (1976; Potter and
Levy, 1969; Pollack and Spence , 1968) findings indicate th~it the f irst f ixa tions serve a
different purpose , namel y that of finding out the “gi s t”  of a picture , as opposed to the
later ones. Loftus has anal yzed also the individual f ixat i ons discovering underlying
internal perceptual processes. He concludes that in terms of information gathering a
fixa tion performs a standard function independent of its duration beyond the first 100
ms.

Hence there seems to be t w o  major functions of a f ixation. The first 100 ms. or
so constituting the in fo r - at : o r i  gather ing and the remainder of the f ixation duration
deriving from the knowledge ab out the pict u re a next target location to fixate upon.
(Loftus , 1974) If we assume that the informatio n about the picture is internall y
represented in a stru c t ure is omorp hic t o a herarch ic  st ructure (i.e., more processing
time required fo- processing more detailed parts of the picture) then it is plausible
that the Sub j e cts  involved in deta iled anal ys is in the later stages of pr ocess ing have
longer f ixation durations

Buswell found tha t d i f fe re n t  ta s k s ituations , suc h a s s imp le perception , scanning
f or target recognition or subject ive judgment of picture quality tasks , produced
different f ixation pat te rns . Th is ndicate s that the information provided by f ixat ion

C behavior in visual tasks is e~.tremel y rich. However there is l i t t le  theoretical basis for
explaining the underly ing pr ocesses responsible for these differences.

ii. EXPERIMENT

A basic problem in all eye f i xa t ion  studies of p~ ture unders tanding, is th e iac  k

of a general theory of the p icture under s ta nd ing process.  With the recogrr it ior of •~‘ - s
fact , we have done some eye f i x at ion studies using the same images anal yzed in the
paper entit led ‘ Knowled ge Acquisit ion in Image Understanding ” and using the
framework developed in the same ‘~tudy. ~Ak in and Reddy, 1977) Based on the f indings
of the studies reviewed above we have anal y?.ed the pa t te rn  of f ixa t ions rathe r than
latencies to infer the search behavior exhibited. The results are inconclusive arid have
lead to more questions than they have answered. How ever , we p ’ese rn t some of the
prolin- inary findings to expose the state of our research to other interested parties.

The eye f ixat ion experiment consisted of instructing subjects to exami ne a
certain feature , i .e., in tersect io n of two  major t ra f f ic  arter ies in downtown Pittsburgh ,
in a map. (Figure 3 in the second paper in thi s volume , er t i t led “An Exper imenta l
System ”) Later s ubj ects were in tru d ed to f ind that particular land-mark , the

intersection , in a photograph of the sa lve area Figure 2 in the f i rs t  paper of f t - :
volume , entit led ‘Knowledge ‘~c q uts i t  .~ri”). The pro tocol of the visual s ea rc h bel a -~- o

‘ of the subjects wrr e ta ~~:t’ by rec ording their e~ e f i x a t ion s .  An image of th i.’

photograp h and f ixat ions v.i- ’i’ super imposed on video -tape during the experiments.
Two subjects were used in th ir, t a s k  Sa’ p lp.s fr om the protoc ols of these two
subjects are co nta !vif~fi in Fi ~i~

.- - I ~i~~ i~~~? T he con s ec ut ive numbers in these f igures
indicate the sequence of t~~’ t -  at inr ’ . ri i ’~v Ii ~ ~per i” -e ’~t Note that the numbers also
indicate the b c  atior i of the center  ii~ each f ixat ion whi ch was about 1/2” in L1i aNn~ er .
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IiI. ANALYSIS

The patterns obtained in the eye f ixat ion protocols are compared against the
issues exp lored in the protocols of the picture-puzz le experiment. in the picture-
puzzle task subjects are instructed to find the same t raff ic intersection in the
photograph of the downtown area after examining the map. But in this case the
subjects are not allowed to examine the photograph visuall y. They are given verbal
informa tion about the photograp h by the exper imenter when they ask f or it. This

experiment is described in detail in the paper entitled “Knowled ge Acquisition in Image
Unders tanding Research. ” (Ohtander , Reddy and Akin , 1976)

Firs t it should be emp hasised that the processes underl ying the two experiments
are radicall y different. in the case of the eye f ixat ion experiment the subjects anal yze
“meaningful” parts of what is visuall y available in each photograp h. While the exact
nature of the underl ying processes which derive the fixations are s till a mystery the
general consensus is that f ixations represent those parts of the scene w hich are
directly informative fo r each respective processing stage encountered during the
interpreta tion of the visual image.

On the other hand , the s ub lects searc hing f or a t3 rget in a photograph in the
picture-puzzle task seem to construct inte rnal representations of st imuli based on the
verbal feedback obta ined fr om the experimenter .  Subvequent search of the scene is
based on this partial , and at t imes error fut , representat ion of the scene. The

construc tion of the interna l representation is the refore radicall y different from the
case where the search is based on a comp lete visual scene , as in the eye f ixat i on
experiments.

The initial inform ation exp lored in the case of the picture-puzzle task about an
ob jec t , such as a building, usuall y perta ins to a simp le descriptive property, i.e.,
trapezoidal outline(s). While an eye f ixat ion on the same object (the building) readil y
extracts information (possibl 1 in para l le l )  about many aspects of that  object , i.e., shape ,
texture , orientation , occlu s ions , shadows , the environme nt , etc.

Despite these di f fe rences it is possible to observe some parallelism between
these two pr ocesses Evidence suggests that succe ss ive questions about a single
eotit y in the picture-pu ,zbe ex per iment ext ract  info rmation about many descriptive
aspects , i.e., shape , texture , o r ientat ion , etc. (Akin a nd  Reddy, 1977) This is similar to
the case of the eye f ixat ion paradigm with the exce ption that the same information
may be obtained in parallel in the latte r case.

t
- 

,-.- lv. RESULTS

In the discuss ion below , we s hah compa re the pat terns of eye fixations against
the issues explored by success ive sets of questions in the picture-puzzle ex perime nt.
For examp le , the sub ject  in the samp le protocol from the picture-puzzle experiment
(Tab le 1 in the second paper of this volume , enti t led “An Experimenta l System ”)
examines firs t , the river; second , the sky; third , the river ; fourth , the buildings; f i f t h ,
the roads; sixth , the buildings; seventh , greene ry and eighth , the r~~d and the
intersection. These actions are respective l y numbered in the protocol in the table.

iL . 
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— .



This ref lects  a character i s t ic  pattern where the subject star ts  from a familia r
obj ect (some thing he can iderrti f y readil y such as the sky, the river , etc.) in the map
and then scans all objects that are expected to lie in the path joining the point of
departure t o the target object (the intersection ) . Similar patterns are seen in the
fixat i on data where sets of successive f ixat ions land on the same character ist ic objects.
For example , consider Figure 1. The first few f ixations of Subject 1 (1- 6) land around
the initial f ixat ion (0) in the enter of the scene. Then they successively fall on the
river (7-8), the buildings (9- 1 1), the greenery and the roads (12-13), the buildings
(14-2 1), one of the target roads (22- 24) and finally the intersection (24-25). The rest
of the protocol consists of f ixations that appear to repeat th is pattern of f ixations.
This can be attributed to the fact that the subject may want to verif y his initial
findings by repeating his earlier perceptual actions.

The striking similarity in the sequence of the parts of the scene looked at in
each experiment is t ypical . This does not necessitate that we should get the same
results every time. This is obvious if we consider the degrees of freedom there are in
finding a path between the target and a randoml y selected point of departure of
search. However , the results obtained here leads us to believe that the kinds of
control exercised in the two experiments examined here are very similar.

This result is intu it iv e l y cor rec t .  A next f i x at ion is possibl y made to add to the
current knowledge of the system about the scene , and driven by the goal of finding
the target in the photograp h. White in the picture-puzzle task each “next ” question
also serves the same purpose. Hence , wi th proper aggrega tion of f ixations and
ques tions it should be expected that similar patterns of control can be obse rved in
both experiments.

V. CONCLUSIONS

The eye f i x ,-rt io n data indi ate s one major result . The picture-puzzle paradigm
used in the experiment reported ear ”er is an ex per imental tool for accuratel y
simulating the actual  visual understancl ng process. This on the one hand supports our
experiment a l as su m ptions and on the other hand provides a more direct means for
exp loring the issue of Control Flow in visual unders tanding.

Ideall y, w hat needs to be done in the eye f ixa t ion -x pe r i r ’ nn t  is to enab l e  the
subjects  to ohser ,,e the map and the photograp h simultaneousl y, while the protocol of
eye f ixat ions are ta ken . By recording the pa t te rns  of f i xa t ions  for both stimu li it wil l
be possible to infer more d i r ec t l y the informatio n obtained from the map that d i rects
the flow of eye f i xa t i on s  towards the ta rget  in the photograph.
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I INCLA SSIFTE! )
SECURITY C LAS S iF I cAT iON OF Ti llS PAGE(Wh.n 0.1. Enl.r.d)

In the f irst  paper , three major aspects of knowledge are presented: primitive
Feature Extraction Operator s , Rewriting Rules , and Flow of Control. A limited number
of Feature Extra ction Operators were repeatedl y used by the subjects to specif y
locat ion, size , shape , g min r l t i t y ,  colo r , texture , and patter i u, of various compon ents found
in scenes. Six types of Rewriting Rules were identif ’ed~ asse rt ions , negative assertions ,
context-free , conditional , genera two , and anal ytic aL inferences. Flow of Control
ex hibited character ist i cs of an hypothesize and tes t paradi gm capable of using
cmprc ccse , con fli .cring hypotheses in cooperation with others in a niulzi-dimen.s tona t
problem space.

The second paper discusses the picture-p uzzle paradi gm and the various ways
in which it can be used as a tool for acquisition of knowledge. The third paper deals
with a computer program that assis ts the transcri ption of typ ical protocols obtained
fr om the picture puzzle tasks. Finall y, the last paper of the report discusses the pros
and cons of using eye- f ix at ~on data to acquire knowledge used in some of the tasks of
the picture-puzzle paradi gm.

The total e f fo r t  represents an account of the initial results of a new.
experimental pa; adigm . We hope that this will provide a sound basis for understanding
the issues of knowled ge used in visual perception and aid in the modelling of “seeing”
sys tems.
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