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1. Introduction. Let X. = (X .,...,X .)  , i � l  be a—1. ii P1
sequence of independent random vectors ( i.  rvs ) with continuous

cuxnula tive distribution functions (cdfs )

(1.1) F
1

(x) = P! X~~~~x J = F ( x — a — R c ~~) , i � 1  . x € R ~ , p~~ 1

where a=( cL
1~~

...~~a )  9
~~~

=((8 .k)).l , q � l  are

k=1,...,q

unknown parameters and c • = (c . , . . ., c . )  , i � 1  are known
ii qi

vectors of regression constants. We partition

(1.2) ~~. 
= 

~ -1’ ~~2 q1+ q 2 = q  q. �O , i = 1 ,2

pxq 1 pxq 2

The problem is to test the null (composite) hypothesis

( 1.3) H0 : 
~ 2 = 0 against H1 : 8 2 # 0

We may mention that by the classical canonical reduc t ion

f viz. Anderson (1958) , Chapter 8 ) J ,  a genera l linear hypothesis

on ~ can always be reduced to a form similar to ( 1 . 3 ) .  For a

pa rticular case of q2 = q i.e. B0 : ~~=0 , the problem reduces

to that of testing a simple null hypothesis, the rank order tests

for which have already been studied by Pun and Sen (1969) .

However, the technique developed in that paper is not applicable

when . This difficulty is circumvented here by u~~inq
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aligned rank order tests las in Sen (1969),  and , Pun and

Sen (1973) both dealing with the univariate models] where

the alignment is based on estima tes of 
~~ 

developed in Sen

and Pun (1969) and Jure~kova’ ( 1971) .

The proposed rank order tests for H
0 

are considered

in section 3 following the preliminary notions and basic

assumptions in section 2. Section 4 deals with asymptotic

comparison of parametric and rank order tests, and the

asymptotic optimality of the proposed tests. The last

section deals with a special case of (1.3), namely, testing

the hypothesis of parallelism of severa l multiple regression

surfaces which turn out to be the multivariate multi-

parameter analogue of Sen (1969).

n
2. No tations and assumptions. Let R . .  = y~ u ( X . .  - X .— 

31  a=l j i .J n

(where u ( t )  = 1 or 0 according as t is � or < 0) be

the rank of X.,. among X
1
, . . ; i = 1.... n ; i 1, . . .

Since F is continuous, ties among the observations may be

neglected in probability. For each j (=l,...,p) , consider

a set of scores ~~~~ (1) ..., a~~’kn) , generated by a function

~ j
(U) , 0< u <1 , in either of. the following ways.

I 
— ~~~

a_ . i
j1

~~~ F ~~~.-.--— i~I~
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I
(2.1) ~~~~ (i)  = e p . ( i / ( n+ l ) )  or ~~~~ ( i) =El ~p . ( U . ) , l~~ i� n ; l~~ j �p

where ~p .(u) is assumed to be square integrable inside (0,1)

and u < ... <u is an order statistic of a sample of sizenl nn

n from the rectangular distribution oven (0,1). Our proposed

procedure is based on the following type of rank order

statistics.

( 2 . 2 )  = ((S
nik

)) 
‘ 

~n,jk ~~~~~~~~~~~~~~~~~~~~~~

where
n

Ckn = fl ’ 
~~

c .k ; k = 1,... ,q ; j 1,... ‘p

Following Ha5ek (1968) and Hoeffding (1973), we assume

that for every j( l ,...,p)

(2.3) ~~.(u) = ~ (l) (u) - 
(2) (u)

where (u) , s = 1 2  is absolutely continuous and non-

decreasing in u ~ (0 , 1) and

(2 .4 )  ~~~~~~~ (u )~~[u ( l — u ) ~~~~du < ; s = 1, 2 j 1,... ,p .

Denote

1
( 2 . 5)  = f ~~ 

( u ) du  , j = 1, . . ., pj  v O j

and
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( 2 . 6 )  (F) 5 ~~~~
. ( F r . ]  (x) )

~~~ 1(F 1. 1~ ~~~~~~~~~~~~ (x ,y) 

~~~~~~~~~~~~~~~~~

where F[.)(x) and F
1

..I
J
(X~Y) are the marginal cdfs of

jth and (j,j’) the components respectively. Assume

(2.7) A (F) = ((x .~~1 (F))) is positive definite and finite .

Regarding the , we assume tha t

n
— ir’ — —

(2.8) n ) (c. - c ) (c. - c ) = n C -. C as n ~.L~ —1 — f l  -1 -fl —n —1=1

where for every n � n0 ,

(2 . 9) 
~n = ( (C f l k k ,))  is positive definite and fini te

and

(2 .10)  c = — ,

where for each k(= l ,...,q) and s(= l ,2) . ~~~~ is n o n —

decreasing in i . (Note that the assumption (2.7) is

a slightly simplified version of a parallel assumption made by

Jurec~kova’ (1971). For q= 1 this assumption is not necessary)

Fina lly , we assume tha t for every c > 0  , there exists an

integer n0 = r t 0 ( e )  such that for n~ .n
0

(2. 11) n Cf l k k > c  C max t C kj  
ck t I

1 ~i cn
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Regarding the cdf F we assume that for each

the marginal cdf F1 .~ has an absolutely continuou s

density function f
1~~~

(x) with a finite Fisher information

(2.12) = i~~(f~) ~~~ td/dx)1o~~f1 .~~(x)1
2dF1 .1 (x) i= ~~~~~~~~

To explain the alignment procedure, we need the following

notations.

Let B = ((b ik
) )  be a p x q  matrix with rea l elements

and let

(2.13) •~~~~~~ X . — B C ~ ; i = l , . . ., n ; B = (b
1
,...,b )

(2 .14) R~~~(B) = R~~~(b~ ) ~~~~ u(X ~ 1
(b~ ) - X . ( b . ) )  , l� i < n  , l~~ j< p

so that R.. (B) is the rank of X .. (b.) among X . (b .)
31 — ’ 31. —)

, l� i � n

Now replace the R .1 in ( 2 . 2 )  by R . .  (b , )  for 1 ~ i ~ n

1 <j 
~ 

p and denote the corresponding matrix of rank order

statistics by

(2 .15)  ~~~~~~~~~~~~~ 
= ( (S n jk (b j ) ) )  j = l , . . . ,p  ;

Note that by varying B on ~~~~ , we obtain a multi-

pa rameter multidimensional stochastic process wh i ch i1~ u~ ixl

in the next section to introduce the proposed aliq n cd r .ink

order statistics.
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3. The Proposed Aligned Rank Order Tests. A ~ in (1.2), we

partition B as

(3.1) ~ = 

~~l
’
~~2~ 

, B . is pxq . ; i = 1 , 2 ; q
1

+ q
2 
=q

( 3 . 2 )  C ’ = (C . ( 1) S C i ( 2 )
) C

i ( )  is a q —vector, s - = 1 , 2

Then , under H
0 

in (1.3), we have

( 3 .3)  F . ( X )  = F(x—a— 8
1
c .(1)) , 1~~~i < n

First, we proceed to estimate 
~l 

for the model (3.3).

For this , consider the p x q 1 ma trix

~~~~ ~n(1) ~~~ = ( (S n jk~~~~~~~~~ j - l  p ; k = 1 , . . . , q
1

where

(3 .5 )  b’ = (b
(U 

, ~~~~ is a parti t ion of b . by (~~.l )

Now under (3.3), S (l) (B l) has expectation o , and dispersion

matrix

(3.6) A (F)~~ c (11) where C = (_fl(ll) ~n(l2))

—n(21)’ -n (22)

(and ® stands for the Kronecker product) and from the resul ts

of Pun and Sen (1969), it follows tha t for large n , under

the assumptions of section 2,
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(3.7) £ (n ½S ~!l~) ~ A (F)

where C
(11) is the q

1 xq
1 minor of C defined in (2.8).

Consequently, by the same alignment procedure as in Sen and

Pun (1969) and Jure~kova’ (1971), we define

p q1
( 3 . 8 )  = : 

~~ ~ 
I~~n~~k~?~ H = minimumj .

j =l  k=l

Our proposed estimator of (under (3.3) ) is then

(3.9) 
~1,n 

= center of gravity of D

By arguments parallel to those of Jure~kova’ (1971), it

follows that

(3.10) sup II!.i — 0 , as n-.~~B ~ D—1 —n

(3.11) £ (n½1!l n 
- 

~~~~ ~ ~pxq~
°’ r(F) ®

~~(ll)~

where

( 3.12) T(F)  = ((‘r~~.~~( F ) ) )  =

and

(3.13) A~ = I (d/dx )~~
. ( F [ .]  

(x))dF (x) 
, = l, . . . ,p



81,n is a translation—invariant, robust, consistent and

asymptotically normally distributed estimator of 81 
when

(3.3) holds. Our proposed tests are based on the aligned rank

order statistics

(3.14) S~~(2) = 

~ n ,jk~~ j 1 , .. . ,p  ; k q 1 + l,...,q
where

(3.15) S
fl jk =~~~~

(ck. 
_
~ k

)a
~~~ 

(R
n
) , 1 �j ~~p , q

1 + 1 � k�q

(3.16) = R
~j(!1~~ s 0) , l�i�n , l~~j~~p

To introduce the proposed test statistics, we first define

(3.17) 
.
~~~~~~ 

= ((m~~~~~ ))  where

(3.18) ~~~~~~~~~ = (n_l)
1{2ia~~~ 

(R~j)a~
3
~~ (R .1~~) ~ (i)_ (i l)}

where

(3.19) ;(i) (i) • 1 � i

Also, replacing by R~ 1, - 
1 � i �w • 1 

~ ~ in

(3.18) , we denote the corresponding matrix M by

(3.20) ( ( r n
j~~~i ) )

Let then,
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* — l
(3.21) 

~n 
= 

~ n ( 2 2 )  
—

‘S *
(3.22) G = M Ø C

—n —n —n

~~2 
Xpq

2

( 3 . 2 3 )  H = ((S . S ,, ~~ . ‘ I— n  n,jk n,j k j , j  l , . .., p ; k,k =-1, .. .,q
~

Our proposed test statistic is

( 3 . 2 4 )  C = TrfH~~~
1’];

In the remainder of the section, we show that under H
0

in (1.3) and the assumptions of section 2, £ has asymptotically

a chi square distribution with 
~~~ 

degrees of freedom . This

provides an ADF (asymptotically distribution free) test’ or

H0

Lemma 3.1. Under the assumptions of section 2, when I1~) holds,

— l *_ 1
( 3 . 2 5 )  nG ~~ A (F) ® C  , as f l4~~~~

where
* — 1(3. 26) C = C ( 2 2 )  

— 
-~~(2 1)~~(l1)~~( 12)

Proof. By virtue of (2 .8 ) , C ~ C , as f l 4~~~ . Thus to prove

( 3 . 2 5 ) ,  it suff ices  to s how that
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( 3 . 2 7 )  M~~~~~A (F) , as ~~~~~~

Also since ;. , ,  = m , = (n_ l )~~~{ ~~ ia~~~ ~~~
~13 • fl jj,n n n

-. x . . ( F) = 
~~~~. .  by (2.1) and some routine computations, we

need only to show that for every j 
~

(3.28) rn .., x . ,,(F) when H holds
3) ,n j j  0

By assumption (2 .3) , (see also Ha’j ek (1968) , section 5)

for every € >0 , there exists a decomposition

(3.29) cp . (u) = (u) + ~~(2) (u) — (u) , 0 <  u < 1

where is a polynomia l, ~~(2)  
and are non-

decreasing, and

(3.30) L $
1
1
(k) 
()]

2
d < e , 1 

~
j ~~p

Using (3.29) we decompose rn .., into 9 terms. Using the

Cauchy-Schwarz inequality for the eigh t terms for which ~~t

least one factor is non polynomial along with (3.30), i~ follows

that to prove (3.28), it suffices to take = rp
W

, i <
~ p

Since the are absolutely continuous and are polvnomthls,

for them , the corresponding m~~~1 can be wri t ten as

— r’ %_

~

- -
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~ (1) . (1)I ~~~~~~~~~~ ~~~~~~~~~~ (H
fl~ l ( Y ) ) d H

fl~ ) (X .Y ) )  + 0 ( l )  where

H .  is the sample cdf for the aligned observations on the -ith

variate, 1 � j 
~ 
p , and H . ~~1 is the bivariate sample cdf for

these aligned observations. By (2.6), (2.14) and (3.11), on

denoting by H .  , H .., th: corresponding sample cdfs for

B , it follows that sup~H .., - H  ..,~~ .+0 , as n-~~~ .flJ)
()X YAlso note tha t the c~ . ‘s are bounded, continuous functions.

So first replacing H by H~ , H by H , and then using

theorem 4.]. of Pun and Sen (1969) , the desired result follows .

In fact , it can be shown tha t (3 .27) holds a lmost  surely.

Lemma 3.2.  Under the assump tions of  section 2~~~~~en H0 ~~~~~~

(3.31) n ½[~~~(2) — 
-~n(l)~~~1

’ 2~ ~ ~1,n
’
~~l~~n (l2)

1 0

~~ n- , where

(3 .32)  A = Diag (A 1, . .., A )

The proof follows as a direct multivariate extension of

Theorem 3.1 of Jure~kova’ (1971), and hence , the details are

omitted .
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By noting that S (1) (~ i~~
,0) o(n½ ). (see Jure~kova’ (1971)),

the following lemma also follow directly as a multivariate

extension of Theorem 3.1 of Jure~kova’ (1971) .

Lemma 3.3. Under the assumptions of section 2, when H0 holds,

(3.33) n ½ t~~fl(1) ~Q1,2~ 
— 

~~~~~~ 
— 

~‘l~~ n ( l l) 1 ~

as f l4~~

Using Lemmas 3.2 and 3.3, we arrive at the following result.

Lemma 3.4. Under H0 
in (1.31 and the assumptions of section 2 ,

(3.34) n ½1s (2) 
— !n ( 2 )  ~~~~ 

+ !n(l) ~~l’2 ll)En(l2) 0

as ~~~~

Consider now H0 : B = 0 . Then under H
0 .2 th(?

statistics f S  (2 ) (8 l iP 0)
~ ~~~~~~~~ 

have the same loint’

distribution as that of S under H , and since the 1~~ter i’~0

asymptotically multi—normal with mean vector 0 and di~;pers ion

matrix

(3.35) A ( F ) € C

it follows tha t under H0 in (1 .3) .
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p

(3.36) £ (fl’~~tSfl(2) ~~l’2~ 
“.
~n(l) ~
!l’2 l1)~~n ( 12)~~

~ ~p~q~~2’ ~~
(F) 

~~~ ( 2 2 )  
-

Hence using (3.34) and (3.36), under H0 in (1.3), we find

that

(3.37) £ (n ½sfl ( 2 ) ) ~ !~pxq (2~ ~~(F)~~~~~ )

From Lemma 3.1, (3.37) and the asymptotic distribution of

quadratic forms assoc iated with asymptotically multinonmal

vectors, it follows that (under H0 in (1.3) and the conditions

of section 2).

(3.38) £(CN
) 4 , as n-~~

Thus the proposed ADF test is as follows:

Reject H if £0 N pq
2.a

Accept H0 if £
N
<
~~pq ,a

where is the upper 100a~% point of the chi squa re

distribution with t degrees of freedom.

4. As~m~totic c~ nparispn wjth parametrjc test. Consider now

a sequence CK~~ of Pitman-type alternative hypotheses. viz.
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(4 .1)  K : = = ‘ is fixed and n o n - n u l l .

Our aim is to make the asymptotic power comparisons

between the proposed rank order test and the normal theory

likelihood ratio test when the underlying cdf is not necessarily

multinormal. Proceeding as in Sen and Pun (1970). (Where the

distribution theory of the normal theory likelihood ratio

test for the general linear hypotheses is considered), it

follows that if F possesses a finite second order moments, then

( i )  unde r H0 , the normal theory likelihood ratio statistic

ractually_2 log (likelihood ratio statistic)i, denoted by

L has asymptotically a chi square distribution with pq2

degrees of freedom , and ( i i )  under [K,) . it has a symptotica l ly

a non central chi square distribution with pg2 degrees of

freedom and non—centrality parameter

(4.2) AL 
= Tr(j~ . (~‘(F )  ® C ) 1’]

where

r~
and

(4 .3 )  r ( F )  = ( ( a . , ( F ) ) )  
• a . . , ( F) = Cov(X , . ,  X ,. , . )

— 3) ji. j i

‘S
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Consider now a sequence of alternatives [K) , where

(4 . 4 )  K : B = 

~2’

then, 
~~n(l) ~!].‘2~ ‘ 

~~~~~~~~ ~~~~ 
, under 

*

‘

~
‘
~ 

• has the same

joint distribution as that of S under K . Noting thisn

fact and using the results of Pun and Sen (1969), it follows

that under K , S has asymptotically a multinorma l distri-

bution with mean vector A [0,y
2
]C = 

~~~-~(2l) ’ ~~(22)
i , and

dispersion matrix A (F) ®C . Thus, under [K) as fl-4~~

(4.5) C (n ½S ()
) 4 

~‘pq2~~~
!.~ 

,

Consequently

(4.6) ~ (c~ ~K ) .~~
fi

where

— * _l(4 . 7) At = Trt F • (T ( F )  ~~C ) 
~

where T(F)  is given by (3 .12) .

From (4.2) and (4.7), we conclude that the Pitman

A symptotic Relative Efficiency (ARE) of £~ with respect to

L isn

— * — 1 —(4.8) 
~~~~ 

= At/AL = Trrr(T(F) ~~C ) 1/rr nT (
~~(F )  C ) 1
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*
which depends on F, F and C . If F is a multinorma l

cdf and if we use the norma l scores, then it can easily }
~~.

checked tha t T ( F )  = ~‘(F) and hence A = “L 
In such d

case the normal scores test and the norma l theory likelihoc ’d

ratio tests are asymptotically power equivalent. However ,

in general for arbitrary F , 1
~~~L is bounded by the

minimum and maximum cha racteristic roots of r ( F ) T 1
(F) , i.e.

( 4 . 9)  Ch t 2 ( F ) T ~~~(Fy~ <
~~C, L �Ch 1~~~~fl •

where ch . is the ithe largest cha racteristic root . (The

bounds of r ( F ) T 1
(F) may be studied as in Sen and Pun

( 1967) or Pun and Sen (1969) . Because of the sim il aii fy of

the work , the details are omitted) . In passing we may

also remark tha t the test has asymptotically the b~~ t

average power with respect to surfaces in the parameter rpace ;

it has also asymptotically the best constant power on ~iuch

surfaces and finally it is asymptotically most stringe~~l- test.

The proof follows as in Theorem 6.2 of Pun and Sen ~~~~~~

5. ~DF Tests for parallelism of regression surfaces .

Let x(k) k= l ....,rl
k 

be n
K 

independent ,v~; w i t h

continuous cdfs
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(5.1) F~
1
~ ~~ pix (k) ~ = F(x — — -fl-k ~~~~

l
~~~

1
~~~

fl
k~ 

k - i  s.2

We desire to test the null hypothesis

(5.2) H0 
= B 1 = ... = = B (unknown)

Here the B k
’ S are p x t  matrices and the ~~1d are t~~vector~r-

for some t � l  . A special case of~~p = t = l  has been studied

in detail in Sen (1969) . If we let = + , k = 1,..., s

(so that = 0) , q=st , then the result follows from the

theory developed in section 3. Therefore, without going into

the details of derivation, we briefly present the theory here.

For the kth sample [i.e. ~
(k) 

, i=l,...,rt.~) , d e f i n e  the

p x t  matr ix  as in (2.2) and for every B~~ RPt

S,~~~ (B) as in ( 2 . 13 ) — ( 2 . 1 5 ) .  Let then

(5. 3) S (B) = ~ s~~ (B) • n =

Jé~l~% 1/~l

Under H0 , we estimate the common B as follows: dS in

(3.8) and (3.9), we let

(5.4) D = {B ~ . (b .)l = min~-n 
~~ ~~~~ 

n,jr - -j  J

~~~~ en = center of gravity of D

t 

_ _ _ _ _ _ _ _ _  

~~~~.-S ---
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Let then

( 5 . 6 )  ~~(k)  
S~~~ (~ ) , k = 1,..

(k) 
- ~ (k) ~ (k)( 5 . 7 )  

~~~ 
— 

~~ n~~,jr n.~,j’s
’ j,j’ = i , . . . , p  r , r ’ = 

~~~~.. ., t

(5.8) c~~~=~~ 1
(k) - 

1~~~ (k)  
- 

-

~~ k i1~l
1 

~k 
1

(5.9) M = V V ~~~~ (R~~~) - ~ ~~~~~~~~~ (R~~~~) -~~~~~~~ l/ (n - s)—n ‘k~ lf~ l~~~~k ~~

(5.10) C = M ~ C~~~ k = l , . .. , s

where is the ra nk of - . C~~~~, . . ., S  ~~(k )
J,2 J,i. n,j]. ii n , j t  it

among the n,,~ aligned observa tions on the jth variate in  the

kth sample, for ~~~~~~~~~~~ ; j 1 ,...,p k = l ,...,s

The aligned rank order test statistic for testing FL
0 ii: (‘~.2)

is then

(5.11) v’ = V Trr H~~~~G~~~N

Under H
0 

in (5.2), has asymptotica lly chi square

distribution with p(s—l) (t—l) degrees of freedom and under

the sequence of alternatives [K,) . where
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(5.12) K : B k ~~~~~~~~ ~ , k= l ,...,s 
k l ~~~~~~

k 
0

it has a non-centrality chi square distribution with

~ (s-l) (t—1) degrees of freedom and non centrality parameter

S 
1(5.13) Tr[r’ (T(F) ® C ) ~k k

where

(5.14~ 
~k 

= ~~~~~ ~~~~~~~~~~~~~~ l~~k� S  and 
~k 

= L i rn n 1 
~~
(k)

which we assume to exist.
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