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Datacomputer Suoport of’ S~ ism ie T)ata Activit y 1

1 . Introduc tion

The ~oal  of ’ this contract has been to orovide seism ic d at a  storaRe

and retrieval services in a convenient an ~1 timely manner to

computers on the Ar oanet . These services were nrovid ed via the

Datacomputer , a network data utility deve loped and mainta ined by

C C A  fo r  A R PA under a separate Contract No. M — 9 O~ --7~4—C— 0225.

The seismic data stora~ e and retri eval services nrovi~ ed must meet

the following difficult requirem ents: 1 . very l a r ø e  online stora~ e

capacity; 2. very high bandwidth across the Ar nanet; and 3 . real

time availability of some data streams. The onlin e stora~~

requirements were met by the acauisition and inte gration of an

Ampex Tera—Bit r~~mory System (TPM) as descr ibed in section ‘
~ h~ low

an d chan~res in the Datacomput er and CCA’ s host T F.N~~X system , on

which the Datacornputer runs , as described in section 2 below. The 
•
.

Arpanet band width renuirements were ~enera1l v met through chan~ es

in the physical con fiRuration of the network and careful orotocol

design , as detailed in section ~ below. The real time

recuirements were met through the acquisition ~nd pro~ ramm in~ of a

reliable minicom puter based Seismic Inout Processor (SIP) to

collect , reform~ t , and buffer the real time streams of data and

periodicall y forward this inform ation to the ~atacom nu ter . Tb”

SIP is described in section 5 below .

Durin g the course of this contract , CCA WaS also resoon~ ih l~ for

coordination of D~ tacomputer use with the se i s mi c  eom nti nit v. T b i ~

• • —•— ~~~~~~ • .— • —~~~~~ .—-— — •-
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Datacomputer Support of Seismi c Data Activit y 2

primaril y involved detailed cor 3u ltation wi th seismic users on

efficient file formats and the construct ion of t.est orocedures.

Coordination activities are described in section 6 below.

The report summarizes activities throu~ hout the contract oeriod .

Particular emohasis is placed on the last two months (November and

December 1976) since this period has not been desc ribed in

previous technical reports.

The activities described herein are con tinuin g under a new

contract , M DA— 9 03— 77— C— 01~33 .

I 
_ _ _ _ _ _ _ _ _ _ _ _ _  

_ _  _ _ _  
_ _  _ _ _
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Datacomputer Suoport of Seismic Data ActtvT{tv

* 2. The Datacornput er

The Datacompu ter is a network data utilit y develoned by CCA and

desi gned to handle large files and communicate with m ultiple

remote using programs over the Ar oanet. The Datacomputer is the

p r i r n~ .’y online repos itory for seismic data.

2.1 Staging

The se i smic  a pp l i c a t i o n , and the large relativel y slow access mass

memory it uses , lead to the largest change in the Datacomouter: a

• set of’ enhancements to “st a m e ” data between secondary disk storare

an d tertiary TBM storave. The routines which accomolish this are

called SDAX. (SDAX ori ginally stood for special disk area index.)

SDAX kee ps track of the location of different versions of an

active file throu~ h ma ps. A m an  orovides a tran slation between

logical locations in a file ve r s ion  and  t h e  physical devices and

locations in which the corres pondinm data resides. For

efficiency , sect ions of a map can he flag~ ed to in dic ate that

space is hein~ reserved but has not yet been written.

Al l  f i l e s , active or not , have associated w ith them a chain of

“home file ” ma ps of complete file versions on TBM taoe. This

chain ma y be of length one. Only the mo st recent version is

normally accessible , but new versions are occasionall y created for

redundancy by the Datacomnu ter. 

~~~~~~~~~~~~~~~ ~~‘L~J~~ • T 
- - 

~~~~~~

‘ - -



Datacomputer Sunrort of Seismic ‘Thta Activ ity

In a ddition to th~ home file m an chain , active fil es have a chain

of ’ S D A X  m a p s  to some  n a rt s  of t h e  f i l e  w h i c h  h a v e  b e e n  s t a c ’ed  to

s e c o n d a r y  s t o r a~~e .  S D A X  is in  c h a rg e  of m o v i n g  d a t a  f r o m  t h e  TB~

to d i s k  w h e n  u n s t a c ’e d  d a t a  is r e f e r e n c e d  by a u s e r , c o oy i n ~ b a c k

d a t a  to T h M  t a p e  ~h cn  the  s t a g i n r 7  a r e a  is c r o w d e d , a n d  c r e n t i n c 7

a n d  m a i n t a i n i n ~ t h e  v a r i o u s  m a p  c h a i n s  as  n e c e s s a ry  to r e f l e c t

t h i s  a c t i v i t y .  S D A X  coordinates the case of two users refereneirw

the same unsta ged data and assures that only one cop y  is s t ag e d .

In the common case of several corroleted un d a t,es occurrin g to nart

H of a file while sta red , several SOAX m aps w ill h~ ‘reate d . ror

eff iciency , SDA X w ill merge m a n s  fo r  o ld  SDA X versions that have

no readers and thus recla im staging devic~ snace. Furthermore ,

while copy ing back data to TR~-~ t a oe , S D A X  i s  ab le  to r ecove r f r o m

the rare bad block that is encountered on TP~’ t in e by olacin~ t h e

data that was to hav e been written there in a newly alloc a te d

block and ao propri ately rnod i fyin~ the file m an. To avoid files

from becom ing overly fragmented by hein~’ allocated in sm all niece s

and by had block recoveries , SDAX alsa tr ies to compact small

sec t ions  of a f i le , i f  i t  is h~~in~i con ed hac k to a differ ent

locat ion on TFM tare. ( N o  compaction is pos sible if the T~ M tare

version is bein~ “upd a ted  in o l a c e ” by a copy back.) Finally , all

of the above activity must survive a crash at any r’oint. $fl~~Y

takes creat car” in the order in which it. ~ a n i t ~u l a t . e r  d a t a  a n d

state f’l ai s so as to he safely restartahH ’ w h e r e v e r  i n t . e r r u r t r ’ d .

W i t h  SD A X , us er rr’luosts actuall y r u n  a~~a i n s t  c on i ” s  of f i l es  on

t a r t  access disk with ranlv occasional dela y s t o  read data fro— T~~
’

~~~~~~~~~~~~~~
-
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r ~1)ataco mpute r ~u np ort of’ Seismic Data Ac t i v i t y  5

tape. Copyin~ hack of mod ifie d data to TP~ nor n a lly occurs as a

background task not seen by the user. However , t h e  occ a s io n a l

delays the user can face may be quite lengthy if several T~~

operations are aueue d . A s~~t of u s e r  nessa~~es w a s  add ed to the

Datacom puter to advise users when they are about to ~he su bjected

to IBM delays.

During November and December of 1976 , the latest enhancement adde d

to SDAX was to allow multi p le physical yolumes t o  be used for

staged data. This allowed a trip lin~ of tha scace available for

staging file ima ge d2ta from one 3330 tyne disk to three.

2.2 Datacomputer Evolution

As the Dataco mnuter evolved to meet the needs of the sei smic

applicat ion it went throumh several versions . Version 1 was a

disk based system available from Au gust 197~ to October 1O 7F~. An

exp erim ental mass memor y based system was available in na r al lel

with Ver sion 1 in Augu st and September 1976 . Base d on the lessons

learned throu mh seismic use of this experimental Datacomn ut er , t h e

Version 2 Datacom puter was develoned and became the first

• 
~enerally ava ilable TRM based Datacomputer on October 1 , 1 97 6 .

Amon g the new features of Version 2 were a general file backuo

utility and volume interlocks. The file backup ut ility is u s e d  to

automa tically copy most nermanent files for redund an cy . Tt is

also used either aut omatically or manual ly to cony parts of files

that are on worn areas of TPM ta pe. Volume interlocks are

________________________________________ 
— ,--- ~~ — -
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D a t a c o m nu t r r ~unnort of Seismic Data Ac tivit y 6

necessary to avoid a IBM drive snend in~ exe” ssive tim e seekin~

back and forth amon ’~ d ifferent areas of a tape. Version 2

provides a volume lock which is seized for a user between natural

interru ption points and prohibits other users from interferin m on

a drive .

The most recent Datacomputer version , V e r s ion 3 ,  became available

in January 1977. A major new cap ability of this version is the

F i l e  Grou p f e a t u r e .  Because of the enormous volume and cont inuous

na t u r e  of t he  s e i s m i c  d a t a  s t r e a m s , i t  be came  a n o a r e n t  t h a t  t h e y

w o u l d  h a v e  to he d i v i d e d  i n t o  s e q u e n c e s  of p h y s i c a l  f i l e s .  Th” se

f i l e s  are  di v i d e d  by m o n t h  or da y , an d by the type and source of

the data stream . The File Groun feature was des imn ed and

im p l e m e n t e d  to m a n i pu l a t e  t h e se  s ecu e n c e s  of r h v si ca l  f i les

conven iently.

The File Group feature ena bles a user to create a pseudo —file

ca l l e d a “grou p ” . A ~roup is a collection of phys ical files. A

user may include or exclude files from a Proun an d may specify

lo~ ical constraints on the contents of each rroum member. For

ex a m p l e , f i l e X in m r o u p  Y may  be d e f i n e d  to c o n t a i n  “ d a t e ” v a l u e s

o n l y  b e t w e e n  1 O c t o b e r  1976 and  31 O c t o b e r  1 9 7 6 .  A r e t r i e v a l

r e qu e s t  a g a i n s t  t he  ~rouo acts similarly to a se r ies  of r e c ue st s

a g a i n s t  i t s  c o n s t i t u e n t  files. However , not all the nhvsieal

f i l e s  i n a gr o u p  w i l l  n e c e s s a r i l y  he r e f e r e n c e d  in n r o c e s s i n~ a

r e q u e s t .  The D a t a c o m o u t e r  c h e c k s  the  l o g i c a l  c o n s t r a i n t s  of each

f i l e  a g a i n s t  t h e  c o n d i t i o n s  g i v e n  in a r e t r i e v a l  r e n u e s t  and

avoids those nhvs ical files that are constrained to have no dat a 

~~~
-
~~~~~_ •~i I . 
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D a t a c o m p u t e r  Su n n o r t  of ’  S e i s m i c  D a t a A c t i v i t y  7

meetin g the request . In  t h e  s e i s m i c  a r n l i c a t i o n , w h ’r e  g r o u p s

will contain hundreds or t h o u s a n d s  of f i l e s  on “~a n v  ThM t ape s ,

this optimization is a necessity.

Version 3 also offers a new accounti nm feature which collects

information on system usage and summarizes it for certain bi ll ab le

nodes in the Datacomouter ’s directory. Amon g the information

collected is file space occupancy in TBM block days and dynamic

resource usage includin g processor time , consect tim e , network

• traffic , and secondary and tertiary data transfers.

Space charges for all files are aggregated at their suoerior

billable node and dyn amic charges for all users go to the bill able

node at or above their login node. The Datacomputer also collects

information on all file references so that the “owners ” of files

can see the actual extent of use made by those to whom they have

permitted access. For m aximum flexibilit y all accountin g

information is written into a lourn al file and processed by a

separate accountin g program.

2. 3  CC A TE~ EX

The Datacomputer runs on the CC4 host system which uses a version

of the TENEX opera ting system . Changes to this operatin~ system

were made necessary by the seismic anol ication.

COC 3330 type disks had been installed on the CCA host connuter

previously for Datacomouter use. In 1975 , track — at—a—ti me inout

and output was implemen ted to these disks in preparation for their

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
• ~~~~~~
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use in staging T~~ dat a . This change m ad c available a three—fold

increase in bandwi dth over the record —at—a—ti m e disk I/O that . had

previously been the only type available.

Also in 1975 TENEX was modified to use more than 262 , 1~~4 words of

main memory. This exoanded memory was necessary for TBM

buffer inm .

In 1976 CCA TENEX was further modif ied to improve its A rp anet and

TEM interfaces. The Arp anet interface was m odified by incre a sinm

the number of b u f f e r s  a v a i l a b l e  a n d  t h e  n u m b e r  of n e t w o r k

connections that can exist simultaneousl y . The T interfac e was

improved by add in c system calls to activate add itional Tf~-~
features and increasin g the fault tolerance of T1~’!~~X with resnect

to IBM errors.

I

4 -
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Datacomput er ~unpo rt of’ Seism ic Data A c t i v i t y  9

3. The Mass  M e m o r y  S u b s y s t e m

To p r o v i d e  o n — l i n e  s to r ag e  ap p r o a c h i n g  t h e  l a r c e  a m o u n t  r e n u i r e d ,

a mass  m e m o r y ,  t he  A m p e x  T e r a — B i t  M e m o r y  S y s t e m  ( T B M ) , w a s

acquired and integrated into the Datacornputer.

3 . 1  H a r d w a r e  C o n f i g u r a t i o n  a n d  S i t e  Work

The Da t a c o m p u t e r  TB M co n s i s t s  of f o u r  t ap e  t r a n s o o r t s , one

t r a n so o r t  d r i v e , one TP M Da ta C h a n n e l , a Sy s te m C o n t r o l  P r o c e s s o r ,

a n d  a cha n n e l  i nt e r f a c e  u n i t  ( C l U ) .  The  C I U  n r e s e n t s  a s t a n d a r d

IB M 370 b lock  m u l t i p l e x e r  c h a n n e l  d e v i c e  i n t e r f a c e  to the  CCA

TE~IEX s y s t e m  w h i c h  uses  a Sy s t e m s  C o n c e p t s , I n c . ,  S A — l O  to

si m u l a t e  such  a c h a n n e l .

Each  t r a n sp o r t  holds one TBM tape on— line with nearly 50 billion

b i t s  of s t o r ag e  c a p a c i t y .  Each  TF3 M t a p e  has  a u n i c u e  n u m b e r

associated with it and is pre— formated and subdivided iflto fixed

numbered blocks. ~43, 800 of these blocks , per taoe , are user I

accessible. Other blocks are reserved for hardwar e maintenance.

Besides its number , each block has associated with it , in a

separately recorded “tally track” , a file data identification

number which is used for block address error checkin g and various

other inform ation including counts of operations performed to the

block.

Extensive site work was involved in makin g the CCA computer room

suitable for the TBM. This included addition a-l air conditionin g

and electrical capacity as well as work on the walls , floor , and

ceiling.

:
4 _
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Datacomputer Support of Seismic flata A ctivit y 10

3.2 Software Sp ecifications

In mid 1975 , Ampex orepared initial software specifications based

on the hardware connection of the IBM system as described above.

Ampex ’s initial snecification was defective in fa i l inm to provide

any way to directl y read tally track information and in fa il inm to

provide any way to execute certain error reeoyerv steps

automatically under the control of CCA TENEX. Since the

Datacomputer is to have centralized automatic error recovery and

substantial unattended operation , these were serious defects.

Ampex added a tally read command and the other defects were

finally resolved by an agreement under which Am oex wou ld provide

two enhancements to the IBM seoarately after the primary software

was accepted . These enhancements are called Automatic Ali gnment

and Read Recovery. Automatic Ali gnment activates an autom atic
-

‘ sequence which adjusts all the read parameters for a drive to try

to optimize reading for the tape currentl y mounted on it. Read

Recovery automatically sequences throumh a series of steos in an

attemot to recover data from a block which can not he read

normally.

These enhancements had not been successfully orovi ded by the end

of 1976 and CCA continues to withhold funds from Arro ex oendin~

their completion.

I 
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3.3 Delivery , Testin g , A ccept an e , and Nai nten ance

Delivery of the THM was originally contrac ted for Au mu st 15 , 1 976 .

In July 1975 Am p ex informed CCA that , due to nroblem s with the

CLU , deliver y would he made in  J a n u a r y  1q 7 6 .

A f t e r  f u r t h e r  su ns , t h e  IBM w a s  d e l i v e r ed  to CC4 i n  February

19 7 6 .  B y  mid 1976 , some data h a - I  been  s u c c e s s f ul l y  t r a n s f e r e d  to

a n d  f r o m  e a c h  of t h e  f o u r  t aoe  t r a n s p o r t s .  E x t e n s i v e  n e g o t i a t i o n s

with Ampex led to •amreement in J u n e  1976 on a n  e x a c t  a c c e n t a n c ~

test orocedure.

A one week continuous acceptance test was concluded July 31 , 107~~.

• D u r i n g  t h i s  t e st , s e v e r a l  h u n d r e d  t h o u s a n d  o o e r a t i o ns  w e r e

p e r f o r m e d  on a l l  f o u r  d r i v e s .  The  h a r d w a r e  b e h a v e d

s a t i s f a c t o r i l y ,  h o w e v e r  a n u m b e r  of A n n e x  s o f t w a r e  n r o b l e m s  were

e n c o u n t e r e d .  I t  w a s  agr e e d  t h a t  a f u r t h e r  s o f t w a r e  a c c e mt . an c e

t e s t  s h o u l d  he h e l d .  T h i s  f u r t h e r  p r i m a r y  s o f t w a r e  a c c eo t a n c e

test was oassed in early September 1976.

To facilitate testin g and maintenance of the TBM , three user

programs were wr itten to run under CCA’ s T E N F X  system.

(1) A general device test ~nd exercise program called T~ STIT.

T h i s  p r o m r a m  u se s  t h e  n o n — s t a n d a r d — d e v i c e  r o u t i n e s  in  CCA TEN~ X to

i n t e r a c t  w i t h  t h e  T BM and allows riumerou ’~ natterns of test

a c t i v i t y  a n d  t e s t  d a t a  to be o p a r a t o r — s p e c i fj e d .

(2) A program to produce formatted nrint outs of TF’M i n t e r n a l  dumns

on 9FCtaoe. This p rom ram is intend ed to aid A m p ex in fla- r n~ sin~

p r o b l e m s  w i t h  1P M  i n t e r n a l  s o f t wa r e .

--
~~~~~
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Datacomputer Sunport of Seismic Data Activit y 12

(3) A T13M chee~:out pro gram that is normall y run daily on all

drives after T E~M m a i n t e n a n c e  a n d  on e a c h  drive when a n e w  t a oe  is

mounted or when -a h im h error rate is bein g encountered .

In October 1976 this last TBM checkout pro~’rarn was modified so

that its TBM use was interrup tible at several noints and it could

be run concurrently with the Dataco rrouter.

At the end of 1976 , the worst operational problem remainin g with

the TBM was an occasional corruption or irnpro ner writin g of the

tally track information for some blocks. If this occurs when a

block is about to be written by the Datacomnuter , it can usually

recover by writing the information elsewhere. If this occurs when

a block is bein g read , manual intervention to norm alize the tally

contents is necessary.

- .-.. —-— —.• .— .— —
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H . ~ r p an e t  C o n s i d e r a t i o n s

Successfu l use of the Ar p anet is vital to the seismic use of ’  t h e

Datacomputer . All of the data to and from the Datacornouter nasses

t h r o u m h  t h e  n e t w o r k  a n d  t h e  loc a l  nod ~ tb r c~~~ which CCA is

connecte d to the network. The continuous flow of ’ r~~a l  t i~”e d a t a

into the SIP and o~ccasional hurstin~ of this data from the SIP

into the Datacomputer plac e narticularl y heavy demands on the

network. Problem s have been ercountered with network b andwidth

a n d  n e t w o r k  h a n m u n s .

: Initi al tests indicated a bandwidth throu~ h the network node local

to CCA of 50 to 80 kilohits ner s~ cond rath~ r than the ~00

kilobits expected from PPN reports. Fifteen to twent y kilobits

per second of seism ic -array data will flow continuousl y from the

C C P  to t h e  S I P .  To provi de for eatch— uc and error recovery it is

desirable that the SIP— Datacomo uter data path be caoable of

op e r ~~~j~~.-i a t  H— S times this rate. The H k i l o b i t s  n cr  second of’

non— array seismic data sent directl y to the Datacomo uter is

subject to a sim ilar como ression factor. Thus , exciu d in ? sei smic

data retrievals , non— seismic Datacomputer traffic , an d ne tw o r k

throu Rh traffic , at least 71~Q kilobits per second capacit y is

n e c e s s a ry .

In ves ti mation of the oreviously mentioned ~-at nrati on of the f’f’~

I~’P at 50 t.o r~fl ki loh its by C C f ~ a n d  ~~~ l~~i te ~~~ eone~ usion that

the problem was lack of both orocessor power an-i bufferin g in th~

CC1~ P-’P .  ~Th~’- r’ r r o c c c sor  powør was hC jn cT sacnei ~~~y ~jr~ -’t t erm jr al
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line handlin g since the CCA IMP also served as a TIP w i t h  d i r e c t

d i a l  up lines . Bufferin g was being imp acted b y  t h e  f ac t  t h a t  t h e

CCA I M P  nad  a V D R  connection to Lincoln Laboratories which

reauired memory space for the V P H  code a n d  d e d i c a t ed  VF)~ bu f f e r s .

To hem this prob lem , the CCA IMP w a s  r e p l a c e d  by a m o d e l  51~ I~~P

and its direct terminal lines moved away on Senterher 15 , 1q75.

This produced a factor of two improvement overall and solved the

local message bandwidth Problem at t h a t  t i m e .  L o n g  distance

messages are more sensitive to buffer avail ability and still

p r e s e n t e d  p r o b l e m s .

S In late 1976 , the Lincoln Laboratorie s V D H was  r o v e d  a w a y  f r o m  t h e

CCA IMP providin~ temporary relief b y freeinr more buffer space.

Some n e t w o r k  h a n ~~u n s  a n d  b u f f e r i n g  o r o h l e m s  w e r e  t r a c e d  to t h e

PLUR IBL JS iMP at S S D A C .  I n  some cases the PL URT B US was reserving

excessive numbers of buffers at  t he  C C A  I M P  so that other traffic

was frozen out.

Within the next year , seismic bandwidth is exnected to increase

significantly and it would anpear tha t the only lonm term solution

is the installation at CCA of an aopr op riately confi gured PLUFIBUS

IMP. Processor power and buffer memor y can he added ra odularl y to

a PLURI B US .

~~~~~~ ~~~~~~~~ I~~~~~~~ • 
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Datacomputer Support of seism ic Data Activit y

5. The Seismic Innut Processor

-
~~ Seismic data from s e i s m i c  a r r ay s  is r o u t e d  t h r o u g h  a

C o m m u n i c a t i o n s  ari d C o n t r o l  P r o c e s s o r  ( C C P )  in  A l e x a n d r i a , V i r g i n i a

and sent to CCA in r eal  t i m e . T h i s  data m u s t  he a c c e p t e d  w i t h i n

few seconds 2H hours a day. The Datacomputer , which runs on a

large general purpose computer and reauires -daily down tine for

preventive main tenance , cannot be available on this schedule.

To deal with this prob lem the SIP , a small reliable dedicated

computer system , was deve looed by CCAS . The ~IP hardware is

primarily composed of a Digital Equi nm ent Corporation PDP -11/’-t O

-: computer with two 3330 type disk drives ari d an Arpane t interface.

The real time data stream is accepted hy the SIP which reformats

i t  and  b u f f e r s  i t  on i t s  d i s k s . The  SIP  t h e n  p e r i o d i c a l l y  b u r s t s

i t s  a c c u m u l a t e d  d a t a  to t h e  D a t a c o ” p u t e r .

The  S IP  h a r d w a r e  was  d e l i v e r e d  e a r ly  in  1975 .  A r p a n e t  c o n n e c t i o n

was  a c c o m p l i s h e d  in J u n e  1975.

• 5.1 CCP <— ) SIP Protocol

The SIP uses standard host—h ost protocol to communicate with the

[ Datacomputer but uses a soecial protocol for the real time path to

the CCP. This special protocol eliminates the normal host-host

handshakin g and connection setuo overheads and results in sim p ler ,

more efficient communication. Furthermore , the soecial protocol

eliminates the standard protocol’ s renuiremcnt that no more than

one messa ge he in the network in one direct ion at a time. This

—~~~~~~~~~~~~~
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modificat ion increases h andwidt i and decreases network hlockin~~.

By mid— 1976 three shortcorn i ri~ s had become apparent in the

protocol. First , the maximum efficiency was not yet bein g

achieved in network usage as logical messages and physical

messages were forced to correspond. As a result phys ical messages

were not their max imum size and packets less than full size were

being sent through the net. Second , the CCP was implemented in

such a way that the SIP could not stop acceotin~ messa ges from the

CC? without either disrupting the CCP or brin ging down its host

ready line which disrupted communication with the Datacomouter.

This made it hard to debug the SIP— Datacomputer oath. A SIP going

down message to the CC? had been provided in the protocol but not

specified to silence the CCP to SIP oath. Third , the uniaue

message ID numbers used were arbitrary sender ’s choice. If they

had been specified as seq u e n t i a l , they would h-ave been of’ mreater

use in duplicate and out— of— order messa ge detection.

During November and December 1976 , a new orotocol was formulated
t 

-
~

arid a meetin g held at SDAC to refine it. This new orotocol

maximizes network efficiency by oackin7 logical messages into full

size physical messages and also uses seQuential message ID

numbers . The new protocol is bein g implemented and is expected to

he put into service in the first half of 1q77.

_ _ _ _ _ _  
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!. ~.2 Software Develo pment

By mid 1Q75 utilities for loadin~ nroc’rams into the 1P and

debug ging them were developed. The main components of the SIP

software system were comoleted in late 1Q75 and for the next

several months the SIP was extensivel y used in checkout of the CCP

and tests of the seismic network.

By mid 1976 , the SIP was fully integrated and hundreds of hours of

real time seismic data had been stored in small test files in the

Datacomputer.

In the third ouarter of calendar 1976 , imorovements were made to

• the SIP software. These imorovement s made it possible for the SIP

to survive the failure of one of its two disk drives under all

forseeable circumstances and to continuousl y r~onitor the status of

its disk drive s . ~~~~ ~~~~~ ~~~ ‘~~~~~~ m odifie d to -avoid in it ial izin g

Datacomputer files and to do several transfers for one

Datacompute r file before movin g to the next.

During A u gust and September 1Q76 , the SIP stored data into full

size files in an experi m ental Datacomnu ter and , on October 1 ,

1976 , the SIP— Datacomputer system became fully on er atio nal with

data bein g stored into final files in a standard Ta ~
S h a s~~d

Datacomputer.

k 
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6. Coordination with the Seismic Com rrunit v

During this contract , CCA has provided coordination with the

seismic community on the use of the Datacomouter. In this regard

CCA ’ s efforts have been primarily directed to assistin g users in

designing and usin m Datacomputer files and to settin g uo test

files for experimental use. The users CCA has assisted include

Vela Seismological Center , Seismic Data Analysis Center (and its

contractors , Teledyne Geotech , Texas Instruments , and B~ N) ,

Lincoln Laboratories Applied Seismology Group, and Albu quer que

Seismological Laboratory (and its contractor Lisle Comnuter).

CCA has also aided the operational use of’ the Datacomputer by

providing an online status service and , in December 1976 , by

reschedulin g all preventive maintenance on the TRM a n d  CCA TFSNEX

to before 9AM Eastern time for the convenience of seismic users.

6.1 Test Files 
—

In late 197~( some AL PA long period array data from the

International Seismic Month was stored. In early 1975 , two sets

of data correspondin~’ to the Preliminary Event Summary File were

• stored , one with over 110 ,000 records , for Lincoln Laboratories.

For both of these datasets , the CCA Datacom outer user program

called SMART was modified to access the files so experience in

using them could be gained.

- ~~~~~~~~~~~~~~~ .~~VS _. fl1 t Wfl. W c ’ ”  . — 5 • - . a
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6.2 File Formats and Usage Assist ance

At a meeting in early 1975 , the basic organization of the

Preliminary Event Summary File and the Preliminary Signal Waveform

File and the linkage between them was settled.

The proposed seismic file structures were studied in detail by CCA

arid in August 1975 CCA made a number of suggestions includin g

uniform use of B and 16 bit bytes , fewer inversions for

efficiency , and use of the new highly efficient virtual index

feature of the Datacomputer. On December 8th , 1 975, a meetin g was

held at CCPL at which the file formats were finalized.

As actual files became available in the Datacomputer , CCA assisted

users in manipul ating and makin g use of them. In a few cases , the

size and complexity of the seismic files caused users to encounter

limitations in the Datacomputer. In all cases either the

Datacomputer was appropriately expanded or the user was shown a

simple way to avoid the limitation .

In Nov em ber , 1Q76 , CCA gave an intensive one day Datacomputer

Training seminar at SDAC for the seismic community.

-

• 
6.3 Status Reportin g

The dispersed and varied seismic users of the Datacomouter created

a need for CCA to commun icate to them the operational status of

the Datacomputer.

~~~~~~~ - —,,- •.‘— —,~~~~~~~~~ 
- ~~~~~~~~~~~~~~~~~~~~~~~~~~~ S • - ~~~~~~~~ - - -.~a - _____



________________________________ - 
~~~~~~~~~~

Datacomputer Supoort of Seismic Data Activity 20

A Datacomputer Status server program was developed and installed

durin g November and December 1976 , to provide users with

Datacornputer status information.

Information supplied includes Datacomouter operational status ,

information on all active users and availability of service.

Notification is also automatical ly given if the CCA local Arpanet

node or CCA TENEX are expected to go down soon or if the

Datacomputer system is heavily loaded.

—
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