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. Introduction

The purpose of this project is to provide seismic data
storage and retrieval services. These services are provided
via the Arpanet Datacomputer being developed and maintained
by Computer Corporation of America (CCA) for ARPA under a
separate Contract No. MDA903-T7U4-C-0225. The seismic data

is to received over the Arpanet and made available to

computers on the Arpanet in a convenient and timely manner.

To provide the requisite services the Datacomputer has been
augmented by a mass memory system to provide the very larre
storage resources required. To deal with the high seismic
data rates CCA has implemented a Seismic Input Processor (SIP)
which continuously collects real time data over the network,
reformats and buffers it, and periodically bursts it into the
Datacomputer. An Ampex Tera-Bit Memory System (TBM) with a
capacity of almost two hundred billion bits (expandable to

3 trillion bits) has been installed at CCA as the mass memory
system. A DEC 11/40 computer with RP-04 disks and an Arpanet
interface has been purchased as the SIP. Both the SIP and

the Datacomputer with mass memory are operational.

Project activity can be divided into four catagories: (1)
integration of the mass memory into Datacomputer and other
seismic related Datacomputer development; (2) the acceptance
and use of the mass memory; (3) coordination with the seismic
community; and (4) the SIP and network bandwidth considerations.
One section in this report is devoted to each of these

categories.

2. The Datacomputer

The Datacomputer is a network data utility developed by CCA.
It is designhed to handle large files and to communicate with
multiple remote usinpg, programs over the Arpanet. The Data-

computer is the primary on-line repository for seismic data.
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2.1 Version 2

The Version 2 Datacomputer is the first generally available
version of the system which uses a mass memory (Ampex TBM)

as its tertiary store. An experimental Datacomputer with

mass memory (called the 103 Datacomputer) was available to a
limited set of users in August and September. It was terminated
on 19 October. Use of the Version 2 Datacomputer began on

1 October. The Version 2 Datacomputer incorvorated changes that
were found necessary through experience with the 103. Among

the most important of these are the following:

1. Volume interlocks, to coordinate two users who are
tryling to acecess several blocks at two distant spots
on a tape. Without interlocks such uses can cause
the drive to spend most of its time seeking back
and forth between the two spots alternately accessing
one block in each area. In Version 2 each request
will try to seize a lock associated with the drive
and, if 1t succeeds, will proceed until it reaches
a natural interruption point.

2. Special subforks under the Datacomputer subjobs.
This enhancement was made to increase the virtual
memory space available; this was necessary due to
the large size of TBM blocks (over a million bits)

and the correspondingly large buffers they require.

3. A general file backup facility. This feature is used
to automatically copy most permanent files for
redundancy. It is used either automatically or
manually to copy parts of files that are on worn

areas of TBM tape.

2.2 Yersion 3

Work continues toward the next version of the Datacomputer,

3, which 1s scheduled to be released at the end of calendar 1976
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The most significant enhancements for Version 3 are better accounting
facilitles and the file groups feature.

File groups will enable several similar physical files to be

accessed as though they were a single file. This is particularly
useful for seismic data streams since, by nature they grow indefinitely
over time. However for convenience in allocation, creation, dumping,
validating, access control, and ultimately du> to the finite size

of TBM tapes, these continuous streams must be divided into finite
physical files. The file group feature allows a user to irnore

these physical boundaries on retrieval.

The accounting facilities will record the resources used from each
login node and will aggregate these to show the total resources
attributable to special nodes called "billable" nodes. This
feature will permit easier supervision of the resource utilization

by members of the seismic community.
2.3 TENEX

During this quarter the Datacomputer operating system, TENEX, was

154

modified by CCA to improve its Arpanet and TBM interfaces.

The Arpanet interface was modified by:

1. increasing the number of buffers available,

2. 1ncreasing the number of network conncections which can
exist simultaneously, and

3. decreasing the size of the M3 network messapge padding
field.

The TBM interface was improved by:
l. Adding a system call to activate the Auto Align facilit

(see 3.3), and

2. 1increasing the fault tolerance of TENEX with respect

,

v

.
o

to TBM errors.
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It is expected that further modifications to TBM error
handling, will be advisable as CCA learns more about its actual

performance and failure modes.

3. The Mass Memory Subsystem

To provide on-line storage approaching the large amount required,

a mass memory, the Ampex Tera-Bit Memory System (TBM), has been
integrated into the Datacomputer. The TBM has four tape drives

each with a capacity of nearly 50 billion bits for a total

maximum of near 200 billion bits on line. The drives are physically

similar to professional quality videotape drives.

Each reel of TBM tape has a unique number associated with it and

is pre-formatted into fixed numbered blocks. 43,800 of these

blocks per tape are user accessible. Other blocks are reserved

for internal TBM use. Besides its number, each block has associated
with it, in a separately recorded "tally track", a file data
identification number which is used for block address error checkins
and various other information including counts of operations per-

formed to the block.

3.1 Acceptarice

The TBM hardware was accepted last quarter but funds were withheld
pending correction of problems in the basic internal TBM software.
A supplementary software acceptance test was completed by early
September. The only outstanding items due to CCA from Ampex

are the Auto Align and Read Recovery enhancements (see 3.4) and

completion of TBM operator training for CCA personnel.

3.2 Performance

Considering the short period that the TBM has been in operation,
performance has been generally satisfactory both mechanically
and electronically. Some electronic design flaws, as described

below, were discovered and fixed. The only serious problem has
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been an infrequent garbling of the "tally track" information
associated with some blocks on TBM tape. These errors make it
Impossible to read or write effected blocks without manual
intervention. CCA 1s working with Ampex to isolate and solve

this tally track problem.

Three electronic design problems have been discovered in the

TEM, all of the same general ﬁature. Some of the circuitry

in the TBM used logic elements only marginally fast enough

for their function. As a result, the normally negligible effects
of several months aging and use caused these circuits to fail
intermittantly. These problems have been fixed by replacing the

logic with compatible higher speed elements.

3.3 Enhancements

Ampex 1is required to install two enhancements to the TBM, known

as Auto Align and Read Recovery, which are necessary to convenient
operation of the TBM as a comp¢nent of the Datacomputer. The
necessary changes to the TBM internal software are discribed
be.ow. Initial installation and testing of these enhancements
began during the reporting period. A 7%% retainage on the price

=

of the TBM is being withheld pending completion of these features.
In order to compensate for rotary head wear and other sradual
changes in the characteristics of a TBM drive, tape, and the
system as whole, it is periodically necessary to "alipgn" a
drive with the tape one desires to use. The alignment process
yields a table of parameters that are remembered by the TBM
system indexed under the drive and tape numbers. Alipnment

is currently a manual operation which can take up to 15 minutes
and which requires taking the TBM system off line. The Auto
Align enhancement will enable the TBM to go throuch an alirn-
nent sequence automatically. The automatic alignment process
requires not more than two minutes to complete. The TBM will
remain on-=line with other operations aqueued during the alirnment

as they would be during a two minute sequence of data operations.
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The read recovery feature facilitates operations when a read
error is enceuntered. 'In the case of difficulty in reading a
block from TBM tape, there are a number of manual actions that
can be taken at the TBM. These include disabling tally track
processing and modifying the alignment parameters. Manually
stepping through these actions is a tedious and error prone
process which requires a skilled human operator. The Read Recovery
enhancement will enable the system to try these recovery actions
automatically. The Read Recovery operation will stop as soon

as it 1s successful or will fail after trying all plausible
individual actions. The complete sequence requires not more than
three minutes to complete.

3.4 Utilities

CCA has developed several utility programs for testing the TBM
system. One of these utilities tests the proper operation of

a drive. This checking process takes about five minutes and

was previously uninterruptable. Other TBM users were denied
access during this period. [In @ctober, this utility was modified
so that its TBM use was interruptable at several points. This
increases the time it takes for the checker to run if it is in
active conflict with a Datacomputer user but avoids locking out
other TBM access. The checker is normally run daily on all drives
after TBM maintenance, and on each drive when a new tape is mounted
or when a high error rate is being encountered. As our experience
with the TBM grows, we will continue to adapt and develop utility

programs to facilitate its operation as a Datacomputer component.

4. Coordination with the Seismic Community

CCA has assisted VSC (Vela Seismological Center), SDAC (Seismic

Data Analysis Center), ASL (Albuquerque Seismolosical Laboratory)

and its contractors, and LL-ASG (Lincoln Laboratories Applied
smology Group), in utlizing the Datacomputer to store and

el
retrieve seismic data.

At the request of VSC, CCA suppested a full set of files and ports




for the non-array seismic data that is to be stored into the
Datacomputer by ASL.

To provide a mechanism for announcing the state of the Data-
computer, status files were set up in the CCA directory at ISI

and programs were written for updating these files.

At the request of various seismic users, some enhancements were
made to RDC. RDC is a user program that runs under TENEX and
simply interfaces a terminal to the Datacomputer. The Datacomputer
is designed to be used by remote programs and cannot be used
directly by a terminal.

5. The SIP and Arpanet Considerations

Seismic array data from LASA and NORSAR passes throupgh the SDAC
Communication and Control Processor (CCP) and from there is
forwarded in real time to several locations including the SIP.
The SIP buffers and reformats this data and periodically
retransmits it to the Datacomputer. (non-real time seismic data
is sent directly to the Datacomputer.) The SIP is equiped

with disk storage adequate for twenty four hours buffering of a
15 kilobit per second data stream.

During this quarter the SIP became fully operational. After
previous experiments with small test files, it forwarded seismic
data into full size final files in a developmental TBM Datacomputer
for August and September. At the beginning of October, the SIP out-

put was switched to the Version 2 Datacomputer.

The real time data stream from the CCP to the SIP, together with
high speed bursts from the SIP to the Datacomputer and other
seismic and non-seismic Datacomputer traffic, all flowing over

the Arpanet, have lead to coMmunications overloads as detailed

in our Quarterly Technical Reports for May 1, 1976 to July 31,
1976, and February 1, 1976 to April 30, 1976. This quarter,




the Lincoln Laboratories VDH line to the CCA IMP was moved to

another IMP. This freed up enough resources at CCA IMP to make

network performance adequate at current load levels. However, ]
predictable growth in network traffic will cause increasingly
severe problems. The only long-term solution appears to be 1
[: the installation of a higher capacifiy IMP at CCA.
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