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PREFACE

The Federal Aviation Administration decided that a guide to the
conduct of cost-benefit analysis would be most useful . The guide would
contain concepts and technique3 , and recommended values for reducing
passenger and aircraft delays , accidents and fatalities , and other rele-
vant impact variables . J. Watson Noah Associates , Inc., under contract
#DOT-FA76WA-3769 dated December 30, 1975, rev iewed relevant literature
and compiled this guide for the FAA Office of Aviation Pol icy (AVP-210).

This manual contains a discussion of cost—benefit methodology as it
appl i es to the national aviation system, an explanation of sel ected val-
ues recommended for use in FAA studies , and the principles , concepts and
techniques appropriate to estimating benefits and life—cycle costs.
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1

I NTRODUCT ION

~iiround

Two of the Federal Aviat ion Administration ’ s most important func-
tions are: (a)  provision of airport and airway navigation fac i l i t ies and
traffic control , and (b) administration of the airport-airway program .
The primary regulatory role of the FAA is to set and maintain minimum stan-
dards for air safety. The Administrator of the FAA -- often through forma l
rulemakir .g proceedings —- issues and enforces rules , regulations , and mini-
mum standards pertaining to the manufacture , operation , and maintenance of
the civil air fleet. The FAA also certifies new aircraft , inspects flight
navigation facilities , and certifies private and commercial pilots. Regis-
tration of civil aircraft , and research and developmen ,t activities perta in-
ing primarily to aircraft , airport , and airway safety also fall within FAA
responsibil i ty .

The problem of resource al location is directly related to FAA~s f u l-
fillment of its responsibilities. The pri nciples of cost-benefit analysis
form a basis for efficient ly allocating resources . The cost-benefit method
is particularl y usefu l to the analysis of alternatives proposed for research
and development with respect to FAA navigation facilities ; to its installa-
tions and operations ; and to acquiring and operating a system of air traffic
control and navigation. Cost-benefit analysis is a formal procedure for com-
paring the costs and benefits of alternative policies and investment projects.
The forma l procedure and basis of comparison rely on specialized techniques
and principles , most of which derive from economic theory .

This report draws on that economic theory to develop guidan ce useful
to FAA analysts charged with the responsibility for evaluating the preferred-
ness of investment alternatives. The goal of this report is to provide
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guidance in a practical manner. The controversy surroundi ng the theory
and measurement of certain parameter values necessitates a judicious
selection from among theoretical bases while at the same time attempting
to enhance the measurement of parameter values . It is our opinion that

immeasurable but correct theory is no more useful than precise measure-

ments based on incorrect theory . It is our hope that the parameter

values prescribed in this report are about right rather than precisely

wron g .

Purpose o~” tho Guide

As mentioned above , the primary purpose of this guide is to provide
FAA analysts with a useful reference for the conduct of cost-benefit stud- j
ies. The guide stresses analysis of alternative investment projects.
However , as a logical extension , the method of cost-benefit analysis is
equally relevant to assessing consequences of alternative public policies .
For example , a particular service might be encouraged either by a system
of taxation or by direct regulation. Neither of these options may involve
significant public investment , but a cost—benefit comparison may be useful
in makin g the final choice between the alternatives .

Org ani za t—Jo~ of the Remainder Q ” the G~~de

A discussion of special topics relating to cost-benefit methodology

is followed by specific techniques for com paring alternative series of
costs and benefits , giving appropriat e recognition to time preference .

Three techn iques , each representin g an investment criterion , are presented :

equivalent uniform annual value , present value , and internal rate of retu rn.

Within the framework of estimatin g benefits , some useful values

relating to capacity , delay , and safety are presented in Section 4. Sec-
t ion 5 d iscusses pro blems rela ted to time preference , includin g a state ner it

of a position taken by the Office of Management and Budget . Techniqu es for

norma l izing data to account for varying quantities and rates of outpu t, and

varyin g price levels are followed by a discussion of estimating relation-

ships . Section 8 presents the framework for an FAA life cycle cost model in

2
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general terms , an d tha t i s followed by a summa ry of mathematica l/sta tis —
n eal techniques potentially useful to the cost-benefit analyst. Two of

those techniques — -  statistical regression analysis and linea r program-

-- -u’e examined more thoroughly in Appendices A and B , respectively.

The basic concept underlying this guide is that cost-benefit analy-

sis is a formal procedure for comparing costs and benefits of alternative

in- v estment actions to isolate the preferred action . Our disc -ss ion of

concepts ano techniques for applying investment criteria notes that the

presen t value technique is generally advocate d by econom i sts wr iti ng on
the subject of cost-benefit analysis.

Benefits accruing to users of the national aviation system and to

society as a whole are dependent upon the provision of adequate capacity ,

minimal delay, and reasonable safety . Techniques for measuring those

bene fit s quanti tat ively are di scusse d , and the values are sumParized in

Ta b le 4.9.
We recon~nend that 10 percent be used as the discount rate in evalu-

ating FAA alternatives on a cost-benefit basis , in keeping with 0MB Circu-

lar A-94.

The rema inder of the guide discusses specific techniques for norma-

lizing data , for deriving estimating relationships , arxl for developing a

l ife-cycle cost model . Finally, a brief examination of mathematica l and

statistical techniques related to cost-benefit anal ysis suggests the two

most usefu l techniques are statistical regression analysis and linea r pro-
grammi ng.

3
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2
THE COST-BENEFIT METHOD

Bas z c Concepts

The concept of cost-benefit analys is used in this guide is one of

analyzing government decisions to use resources. The purpose of cost-
benefit analysis is to aid the government decisionmaker in the funda-
mental economic task of allocating scarce resources to alternative uses .
An improvement in economic efficiency of the national aviation system is

attainable if it is possible to increase the value of the output of that

system for any given amount of resource input.

Cost-benefit analysis is , therefore , a formal procedure for compar-
in g the costs and benefits of alternative investment actions. Benefits

and costs of a single investment action may be assessed and compared to the

~do nothing~ alternative . The spectrum of resource allocation problems is

very broad . At one extreme is the anarchistic approach of allocating resources

by whim , completely foregoing equity and consideration of the whole of

society . On the other extreme, the ideal prescription for resource alloca-

tion is to max imize a weighted sum of all society ’s object i ves by an eff i-
cient alloca tion of resources. However , such an ideal is , and will remain ,

una ttainable. We cannot know how to weigh one objective against all others ,

nor could so huge a policy analysis be undertaken even if we knew the appro-

priate weights to place upon objectives . (Fisher , 1970).

Conceptual problems in cost-benefit studies stem from these inevi-

table analytic deficiencies . We are forced through imperfection to address

narrower , more trac table questions , ones which fall somewhere between chaos

and perfect order . The result is that the spillovers , inciden tal or un i nten-
tional effects of resource allocation , cannot be taken into account , a thou gh

5
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they may be quite important. For example , it is extremely difficult , if
not impossible , to p~ace monetary value on the aesthetic quality of a new
airline terminal . Therefore, we must carefully structure our studies to
make appropriate , although necessarily imperfect , allowances for benefi-
cial or detrimental spillovers which raise difficult conceptual and prac-
tical issues .

A related activity , cost-effectiveness analysis , estimates the
costs of alternative methods to achieve a given policy objective. In
assessing alternatives , the cost-effectiveness procedure may take either
one of two fundamental forms: a desired level of effectiveness may be
specified , and the analysis seeks the most economical way to achieve it;
or a level of expenditure may be specified , and the analysis explores the
effectiveness offered by system variations . (Breckner and Noah , 1967).
The cost-effectiveness framework may be appl i ed in the case of a cost-bene-
fit analysis. However, it is not essential that one or the other -- costs
or benefits -- be fixed at a given level while examining variations in the
other . The reason is that we are able to measure the value of benefits
and costs in terms of dollars that are conui~ensurable. -

There is no all-purpose criterion , or test, for preferred policies .
The appropriate test depends upon what alternatives are open to the
decisionmaker , upon what aspects of the situation must be taken as given ,
and even upon what kinds of measurements are feasible (McKean , 1958).
Briefly, however , to maximize the difference between benefits and costs is
certainly an acceptable criterion —- the equivalent of making the most out
of whatever actions can be taken . In reality , there are constraints which
must be taken i nto account. In many cost-benefit analyses , as in most cost-
effectiveness analyses , a constraint is that a particular scale of benefit
or cost is fixed . This reality forces us to fix either the costs or the bene-
fits , seeking the way to get the rno3t for a given cost, or to achieve a speci-
fied objective at least cost.

These two criteria are equally acceptable. The benefit/cost ratio ,

on the other hand , is useful for ranking a list of possible actions when
the scale of activity is fixed , and the actions are not interdependent.

6
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However , the ratio of benefits to costs is inherently an incorrect cri-
terion. (McKean , 1958; Grant , 1964). More wil l  be said later about the
fallacy of using benefit/cost ratios .

Finally, it is inherent in government enterprises that market prices
cannot be used in appraising their social contribution. And yet , some
economic basis is needed for judging which potential government undertak-
ings are worthwhile and which are not. Cost-benefit analysis provides this
basis; it is closely analogous to methods of investment analysis used in
the market place. The essential difference is that estimates of social
value are used in place of estimates of revenues . Cost concepts useful
to the evaluation of government undertakings are virtually identical to
those used in business.

7
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The Ana lyt i ca l~ Proce ss

The key elements of a cost-benefit analysis are shown in Exhibit 2.1.
After defining the problem and the objective and scope of the analysis --
a critically important step -- the assumptions on which the analysis will
rest must be specified . That second step, specifying the assumptions ,
usually cannot be done exhaustive ly as a second step . It must wait until
we have gained knowledge that can only be obtained by attempts at many of
the subsequent steps. However , some major assumptions can and should be
specified at the outset.

Implicit in the definition of the problem , objective , and scope of
the analysis is often some indication of the alternatives to be examined .
A complete list of feasible alternatives requires , however , considerably
more thought. Furthermore , some alternatives may surface only after con-
ducting a first iteration of the cost-benefit process examining those
alternatives that come to mind immediatel y.

Having described the first set of feasible alternatives , the pro-
cess next entails estimating relevant costs and benefits for each
al ternative. Those costs and benefits should be estimated , whenever
reasonably possible , in dollar amounts.

A natural fallout of attempts to estimate costs and benefits quan-
titatively is the identification of intangibles -- those things we cannot
reasonably reduce to dollar amounts. Those intangible considerations
should be listed and described for the decisionmaker. They should not be
neglected , for likely, they will be extremely important to the final
analysis.

Our next step is to compare on the basis of an acceptable criterion
(as discu5sed in the previous section) the costs and benefits of alterna-
tives examined . At this point , or perhaps before this step, the uncertain-
ty involved in both cost and benefit estimates should be examined . The
sensitivity of results may be tested for high and low estimates in the
uncertain parameters.

After the initial comparison of alternatives , it is useful to con—

8 
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EXHIBIT 2 .1
THE COST-BENEFIT PROCESS

DEF INE
PROBLEM 

— 1

AS NS 
______I

DESCRIBE
FEASIBLE ALTERNATIVES

_ _ _ _ _ _ _  1

EST I MATE ESTIMATE
COSTS BENEFITS

I I

DESCRI BE
INTANG IBLES

COMPARE
ALTERNATIVES

CONDUCT 
__________________UNCERTAINTY ANALYSES

RECOMMEND PREFERRED
ALTERNATIVE
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duct a contingency analysis; that is , examine how the ranking of the
alternatives under consideration holds up when a relevant change in cri-
teria for evaluating alternatives is postulated . Often , at this stage
of the analysis , we must add to the assum ptions originally specified for

the study , perhaps describe additional alternatives , necessitating a
reestimation of costs and benefits . In other words , we beg in our first

iteration through the process.
The product of our efforts is, of course , a recomendation that

one alternative is preferred among all others examined , and this leads
to a recommended course of action for the decisionmaker , taking into
account both tangible and intangible considerations.

10 
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Iss:&s in Viluation

Those effects of a proj ect which are characterized by increases in
consumer satisfaction or decreases in the amount of resources required to
produce goods and services may be referred to as benefits. Increases in

well -being resulting from a project are usually taken as primary bene-
fits , while demand-inducing effects and other effects generated by the
direct output are considered secondary benefits. For example , reduced
delays in the terminal control area comprises a primary benefit , while the
increased profit accruing to airport concessionaires is a demand-induced
secondary benefit.

The valuation of benefits resulting from a proj ect may be thought
of in terms of the affected parties ’ willingness to pay . Implicit in
the willingness -to—pay concept is that such benefits should be measured
in dollar terms , and that they are therefore tangible benefits. Benefits
which cannot be valued in monetary terms or any other real measure are
cal l ed intangible benefits.

The lack of available data and empirical methods have nothing to
do with whether or not a benefit is tangible or intangible. Further-

more , failure to value in monetary terms certain project effects does

not mean that they should be excluded from the analysis. The analyst
should describe such unmeasured effects as quantitatively as possible ,

though perhaps not in monetary terms. As mentioned above , such quantita-
tive information is a significant product of a cost-benefit analysis ,

since there will always exist intang i bles which a decisionmaker should

consider .
The value of the aesthetic qualities of an airport is, for example ,

an intangible benefit. Though we are unable to conceptualize a monetary

value to assign as a benefit stemming from added aesthet ics, we most
cer tainly can -- and should -~

- ascr ib e to them the costs t hey add to the
project.

11 
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Assessing the true opportunity costs -- the costs of foregone oppor-
tunities —- of additions to the national aviation system is a complex mat-
ter; the need for understanding some of the underlying analytical problem s
is essential.

Costs that will be incurred no matter what choice we make , or that
must be borne regardless 0f the decision at hand , are not costs of that
particular choice or decision. Those costs are irrelevant. Perhaps the
most common distinction drawn between rel evant and irrelevant costs is
between past (sunk) and future costs . Costs that have already been in-
curred -- past costs -- are costs resulting from past decisions. For
exampl e, the cost of constructing the Air Route Traffic Control Center
in Leesburg , Virginia , is a sunk cost. It has already been incurred , and
the amount is irrelevant to the analysis of whether or not that facility
should continue to operate in the future. All costs associated with its
continued operation in the future are rel evant , and should be considered
in any analysis of alternatives to its continued operation.

Distinctions drawn between various classifications of costs are
often more confusing than useful. Dean (1951) distingui ~~es between out-
lay and opportunity costs, past and future costs, short-run and long-run
costs , variable and constant costs , traceable and common costs , out-of-
pocket and book costs , incremental and sunk costs , escapeable and unavoid-
able costs , controllable and non— controllable costs, and finally replace-
ment and historical costs. Fisher (1971) says that some of those terms --
fixed , variable , sunk , incremental , recurring, nonrecurring , internal ,
external , and so on -- are useful in distinguishing relevant from i rrele-
vant costs. In the analysis of proposed government projects , we believe
the distinction between rel evant and irrelevant costs can best be made by
keeping in mind that it is always pro~pective differences between alterna-
tives tha t are significant in making a choice (Grant , 1 964). This means
that all past costs and many future ones will be unaffected by a particu-
lar choice. If this concept is not kept firmly in mind , an analyst may

12
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inadvertently employ average costs per unit when he should be using incre-
mental costs per unit , or the cost for a specific lot of units. This sub-
ject is discussed more thoroughly in Section 6. U

13
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Benefit-Cost Ratio Pitfall

There is a tendency within various Federa l agencies to use the ratio
of benefits to costs as the major criterion in evaluating a new project.
This tendency stems from the Flood Control Act of June 22, 1 936, which rec-
ognized that the Federal government should improve watersheds if “the
benefits to whomsoever they may accrue are in excess of the estimated
costs... ” Resultant practice was that engineers divided total benefits
by tota l costs in their search for benefit/cost ratios exceeding one. The
use of ratios usually poses no problem as long as the analysis is conducted
in the framework mentioned earl i er; i.e., fixing the level of benefits or
the level of costs for all alternatives under consideration. However , it

is common to encounter studies where that framework has not been adhered
to, and meaningless comparisons were made on the basis of benefit/cost ratios.

Consider the fol l owing example. Several nondirectional radio beacons
(NDBs) provide instrument approaches to several airports. The users of

those NDBs enjoy benefits equa l to $200,000 per year. The costs of main-
taining the NDBs equals $100,000 per year. It is expected tha t the NDBs
can continue in service another 30 years with negligible increases in oper-
ating and maintenance costs.

Four alternat ives are being considered . Al ternative A is to replace

the existing NDBs with instrument landing systems (ILS) costing $30,000,000
to acquire and $1 ,000,000 to ma intain annually. Al ternative B is also an

ILS costing only $25,000,000 to acquire and ~l .3 M to maintain , the dif-
ference owi ng to its geographic location . Al ternatives C and B are VHF
Oninirange (VOR) installations. Costs are shown in the Table below .

TABLE 2.1. ALTERNATIVE NAVIGATION AIDS (millions of constant dollars)

Alternative 
______ 

Initial Costs Annual O&M Annual Benefits
1. Existin g NDB -0- 0.1 0.2
2. A -- ILS 1 30.0 1.0 5.0
3. B - -  ILS .~ 25.0 1 .3 4.5
4.  C -- VOR~ 20.0 1.6 4.0
5. D -- VOR 2 15.0 2.0 3.0
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The varying amounts of benefits for each alternative , including the
existing site, result from the fact that more users will be better served
by the more sophisticated ILS system than the VOR system and more users
better served by both the ILS and the VOR installations than by the exist-
ing NDB .

Assuming the appropriate rate of discount is 10 percent , and the
l ifetime of all alternatives is 30 years , we find the present value of
costs and benefits as tabulated below , and reduce the results to a bene-
fit/cost ratio for each alternative. See Section 3 for a discussion of
the present value criterion and method .

TABLE 2.2. PRESENT VALUE OF COSTS AND BENEFITS (millions of constant dollars)

Initial Annual Total Total B/C
Alternative Costs Costs Costs Benefits Ratio
1. Existing NDB -0- 0.94 0.94 1.89 2.01
2. A -- ILS1 30.00 9.43 39.43 47.14 1.20
3. B -- ILS~, 25.00 12.26 37.26 42.42 1.14
4. C -- VOR~ 20.00 15.08 35.08 37.71 1.08
5. 0 -- VOR 2 15.00 18.85 33.85 28.28 0.84

Note that the existing NDB system provides a benefit/cost ratio of 2.01
significantly better than Alternatives A through B. If we were preoccu-
pied with the use of benefit/cost ratios , we would choose the existing
NDB system in favor of the alternatives. If , on the other hand , we
accept the criterion that it is the excess of benefits over costs that
determines the preferred alternative , we woul d select Alternative A , the

most expensive ILS installation. This is shown by the tabulation of bene-
fits minus costs , below.

TABLE 2.3 SUMMARY OF BENEFITS MINUS COSTS (millions of constant dollars )
— — 

Benefits
Al ternative 

—~~~~~~~~~~ M i nus Costs
1. Existing NDB 0.95
2. A -— ILS 1 7.71
3. B -- ILS~, 5.16
4. C -- V0R~ 2.63
5. B -- VO R2 -5.57
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U Note for Alternatives A , B , C , and D , the scale of costs and bene-
fits is of the same order of magnitude. The first alternative , contin-
uing to operate the existing NOB , differs significantly from the others .
This is the typical situation that mitigates against the use of benefit/
cost ratios as the proper criterion for making a choice from among alterna-
tive proposals.

Oftentimes an analyst conceives an idea for improving an existing
situation , but has no t ime to search for al terna ti ve solu ti ons . He may
estimate the benefits and costs of his single investment proposal , and

assess that proposal in terms of its benefit/cost ratio. From his point
of view , any proposal resulting in benefit c in excess of its cost would
seem desirable. This method of comparing bene fits to cost is certainly
acceptable as a means for surfacing proposals for top FAA management con-
sideration. The problem of overall programming of capital supply and total
capital outlay , and of conscientious screening to choose among rival pro-
posals should not , however , rely solely upon a comparison of benefit/co st
ratios .

16
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Benefits To Whom

Governmental activity deals with the satisfaction of fundamental

group wants that can be satisfied best by the association of all these

individuals in a particular community . Activities of this sort from

which there are no specific n~asurable benefits to any individual are U

necessar ily financed by taxes of some sort , presumably levied more or

less on the principle of ability to pay , and w i th no particular rela tion
to benefits received by the individual taxpayer .

Governmental bodies also undertake the satisfaction of individual

des i res where the social interest is somehow involved . Such activities

are frequently financed by a tax or user—charge that is essentially a price

to be based as nearly as possible on the benefits received , or perha ps on
the cost of providing those benefits . This often creates a problem of
allocating joint costs and benefits to particular indi viduals or groups.
A good exam ple of this type of activity is the recent controversy over the

assessment of airway user charges ; another example is the construction of
hi ghways financed largely or entirely by user taxes.

When conduct ing a cost-benefit analysis , it is essential that the

anal yst decide from the outset whose point of view should be taken. It

is feasible to consider the economy of a proposed improvement to the
na tional aviation system from several viewpoints :

o That of a particular user group (air car-
riers , general aviation , or the Department
of Defense).

o That of the users of a particular set or
grou p of nav i ga ti onal aids , as in the
example in the previous section.

o That of society ; i.e. all of the peop le in
the United States .

We eniphasize that it is absolutely essential to have c~early in nil r i d

whose viewpoint is being taken before procc~eding with the C O St ~~1 r :n rf it

study .

17
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It i s natural , and in many cases much simpler , for an FAA analys t

to take the view point of a particular user group, consi dering only the

pros pec tive benef i ts to be rece i ve d by tha t group and the pro s pec t ive
costs to be incurred by the FM and that grou p in providing the benefits.

This is analogous to a study for the private corporation in which the
relevant matters are the prospective receipts and disbursements of that
corporation. It should be cl ear that this viewpoint is a sound one in

cost-benefit studies only when the alternatives to be compared provide
identical services to the people whom the government is organized to

U 

serve. For instance , this viewpoint might be correct in the choice
between a concrete and an asphalt runway for a municipal airport; the
differences between the alternatives would then merely be differences in
costs to the city , assuming no Federal aid.

Where there are differences in the service , or benefits , provided
by the alternatives , we must recognize the broader viewpoint that what
the government does is simply something done collectively by all the
people. Following our objective to “promote the general wel fare ,” we
must consider the probable effects of alternative governmental policies
and programs on all of the people , not merely on the Federal Aviation
Administration and/or its users .

Admittedly, all of the effects on the peopl e of a nation resulting
from improvements to the national aviation system may be hard to trace ,
and doubly hard to evaluate quantitatively. Nevertheless , the viewpoint
of all of the people in the United States seems to be the correct one in

all Federally -financed programs (Grant , 1964). Although the prospective
“local” effects are relatively clear , and noticeably simpler to evaluate ,
we should not lose sight of the goal that it is all of the people in the 

U

coun try whose v i ew po i nt s hould be considered when Federal proqrams are
being assessed .

Federall y-financed improvenents to the national aviation system

provide benefits to some people , are a matter of indifference tn  others ,

arid possibly a detriment to still others . This raises the questions of
what are the benefits , an d who gets them .

18
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In recent years there have been efforts made to allocate taxes , or
user charges , accord i ng to a price principle that recognizes who gets the
benefits arid who is responsible for the costs. These efforts have neces-
sarily involved somewhat arbitrary allocations of joint benefits and joint
costs. Whenever possible , we should strive to identify separable costs
and benefits , and clearly understand that joint costs are inseparable; by
definition they must be allocated in an arbitra ry fashion , if allocated
at all. (DOT Cost Allocation Study , 1973).

The contrast between economic studies for private enterprise and
economic studies for governmental activities is strikingly illustrated in

U the difference among three transportation systems : railways , highways ,
and airways . A railway company owns both the roadway and the vehicles
that Operate over it; if it spends money to make improvements in the
roadway -- for instance by reducing grades or shortening the l ength of

U its line -- i t  is compensated by saving money in vehicle operating costs.
In the cases of highway and airway systems, the money for improvements is
spent by many governmental units -- federal , state , county , and city ;
operating costs , however , are paid by the many individuals who own air-

craft and veh icles rather than by these governmental units as such. In

the case of railways , their design and utilization are under the contro l
of one group of officials; in the case of highways and airways , their
design is under the control of many groups of officials none of whom has
direct control over their utilization , although it is much more direct
in the case of airways than it is for highways.

Although government officials cannot control highway utilization
and , to a lesser extent ai rway utilization , they must consider prospec-

tive utilization in arriving at economical highway and airway plans. The

general principl e that all differences between alternatives are relevant
to their comparison makes it necessary to consider the probable conse-
quences to the highway and airway users , and to the genera l public , from
any proposal for the expenditure of funds.
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Tre ~’tment of Residual Values

Oftentimes the analyst attempts to estimate the value of resources
remaining at the end of a program where the time horizon has been set
somewhat arbitrarily, say 10 or 20 years in the future. Those amounts
are sometimes called “residual values. ” Because it is usually imprac-
tical to attempt to trace out the costs or benefits of a program year by
year until the end of its existence , or even for any extended period i nto
the future , the anal yst attempts to summarize the status of the program
alternatives as of the end of the study -- i.e., the time horizon. In
comparing alternative programs , we make note of the possibility that the
resources of one may have greater residual value at the end of our arbi-

- 
trary planning and analysis period than the other. As a practical matter ,
adoption of some procedure for making estimates of residual values is
inescapeab le. Explicit estimates of residual values are , however , seldom

made in practice. The analysis always impl ies a value whether made explic-
itly or not. Because of the value of time and the discount rate , the costs
and benefits of a program 15 or 20 years hence are, dollar -for-dollar , much
less important than those of the next 5 or 10 years. Estimation of
residual value is not really a way of escaping the task of looking into
the long-run future , because there is no way of estimating this value at
the end of, say 10 years , except by looking further into the future . The
estimated residual value of an item at the end of a given planning period
is often treated as a credit against its cost , and that value should repre-
sent future avoidable expend i tures (Noah, 1965). That is , we should esti-

U mate the value of an item in its most likely use at the end of the planning
period.

The concept pertaining to the value remaining at the end of the plan-
ning period also pertains to the value of assets that may be inherited from
some other use at the beginning of the planning period. That is, assets on
hand and “available ” for use in one or more of the alternatives being com-
pared have some value or we would not suggest their continued use. As a
matter of practice , such assets are generally treated as free , and termed

20
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inherited assets. Ignoring the value of inherited assets and the resid-
ual values of assets at the end of the planning period are simplifying
assumptions that , as a matter of practice , seldom cause the analyst a
great deal of trouble. Nonetheless , there are situations where both
consideration s could be quite important.

See Section 3, Approximate Capital Recovery Methods , for a discus-
sion of techniques sometimes used to estimate residual values .
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Treatment of Uncertainty

Explicit treatment of uncertainty should be provided i~ cost-bene-
fit analyses. The kinds of uncertainty that should be treated may be
distinguished as follows :

o Uncertainty about the state of the world
in the future; e.g., factors influencing
the state of the technolog ical art , sep— U

ply and demand relationships , and signif-
icant world events .

o Statistical uncertainty ; i.e., uncertainty
stemmi ng from chance elements in the real

• world having a more or less objective or
calculable probability of occurrence.

Uncertainties of the second type are usually the least troublesome
to handle in cost-benefit studies . When necessary , Monte Carlo , sensi-
tivity analysis , or other techniques may be used to deal with statistical
fluctuations. But these perturbations are usua lly dwarfed by uncertain-
ties of the first type , which are dominant in most long-range planning
probl ems (Fisher , 1970). -

Uncertainties about the state of the world in the future are typ-
ically present , and they are most difficult to take into account in a
cost-benefit study . Fisher classifies techniques most often used as
sensitivity analysis , contingency analysis, and a fortjori analysis.

Suppose in a given study there are a few key parameters about which
the analyst is very uncertain. Instead of using mean or expected values
for these parameters , the analyst may successively use severa l values
ranging from high to low in an attempt to see how sensitive the results
are to variations in the uncertain parameters . A certain amount of judg-
ment must be used to define the full range of uncertainty ; i.e. the range
from low to high for an uncer~tain parameter. The analyst , having succes-
sively used several values , may observe how the ranking of alternatives
changes .

If a certain alternative is superior in all of these sensitivity
investigations , it is referred to as a dominan t solution. Domi nance is

22 



a characteristic that the analyst is always seeking, but its existence is
rare in the types of problems of concern in this guide.

Contingency analysi s investigates how the ranking of the alterna-
tives under consideration holds up when a relevant change in criteria for
evaluating the alternat ives is postulate d , or a major change in the gen-
eral environment is assumed . Suppose, for example , that a basic analy-
sis is conducted assuming that traffic to and from a developing country

~.ill be non-existent. We might want to investigate what would happen if
that developing country adds significantl y to our estimated traffic.

Suppose a cost-benefit analysis results in the sel ection of alter-
native A over B. The basic analysis , however , contains a number of un-
certainties . If we resolve major uncertainties in favor of B , and find
that A is still preferred , we have developed a very strong case to sup-
port the selection of alternative A. This is called a fortiori analysis.

These three techniques are usefu l in a direct analytica l sense , and
they also contribute ind irectly. For example , through sensitivity and
contingency analyses , the analyst may gain a good understanding of the
really critical uncertainties and issues in a given problem. On the
basis of this knowledge , he might then be able to conceive a new al ter-
native that will provide a reasonably good hedge against a range of the
more significant uncertainties.

See Section 7 for a more complete discu ssion of uncertainty , and
especially how the problem may be handled in actual studies.
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Treatment of Problems Associated with Time

In dealing with probl ems associated with time , much depends upon the
design of the cost-benefit study. In many instances the comparison among
alternatives made in cost-benefit studies is conducted in a static frame-
work ; i.e., without regard to the timing of costs to be incurred and bene-
fits to be received . Timing considerations are , of course, taken into
account to some extent in the work leading up to the static comparisons .
For example , estimates of operational capability dates have to be examined
to hel p insure that the proposed future capabilities being compared are
really relevant alternatives in terms of the time period of interest.
Likewise , the time period must be given some attention to distinguish
incremental from sunk costs.

Time-phasing of costs and benefits of alternatives offers several
advantages. It gives decisionmakers explicit knowledge of the poi nts in
time when the heaviest resource comitments of various alternatives might
occur, and tells them when benefi ts might be received . Also , estimates
of costs and benefits are likely to be given more careful attention when
they have to be time-phased . Finally, developing cost and benefit streams
through time for the various alternatives provides the basis for a defini-
tive treatment of time preference.

The problem of time preference is discussed in more detail in Sec-
tions 3 and 5. Briefly, to introduce the subject , we note that Congres-
sional committees have conducted special hearings on discounting and
related matters , semi nars have been held on what discount rate should be
used , papers have been written , chapters of books have been devoted to
this subject , and controversy still reigns.

We do nut propose to become engaged in the controversy in this Guide.
In Section 5 we cite the discount rates to use in cost-benefit studies , and
suggest strongly that the anal~’st’ s time can better be spent improving his
estimates of costs and benefits rather than in discussions of the appropri-
ate rate of discount.

In short , a positive rate of discount is recommended because one
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generally prefers to defer the incurrence of costs and hasten the receipt
of benef its . The mathematical application of a positive discount rate is
merely a technique for introducing that preference into our formulations
of investment criteria.
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Intangible Considerations

An underlying theoretical rationale of benefit measurement involves
the concept of willingness to pay . Even when other techniques are used
in practice , they are validated by reference to willingness to pay .

Extending the scope of benefits to intan gibles , or indirect or external-
ity impacts , does not change the underlying concept of benefits.

The problem that intangibility creates for the analyst is not a
result of the vagueness or inde finability of the benefit descr ib ed . The
problem , rather , is a consequence of the lack of markets in which the
benefit is sold. Markets automatically provide the analyst with an unam-
biguous measure of the tradeoff peopl e express between money and the
intangible benefit.

Unfortunately, a reference by many analysts to intangibility means
that those benefits are difficult to measure for one reason or another.
That should not be the definition placed on intangible benefits or costs.
Conversely, the mere act of deriving a monetary measurement for a benefit
or cost does not necessarily eliminate the philosophical question of
whether you should come up with a monetary measure. There are theoreti-
cal reasons why there might be no dollar value for certain benefits and U

costs. In those cases, the benefit or cost is truly an i ntangible , and
no dollar value should be placed on its measurement.

With respect to environmental protection , administrative agencies
are required by national law to expand their concept and application of
cost-benefit analysis. Thus , the National Environmental Pol icy Act now
mandates that many impacts of government projects that were previously
neglected as intangible be explicitly included in the planning process.

Perhaps this is fortunate. A major benefit of cost-benefit analy-
sis is the learning process induced by having to justify value placed on
particular hard-to-measure outputs. Making assumptions explicit facili-
tates the debate . The challenge for economist and practitioner alike is

to expunge subjectivity to the greates t extent possible and at the same
time increase the breadth and application of cost-benefit analysis.
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In summary , cost-benefit analysis must first measure those factors
which can be measured in dollars . The remaining factors can then be
measured either by a sensitivity analysis from which the value per unit
can be inferred or by calculating break-even values . For those factors
which are not quantifiable in any monetary or physical form , such as
aesthetic values , this information should be presented as a side dis-
play and contrasted to net measurable benefits.
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3
INVESTMENT CRITERIA

The cost-benefit analysis is intended to hel p us choose among alter-

nat ive means to our ends. Among those alternatives is the ‘ do-nothing ”

alternative , which in most cases means to continue doing wha t we are doing .
In choosing among alternatives , we must adopt tests of preference. The
process of choosing a preferred alternative i nvolves , as one step , predict -
ing the consequences of alternative actions. Another vital step is
dist inguishing preferred combinations of consequences from less desirable

ones. This step entails the use of criteria , either explicitly or implicitly.

There is no all-purpose test of preference , for the appropriate cri-
terion depends upon what alternatives are open to the decisionmaker , upon
what aspects of the situation must be taken as given , and even upon what
kinds of measurements are feasible. Nonetheless , a few genera l observa-
tions about suitable criteria can be made.

When benefits and costs can be measured in the same unit , say dol-
lars , to maximize benefits minus costs is certainly an acceptable criter-
ion; it is the equivalent of making the most out of whatever actions can
be taken. We emphasize that this test is a possibility only when benefits
and costs are commensurable. To make time streams of costs and benefits
commensurable when we prefer to delay costs and hasten benefits , the simple
sum of all benefits minus the sum of all costs is not the answer to this
test. One way to allow for our time preference is to discount future
amounts and convert each stream to its present value. For example , i~ we
discount future amounts at 10 percent , the present value (the value ~ o d U~~v )

of a dollar one year hence is 90 cents .
Another test of preference depends on a calculation of ~~~ in t n ’ -~~l
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rate of return provided by feasible alternatives. “Internal rate of
return ” is a technical term meaning the rate of discount which makes the
present value of the project’ s receipt stream equal to the present value
of its cost stream. Oftentimes this procedure is used to rank alterna-
tives according to their rates of return; then we proceed down the list
until the budget is exhausted . The internal rate of the first project

not covered by the budget would then be the “marginal internal rate of
return; ” if the net benefit streams from all projects in the list were
then discounted at this rate , all those with higher internal rates would
have positive present worths (present value of benefits minus present
value of costs), and would be preferred to those with l ower internal rates .
The latter would , of course , have negative present worths .

The internal rate of return criterion has a shortcoming . It leaves
the following important question unanswered : If several ventures are
interdependent , whic h combination should be chosen? Interdependent ven-
tures are projects whose costs or benefits depend upon whether or not
certain others are undertaken. This type of question is beyond the scope
of the Guide; we have limited our discussion to a selection of one pre-
ferred action from among a number of competing alternatives .

Generally speaking, proposals for appropriation of funds to acquire

physical plant are subject to review and approval by top management in the
FAA as part of its system of budgetary control . As mentioned earlier , th i s
Guide is designed primarily for use by the FAA analyst devel oping proposals
for the appropriation of funds , not for top management use in alloca ti ng
its capital budget.
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To com pare alternative nonuniform series of outlays and/or receipts ,

in those cases where we have a preference regarding their timing , it is

necessary to make those series commensurable. One way is to reduce each
to an equiva lent uniform annual value. How may this be done?

The goal of the initial step is a year-by-year tabulation of esti-

mated outlays and receipts associated with the alternatives being examined .

Adm ittedly, the estimating process necessary to arrive at year-by-year
cash flows is frequently very time-consuming , and results are often un-
certain. Setting these difficulties aside for the sake of exposition ,
we illustrate with a tabulation of cash flows for two alternat ives , A an d

B , in the table bel ow.

TABULATION OF CASH FLOW
(Thousands of Constant Dollars)

YEAR ALTERNATIVE A ALTERNATIVE B B-A
0 -1500 -1500
1 - 800 - 500 + 300
2 - 800 - 500 + 300
3 - 800 - 500 + 300
4 - 800 - 500 + 300
5 - 800 - 500 + 300
6 - 800 - 500 + 300
7 - 800 - 500 + 300
8 - 800 - 500 + 300
9 - 800 - 500 + 300

10 
- 

- 800 - 500 -4- 30Q

TOTAL -$ 8000 -s 6500 4 1500
R at lO~ - 800 - 744 + 56

The tabulat i on i s hypothetical; experience sug -jests it is almost

inevitab le that certain outlays wi l l  vary tr o year to year. ‘~- 1in ~ !n~nce
cost- s fluctuate and tend to increase with equi p~ent age; ~i~e rates c~~1 m I U 1 ~~;

property tax ‘-ates and assessed va luat ions ust ~al ly  increase. ~~v e r t h e l e s c ,

often there is no rational basis for mak inq di f fer ent es t i r c i t es  ~~r ~~ U : ~ U 

U
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year. When this is the case , as illustrated in the table , only capital
costs require conversion by appropriate compound interest factors .

Cost stream totals may be thought of as giving the present value of
the cash flows using a discount rate of zero percent. Using a positive
rate, such as 10 percent, we may find the equival ent uniform annual cost
(R) of Al ternatives A and B , and compare them . The comparison provides
a basis for choosing between the alternatives.

If we let R equal the annual cost of capital recovery , P the initial
outlay , n the life or study period in years, L the expected net salvage
value at the end of n years , and i the discount rate , then :

R = (P-L) (crf - i - n )  + Li ( 1)

Capital recovery factors , indicated by “crf” in the equation above ,
may be found for various discount rates and periods in Tabl e 3.1.

Examining the tabulation of cash flows once again , note that Alterna-
tive A has no initial outlay . The equivalent uniform annual cost associ-
ated with Al ternative A is $800 thousand . Alternative 8, on the other
hand , has an initial outlay of $1.5 million , and that must be capitalized .
The tabulation shows no indication of salvage values , we have suggested
the use of a 10 percent discount rate , and the period is 10 years. The
capital recovery factor for 10 years and 10 percent is 0.16275; when multi-
pl i ed by the initial outlay , we find the amount necessary to recover Al tern-
ative B’ s capital outlay to be $244,125. When added to the annual cost of
Alternative B , we find that the equivalent uniform annual cost for B is
$744,125. Therefore , B is to be preferred ; it costs less than A when com-
pared on the basis of equivalent uniform annual values .

Now , suppose Alternative A’ s cost stream allows a number of VHF
receivers to operate so, at the end of five years , they will have a sal-

U 

va ge value of $200 thousand. 
- 

The cash flow f~ r A l te rna t i ve  B includes the
ini t ia l outlay necessary to replace the ex in t i n g receivers, a ,

~~uced annual
operations and maintenance cost ,  an ex pect f ’ l ~sefu l l i fe ~ 1~ ,-~ a rs , and a
salvage value of $300 thousand .
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SECURED FROM PRESENT AMOUNT , P.
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The example may now be surnarized as follows :

Alternative

-~~-

Initial Outlay , $ x 1O~ Sunk 1500
Life , Years 5 14
Salvage Value , $ x iO~ 200 300
Annual Outlay . $ x 800 500

Since the initial outlay for A is sunk -- i.e., i r r e levan t  because it is

past and has nothing to do wi th  the comparison of prospective costs --
formula (1) above as appli ed to A becomes :

R = Li = $200 (0.10) = + $20

When $20 thousand (a benefit) is subtracted from the annual cost
of $800 thousand , the equivalent uniform annual value , R , is $780 thou-
sand.

For Alternative B we find :

R = (1500-300) (crf - 10% - 14 yrs) + 300 (0.10)

U 
= (1200) (0.13575) + 30 = $193 -

To B’ s capital recovery amount we add its annual outlay of $500
thousand to find R , or $693 thousand . Alternative B is still preferred .

Historically, capitalized costs were widely used for many years ,
particularly by civil engineers. The widespread use of capitalized costs
probably had its origin in Wellington ’s classic work , The Econo’-~iic Theory
of Railway Location (1887). Wellington published during a time when most
engineers worked for railways during at least part of their career , and he
influenced the thinking of the entire engineering profession. Grant ,
whose first book on engineering economy was published in 1930, still pre-
fers to use capitalized costs when making comparisons. He prefers that
method over the present value fnethod which has in more recent years been
advocated by economists writing on the subject of cost-benefit analysis.
Grant recognizes that the present value method is somewhat easisr to com-
pute in problems where irregular series of outlays are involved .
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We eiiiphasize that , given the same interest rate and the same esti-
:~ ted series of outlays , comparisons by the capital recovery criterion
lead to the same conclusion as comparisons by the present value criter-
io n; i.e., reducing or discounting future outlays/receipts to an equiv-
alent present amount using a stipulated rate of preference. Two tech-
niques for treating the present value criterion are discussed below :
discrete and continuous compoundin g .

A common convention in mathematics of finance assumes that cash
flow occurring throughout a year is concentrated at year end . An altern-
ative convention is to assume that cash flow taking place during a year
occurs uniformly throughout The year. Tables giving present value fac-
tors for both assumptions are included in this section.

To explain the tables it is necessary to develop the formula for
present value. The following symbols and meanings are used :

-
~ 

= an interest rate per interest period
n = a number of interest periods 

.

P = a present sum of money , the principa l
S = a sum of money at the end of n periods

from the present date that is equiva-
lent to P with interest i.

If P is invested at interest rate i, the interest for the first year
is P and the total amount at the end of the first year is P + P1, and

- 

that is equal to P (1 + i ) .  This is the formula for the compound amount ,
S , tha t may be obtained in n years from a principa l, P.

S = P (1 + i Y2 (2)

Now , if we express P in terms of S, i, and ‘S ,

p = S ~ 
1 1 (3)
+ fl’1]

U or , P = S (1 + j)~~
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P may then be thought of as the principa l that will give a required
amount S in n years ; in other words , P is the present value of a payment
of S to be made n years in the future. The discrete compounding table,
3.2, is based on formula (3) above .

Before explaining the continuous compounding tabl e, it is necessary
to discuss the relationship between nominal and effective interest rates.
Many loan transactions stipulate that i nterest is computed and charged
more often than once a year. For example , interest on deposits in savings
banks may be computed and added to the deposit balance four times a year ,
or compounded quarterly. A loan transaction in which interest is charged
at one percent per month is sometimes described as having an interes t rate
of 12 percent per annum. This is misleading , however , and in actuality ,
this rate should be described as the nominal rate per annum compounded
monthly. The monthly compounding at one percent has the same effect on
the year-end compound amount as charging a rate of 12.7 percent compounded
annually. The effective interest rate is therefore 12.7 percent.

The more frequent the number of corupoundings during the year , the
greater the differences between the values of nom i nal - and effective rates
per annum . This difference is greatest in continuous compounding , where
an infinite number of compoundings is assumed . In the language of the
mathematics of finance , the nomina l rate r used in continuous compounding
is referred to as the force of interest. The mathematical relationship
between nominal and effective interest is described using the following
symbols:

‘s = number of compounding s per annum
r = the nominal interest rate per annum

Therefore , the effective interest rate per annum is ,

(1 + r ) .m 
- 1 (4)

The tabulation below shows the values of force of interest to yield
various integral values of effective interest rates .
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EFFECTIVE
RAT E PER FORC E OF

INTEREST , %
3.500 3.44014267
4.875 4.75989788
7.500 7.23206615
10.000 9.53101798
12.500 11.77830357

The force of interest rates shown above are calculated by taking
the natural logarithm of the effective rate plus one; e.g., ln (1 + .035)
.0344014267 or 3.44 percent.

To be specific about the figures in the continuous compounding table ,
3.3, note the first period ’s figure under the 10 percent column . It is
0.35382. It is calculated using the following formula from Grant (1964):

= 
e2” — l  (5)

Substituting the force of interest , r , as given in the above tab-
ulation , yields 0.95382. All subsequent figures in the 10 percent column
are the product of 0.95382 and the appropriate present value factor given
in the discrete compounding table. For instance , the figure of 0.71662
for the period “three to four” in continuous compounding , at 10 percent ,
is equal to 0.95382 times the discrete compounding value at 10 percent ,
at the end of the third year , 0.75131.

Where the series i nvolves a uniform set of outlays/receipts per
period , R , the present value may be found more readily with this equation ,

P = R (i + i) ’
~~- l  (6)

~ (1 +

Table 2. 4 contains prese.nt value factors for uniform series . For
exampl e , the present value of $1000 laid out at the end of each year  for
10 years is $6,144.60 if the appropriate rate of discount is 10 percent.
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TABLE 3.3. CONTINUOUS COMPOUNDING: PRESENT VALUE OF ONE DOLLAR FL OWING
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TABLE 3.4. PRESENT VALUE FACTORS -- UNIFORM SERIES PRESENT AMOUNT , P,
SECURED FROM UNIFORM END-OF-PERIOD AMOUNT , R.
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Ts terna 1 Rate of Re turn Cri teron
The internal rate of return is defined as the interest rate that

equates the present vale of the stream of expected future net benefits
to zero .

In his dissertation , Sutton (1968) notes that the present value and
the internal rate of return criteria are seen to be consistent decision
algorithms i n the sense that both l ead to maximization of the present
value of returns. He says that the internal rate of return criterion is
often rejected on grounds that there may be no unique value of the
internal rate of return associated with an investment option. He con-
cludes that rejection of the criterion on grounds of non-uniqueness of
the internal rate results from efforts to extend a two-period definition
of the criterion to a multiperiod analysis in general .

Grant (1964) al so recognizes the non-uniqueness problem . He notes
that the calculation of rate of return may be expressed by an algebraic
equation in which the interest rate is unknown , and that certain of
these equations have two or more roots. Al though analysts should be
aware of the circumstances under which two or more different rates of
return may be computed from the same cash flow , Grant ’s experience is
that those circumstances are rarely a source of difficulty in actual

studies.
The formula for finding the internal rate of return is simply the

present value formula (given in the preceding section) solved for that
particular value of interest , i, that causes the present value to equal
zero. In other words , the same basic equation is used for both methods ,

but in the present value method the discount rate is specified and the
present value found , while in the internal rate of return method the
present value is specified to equal zero and the value of i that forces
the present value to equal zero is found . Perhaps the fact that the
internal rate of return is found by trial and error accounts for its
secondary use when compared to the present value method .

Under ordinary circumstances , the present value and the internal rate
of return criteria give identical rankings to mutually exclusive projects .

- -  
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Therefore, using either of the criteria will result in the same selection
when choosing among competing projects. The internal rate of return cri-
ten on is especially usefu l when comparing three or more alternatives ,
particularly where the alternatives relate to different proposed level s
of investment. However , it will give spurious results when one (or more)
of the alternatives has a positive net benefit stream and no initial costs ,

the case when initial costs of an existing alternative are sunk.
In the examp le in Section 2, Benefit-Cost Ratio Pitfall , the present

values if cost and benefit streams were found for five alternatives . The
alternatives were ranked on the basis of the excess of benefits over costs ,
and ILS 1 was found to be preferred . Using the same example , we may f i n d
the internal rate of return for each alternative , as in the table below .

Table 3.5. Summary Comparison of Alternatives

Benefits Internal
Alternative Minus Costs Rate of Return , %

1. Existing NOB 0.95
2. A —— u S 1 7.71 12.992
3. B -- ILS 2 5.16 12.418
4. C -- VOR 1 2.63 11.548
5. 0 —— VOR~ — 5.57 5 .217

Note that the internal rate of return method , when applied to this
particular example , gives a spurious answer for the first al ternat i ve .
This is because the rate of return necessary to equate the present value
of a stream of net benefits offset by zero initial cost is in finite.
Thereafter , however , the rankin r~ of alternatives by all three iethods --
benefit/cost ratio , present value , and internal rate of return -- is

identical
The peculiar nature of this example insofar as the rate :1 return

method is concerned has to do with the description of the firs~ alternative.
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In effect we are asking what the return is when we get something for
nothing. Of course , it is infinite. Because the internal rate of return
is designed to treat return on inves tment , it is inappropriate to a prob-

lem in which one of the alternatives requires no investment , as in Al tern-
ative A.
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In the section above on capital recavery , we showed ho~. to conve r t

an initial cost , P, in to an equivalent uniform annual figure (the capital

recovery amount ) over a stipulated period of time . To make this conver-
sion , we must assume an opportunity rate of interest , i , an estimated
l i fe or study period , ;~~, and an estimated salvage val ue , L , ~t the end of
the l i fe or study period . T h i s  e q u a t i o n , which involves the use of
the capi ta l  recovery factor , is independent of depreciation accounts.
However , in some economics studies that use the method of annua l costs ,
various combinations of depreciation and interest figures are used . The
total of depreciation plus interest is intended to serve the same pur-

pose as our annual cost of ca pital reco very w ith a return . For exa mp le ,

th i s conce pt was emp 1 oyed i n a recen t De pa rtment of Trans por tation Study
(1974). The method in that study treated the cost of capital as a f low
rather than as a stock measure , and included two components : opportunity

*
costs and depreciation costs . The interest rate is assumed to be the
measure of the opportunity costs incurred when funds are used to purchase
capital. This rate reflects what the funds could earn in another invest-
ment , ~~~~~~~~~ : ‘ f ~~s. An appropriate estimate of the rate paid for funds
by government agencies was the U.S. Government taxable bond rate. The
depreciation component reflects the loss of economic value o~ the capital
assets due to a loss of efficiency and loss of remaining life. The depre-
ciation rate was calculated using a 1.5 declining balance for ’lula , expressed
as follows:

Annual Depreciation Rate = ‘
~~ imated Life

Applying the method of the DOT study to find ARTCC and tower capital

*
This stud y act ’.3211 y incl uded three components of dire t capi t al

cost: interest , depreciation , and reva luaticrn . The revaluaHon rate
was defined as the change in the market valu e of assets caus~~ by fac-tors oth~~ r tHn a q i rc .  For purposes I,f illustrating our ~~~ pie . t5 c- i r
trea tment of revaluation is f l O t  incl uded .
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costs , a task conducted as Phase 1 of this contractual effort , we f o u n d

‘Ibe annual rate per dollar of capital stock as in Table 3.6.
L’sing the declin ing balance method of depreciation , wi th  a ra te  of

1.5 , the DOT method overstates the capital  recovery amount; for example
:~t an opportunity rate of 7 percent , the overstatement is by more than 50
percent.  Fortuitously, the method overstates the capital recovery amount

~y nuch less when the capital recovery is calculated at the 0MB-suggested

o~-por tunity rate of 10 percent. If the straight - l ine depreciation method
had been use d , the results would have closely approximated those found by

the capital recovery method using an opportunity rate of 10 percent.

The method of depreciation plus opportunity costs gives sat isfactor y
results in some cases and misleading results in others. An example of mis-
leading resu lts was given above. The analyst using depreciation methods to
approximate capital recovery amounts , or to estima te the portion of origi-

nal costs to be charged during the time period of his study (for purposes

of est imat ing residual values ), is i nteres ted i n calculatin g the cumula tive
depreciation charge through the year representing his time horizon. The
equations given below al low one to calculate that charge directly.

The symbols used in the equations are defined as fo l lows :

= number  of years from present to time horizon
F = f irst or original cost
S = es tim ate d salva ge value a t end of useful life

L = useful li fe i n years
r depreciation rate expressed as a decimal

interest rate

In th’~ strai~ ht—li n e method the full useful service l i fe  and pro-
spec t ive re t  salvage value are estimated . Given the f i rst cos t of the
asset .l n ( l  the number of years to the time horizon , the re lat ionship fo r

the c-3nu l3~ ive s t ra  i~ ht —l inc depreciation chc -
~;e through yea r (SL ) is:

s = 
F S (1)
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TA BLE 3.6. DIRECT COST OF CAPITAL IN AIRWAYS

Structures Equipment

A . DOT Method
(1) Interest Rate , i 0.0699 0.0699

(Bond Rate)
(2) Depreciation Rate , r 0.0600 0.0905

(1.5 Declining Balance)
(3) Life , years 25 16.57

B. Straight-Li ne
(1) Interest Rate , 1 0.0699 0.0699

(Bond Rate)
(2) Depreciation Rate, r 0.0400 0.0600

C. Capital Recovery
(1) Interest Rate, i 0.0699 0.0699

(Bond Rate)
(2) Capital Recovery 0.0857 0.1037

Factor , crf*

0. Capita l Recovery -

(1) Interest Rate , i 0.1000 0.1000
(0MB A-94 )

(2) Capital Recovery 1.1102 0.1259
Factor , crf

E. Sums
(A) DOT Method 0.1299 0.1604
(B) Stra ight Line 0. 1099 0.1299
(C) crf @ 7% 0.0857 0.1037
(0) crf @ 10% 0.1102 0.1259

*Crf = L (J_+
(1 +
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One rat ionale given for the use of the dec lining balance method is
that assets reaching their final years of usefu lness are generally employed
in a standby or other secondary status. With this method a given rate is

a p p l i e d  each year to the  unamortized cost (i.e., that portion of original
cu~t not already written off ). The rate is sometimes expressed as a mul-

t ip le of the straight - l ine rate. For exampl e , an asset with an estimated

l i fe  of 20 years and zero salvage value has a straight-line rate of five
percent per yea r (100%/20 years); the double-rate declining balance method

would apply a rate r of 10 percent for that asset . Unlike the other meth-
ods of depreciation , the declining balance method does not wr ite off all
the original cost of the asset , even for those assets estimated to have
zero salvage value. That is , the prospective salvage value is disre-

I garded ; the rate r is calculated as:

= 
m u 1t i ple of st~~j~~~- line rate (2)- estimated l i fe in years

and the equation for DB , the cumula t ive deprec i ation char ge thr ou gh year
~~, is:

DB = F - F (1 — r ) ~ (3)

The suni-o f-the2y~ars digits (SOYD) method adds the corresponding
to the number of years of the estimated useful l i fe . In the f irst year the
write off is equal to the fraction of original cost found by mult iplying

by the estimated useful l i fe divided by the sum of the digits , and in the

second year by the estimated useful life less one divided by the sum of

the d ig i t s ,  e t c .  The equation for SOY D , the cumulative depreciation charge
throuqh year - , is:

(F - S) [: (2L + 
(4)

- T r~ above method wri tes off about th ree- f ourths of the cc~ t in the
fir :,~ half of the estimated useful life.

The s in v ~~n~j fund method writes off less cost during the f i r s t  ha1~
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of life than in the last half . Imagine a sinking fund into ~- ,‘nich un iform

end-of-year payments are made during the lifetime of the asset. Assuming
the deposits draw interest at rate i, the depreciation charge in any one

year is equal to the sinking-fund payment plus interest on the imaginary
accumulated fund . The cumulative sinkin g fund depreciation charge
through year n ( S F,) is found by solving :

r . -
~ r, .~n i

• SF = (F - S) I L 
+ •

~-‘ - i j (5)

~~~~ -‘ i L J
Exhibit 3.1 shows the general shape of the curve describing each

method of depreciation discussed above. In suninary , we do not recommend
the indiscriminate use of methods of depreciation for estimating capital
recovery amounts or for estimating residual values . In the former case ,

• the use of the proper capital recovery technique is no more difficult

than the approximation methods. In the latter case -- estimating resid-

ual values -- the use of an appropriately selected depreciation method is

often the best one can do , and in some cases far better than ignoring the

problem .

EXHIBIT 3.1
DEPRECIATION FUNCTIONS

F
A. 10 percent sinking fund
B. Straight line
C. Double declining balance

A 
D. Sum of years ’ digits

I—

C)

u-i
N.j

C

0

U AG E YEARS L
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•1n. ~~~ i.-~ ~ •~~‘t ‘fl’ - ;:~‘~~t ar~J Rc~”lacein~nt — An EJ~cv’7p l~

Of particular interest to the FAA is the retirement and replacement
• of air navigation facilities. Various causes of real property retirement

include: (a) improved alternatives , (b) chan ges in service requirements ,
-

• (c ) changes in the old assets themselves , (d) changes in FAA require-
‘~- r ts , an-i (e) casualties. These causes are not necessarily mutually

exc lus ive;  for instance , an asset may be retired partly because of obso-
lescence , partly because of inadequacy , and partly because of increasin g

annual costs for repairs and maintenance.
Generall y, assets are retired even though still physically capable

of continued service. The disposal of an asset by its owner is referred

to as a retirement. Not all retirements involve scrapping the retired
- 

asset . Ma ny assets ret ired by the FAA may be used by other owners before
reaching the scrap heap. If an asset is retired and another asset is
acquired to perform the same service , we call this a replacement.

Frequently new assets are acquired to perform the services of exist-

ing assets , with the existing assets not retired but merely transferred

to some other use -- frequently an inferior use such as standby service.
In those cases , the acquisition of the new asset is also described as a

replacement.
Terborgh (1949 ) coined two terms that simplify explanation of the

principles of replacement decisions. An existing old asset , considere d
as a p o s s i b l e  c a n d i d a t e  for rep lacement , is called the defender. The

proposed new rep lacement asset is ca lled the cha llenger. The term s are
appropriate and we have adopted them for use in this discussion . In
many replacement st udies a common assumption regarding the defender is ,
if retained in service at all , it wi l l  be kept for a rela ti vel y shor t
time . In contrast ,  the appropriate assui”ption regarding the chdllenger

may be , if ac quired , it ~ii1l be kept for its full economic l ife .  These
al tern it  I yes have d i f fec ~nt -ei -v - ~- lives • a usual fe-~ture of studies in
rep lac ’  lIE -nt -cono my .

An example taken from the e~ r iy  1960s w i l l  serve to i l lustrate the
specia l  character is t ics  of replacement studies • -ì t y ~-e of stud y not uncon-

‘~or wi th in  FAA.
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EXAMPLE 3.1*

Given:  The FAA operates 7 ,015 tube-type receivers at an
annual cost of $1 ,558 ,000. The initial cost, inclu ding

i ns tallat i on , of replacing the existing receivers (the

defender) with solid-state receivers (the challenger) is
$2 ,456 ,400. The new receivers may be operated and main-
t a ined  for $519 ,000 per annum. It is estimated that the
tube-type receivers have an expected additional lifetime
of five years , and the solid-state receivers 20 years.
The present net salvage value for the existing receivers
is $50,000, for the new receivers $100,000. If the exist-

ing receivers are retained another five years , their net
salvage value is estimated to be negli gible. The appro-
priate d i s c o u n t  rate is  10 percent.

The Alternatives: (A) Retain the existin g receivers for
five more years , or (B) replace them now with solid-state
receivers .

Find : Eq u i v a lent u n i f o r m  ann ual costs of the two a l t e r n a -

tives.

Solution: From the viewpoint of a replacement economics

study , the capital recovery costs of the defender must be

based on its present salva ge value , an opportunity fore-

gone by Alternative A. Therefore ,

Retain Exist ing Receivers
(A) R = ( $50 ,000 ) ( crf - lOt - 5 yrs)

= ( $50 ,000 ) (0.2638) = $ 13 ,190
Equi valen t un if orm annual cos ts =

$ 1 , 57 1 ,190

*
- Taken from a case stud-i prepared during the 1 960s by F -rofessor

R.F . Vancil , Harvard Univ nrsi ty, for the U.S. Civil Servi co Comm~ss~an .
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( B) R = ( $2 ,456 ,400 - $lO0 ,000)(crf - 10% — 20 yrs )
+ $100,000 (0.10)

= ($2,346,400) (0.11746) + $10,000
= $286,783

Annual O&M 519 ,000
Equivalent Uniform Annual Cost = $805 ,783

In this comparison of total or life cycle costs , service over the
same number of years is an implied assumption. The assumption is con-
ceal ed by the use of equivalent uniform annual costs (Noah, 1965). A
similar comparison using the present value criterion may be made , but
it would be necessary to describe the alternatives so that service is
provided for the lowest comon multipl e of lifetimes . The alternatives
may be described as follows: (A) retain the existing receivers for five
more years, then replace them with solid-state receivers having a useful
life of 20 years (a 25-year life cycle), or (B) repl ace existing receivers
now with solid state receivers (a 20-year life cycle).

The lowest coninon multiple of lifetimes associated with the two
alternatives is quite long -- 100 years —- and their comparison on the
basis of present value , while providing a ranking identical to the capi-
tal recovery criterion , would be cumbersome .
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4

SOME USEFUL VALUES
R .A. Groemping

A Frc wwwork f o r  Es timating Benefits

The benef its of a government project can be considered as the sum
of the benefits accruing to all individuals affected by that project.
Benefits accru i ng to the users of the national aviation system and to
society as a whole are dependent upon planning and action to ensure
adequate capacity , minimal del ay, and reasonable safety.

Adequate capac ity of an ATC system is its ab ili ty to accomodate

the demands of its users while maintaining a reasonable safety level
without imposing undue delay . Inadequate capacity can lead to a restric-
tion of the number of flights which can use the airport ’s facilities .
The cost of passengers being denied service by a restricted number of
flights can be measured using the concept of consumers ’ surplus.

Aircraft delay in the air terminal control area causes unexpected
operating costs for airlines and lost time for passengers. These are
measurable costs of delay . Delay also creates undesirable externalities
such as noise, air pollution , and excessive energy consumption. Avoid-
ance of the costs of delay predicted for future levels of airline activ-
ity is measured as a benef i t  to future users .

The value of improvements in safety is approximated by the value
of aircra ft not damaged or destroyed and passengers not injured or killed .

Capacity

The concept of consumers ’ surplus as a measure of the value of ade-
quate capacity in regulated industries goes back to the work of Hotel ling

53 

— - - - 5  -- - - ~~~~-5~~~~~~~~ — -5 



in the late 1930’s. It has recently been appl i ed to air transport pric-
ing by de Neufvil le and Mira (1974) and was considered by the Aviation
Cost Allocation Study team (1972).

Consumers’ Surplus Appl i ed to an Individual Air Termina l. In the
case of an air terminal which is unable to provide the quantity of ser-
vice demanded , the concept of consumers ’ surplus can be used to assess the
magnitude of the cost of consumer satisfaction foregone , and accordingly
the benefit of increasing capacity to provide the quantity of service
demanded . Exhibit 4.1 shows how the concept of Consumers ’ surplus can be
app lied to an individual air terminal. Lnplanements are designated Q and
the fare F. The curve 0 is the demand curve. It shows that as the price
of a good or service increases , less of that good or service is demanded
by consumers. The curve C is the average cost of providing the good or
service as a function of quantity offered . This cost is assumed to include
all indirect costs and profits to the suppl ier. The cost curve for air
transportation is assumed to be horizontal in the region of interest. In
the absence of constraints such as capacity , equilibrium would occur at
the point P , where an amount Q is bought at a fare F. - Scheduled air fares
are , however , not determ i ned by market forces. They are regulated by the
CAB. It is assumed here that fares are being set at what would be the
free-market price.

The demand curve slopes upward to the l eft of point P indicating
that there are customers who would be willing to pay more than F for air
transportation . These customers are receiving a net benefit which is the
difference between what they would be willin g to pay and what they are
actually charged . This difference is the consumers ’ surplus. The cross—
hatched area in Exhibit 4.1 is the total of all the individual surpluses .
It has the units of dollars per day , and it represents the net benefit ,
as perceived by the customers , of the existence of air transportation ser-
vice in the city pair market .

If an airport involved -in serving a city pair has a capacity less
than unconstrained demand , the full quantity of unconstrained demand , Q,
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EXHIBIT 4.1
UNCONSTRAINED DEMAND AND COST CURVES

F 
_______

I I J Consumers ’ Surplus

UNIT ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -

ENPLANEMENTS PER DAY
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cannot be served . The change in total consumers ’ surplus for this city
pair which occurs with the reduction of available capacity is dependent
on the mechanism used to reduce the travel volume. A pricing mechanism
will be shown to be clearly superior to a random rejection mechanism , a
“do nothing ” approach.

A Pricing Mechanism. Raising the price of the service until the
demand equals the available capacity can be done by means of taxation.
The effect is illustrated in Exhibit 4.2. The new fare F would produce
the desired volume of travel Q. At the new fare, the new consumers ’ sur-
plus is the area indicated by cross-hatching. Not all the remaining area
has been lost , however , as the diagonally -hatched area represents the rev—

enue from the tax imposed . This area has been transferred from the m di-
vidual travelers to the taxing authority , and thus remains in the domain

of benefits to the nation as a whole. The balance indicated by the dot-
ted area represents the loss in overall benefit resulting from reduction
in capacity Q to Q.

A Random Rej ection Mechanism. An alternative to the pricing mecha-
nism for cutting the demand volume to meet available capacity is to leave
the price fixed at F, and provide airline seats on a first-come-first-
served basis. Advance knowledge of travel requirements would replace
will ingness to pay as the market ’ s selection criterion . A mechanism of
this type is assumed to have an effect equal to that of denying service

to randomly rejected would-be travelers. Travel ers who place a high value
on the service and those who are only marginally motivated to buy the ser-
vice are equally denied access to air travel .

This would have the effect of multiply in g the horizontal coordinate

of the demand cu rve by a fraction , producing the new equilibrium point P

of Exhibit 4.3. The demand has been reduced to match the new capacity
value Q; there is no tax revenue , as in the pricing mechanism case; and

the consumer disbenefit (with respect to the uncongested case) is again

indicated by the dotted area in Exhibit 4.3. The remaining consumerS ’ s u r -
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plus accrues to the individual travelers who do obtain service.
The disbenefit area for the random-rejection mechanism is always

larger than that for the previousl y described pricing mechanism , because
the price mechani sm area is always contaiied within the larger random-
rejection area . Accordingly, this alternative is of use primarily to
show the costs of a “do nothing ” approach to air termina l congestion .

Quantification of the Cost of Inadequate Capacity . To determine
the value of consumer disbenefit , it is necessary to make an assumption
about the shape of the demand curve. There is agreement as to the slope
of this curve in the vicinity of the equilibrium point , but the shape of
the curve at much higher fare levels is a matter of speculation. Two
alternative shapes for the demand curve are derived from assumptions of
constant elasticity and constant slope . Representive curves are shown
in Exhibit 4.4 with their generative equations. An elasticity 1 of -1.05,

an average of elasticities of -1.02 developed by Brown and Watkins (1971 )
and -1.07 estimated by DeVaney (1974), is used to specify Exh ibit 4.4 and
for the following quantification. The constant slope line is tangential
to the constant elasticity curve at equilibrium in Exhibit 4.4 at 600 en-
planements , at a fare of $60.

Neither the constant elasticity nor the constant slope formulation

of the demand curve is entirely satisfactory . The constant slope assump-
tion implies that of 600 passengers paying a $60 fare , not one would be
willing to pay $120 for that flight. The constant elasticity formulat i on
of demand implies that almost half of the passengers would be willing to
pay twice the initial $60 fare, and 10 percent would be willing to pay
more than $500 for the flight. The actual demand at greatly reduced ser-

vice levels is likely to be understated by the constant slope assumption

dQ,
1 Elasticity = where Q = Quantity

dP, p = Price
For a discussion see Samuelson (1970).
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EXHIBIT 4.2
DISBENEFIT OF PRICING MECHANISM

F ~jfE1 
Consumers ’ Surplus

Tax Revenue

: :~ :~ Lost Consumers ’ Surplus

UNIT FARE
OR COST -

; 
~~~~~~~~~~~: P

ENPLANEMENTS PER DAY
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EXHIBIT 4.3
DISBENEF IT OF RANDOM-REJECTION MECHANISM
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EXHIBIT 4 .4
CONSTANT ELASTICITY AND

CONSTANT SLOPE DEMAND CURVES
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and overstated by the assumption of constant elasticity . The two assumed
shapes of the demand curve thus allow estimates of the lower and upper
bounds of consumers ’ surplus. Table 4.1 shows consumer disbenefit and
tax revenue measured as percentages of initial total revenue for capac-
ity limitations of up to 50 percent. The constant slope figures can be
used as l ower bounds on the estimates , and the constant elasticity as
upper bounds.

Exhibit 4.5 shows the consumers ’ surp lus lost as a function of capac-
ity lost and Exhibit 4.6 the tax revenue generated by the pricing mechanism.
For up to a 30 percent capacity decrease , the tax revenue is more than
five times as large as the consumer disbene fit , which is relatively small ,

no more than 5 percent of the total revenue at full capacity .
Exhibit 4.7 shows random rejection as being both more costly by a

factor of 3.5 at a 30 percent capacity reduction with the constant slope
assumption , and more sensitive to that assumption. The constant elastic-
ity assumption at a 30 percent capacity restriction creates a consumer
disbenefit more than one hundred times that of the price mechanism .
Clearly, random rejection as a means of adjusting to restricted air termi-
nal capacity is to be avoided.

Delay

The cost of aircraft del ay may be considered as the sum of its two
principa l components. The first of these is direct operating costs in-
curred by the airlines . These costs are quite easy to ascerta 4n in com-
parison to those of the second component , passenqer delay . Thei’e are a
num ber of approaches to the quantification of the cost of passenger delay ,

which yield somewhat different estimates. Accord i ngly, a range of values
for passenger delay time is presented here.

The similarity of direct operating costs per passenger linute among
various types of aircraft makes possible the presentation of total costs
of delay in terms of dollars per passenger -minute. This approach is simpler
than those i nvolvin g fleet mix project ions (Ro gers , et al . , 1975) and is

l ikely to be no less accurate. An assumption of load factor is implicit
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EXHIBIT 4.5
CONSUMERS’ SURPLUS LOST

USING THE PRICINC MECHANISM
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EXHIBIT 4.6
TAX REVE NUE GENERATED

BY~THE PRICING MECHANISM
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EXHIBIT 4.7
CONSUMERS’ SURPLUS LOST USING

THE RANDOM REJECTION MECHANISM
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In dollar per passenger-mi nute estimation , and passenger -minute values
are given as a function of load factor.

Direct Operating Costs. Direct operating costs to the airlines of
additiona l flying time due to delay include the cost of fuel , crew time ,
ma i ntenance , and depreciation. Direct operating costs differ by aircraft
type, with larger aircraft costing more to fly. Table 4.2 compares dollar -

per-minute estimates from three sources : CAB (1975), Reck , et al. (1975),
and Rogers) et al. (1975).

TABLE 4.2. COMPARISON OF ESTIMATES OF DIRECT OPERATING COSTS
IN DOLLARS PER MINUTE FOR 1974

Source

Aircraft Type CAB Reck Rogers
1975 et al. et al.
($/MIn) ($/Min) ($/Min)

4 Engine Wide-bodied 40.26 38.26 33.00
4 Engine Regular-bodied 18.54 18.22 18.00
3 Engine Wide-bodied 28.82 28.64 27.00
3 Engine Regular-bodied 14.52 14.34 13.00
2 Engine 11.58 11.19 11.00

Estimates from the three sources are quite similar , with the CAB

figures chosen for use in this section. The CAB figures are updated
regularly, and are broken out i nto considerable detail. Table 4.3 shows
the CAB breakout for four engine wide-bodied turbo-fan aircraft used on

domestic trunk routes . It should be noted that CAB gives aircraft oper-

ating expenses in dollars per hour; dollars per minute are used here
because they more nearly reflect the magnitude of delay encountered by
most airplanes . Direct operating costs per minute were divided by the
average number of revenue passengers to develop values for direct oper-
atin g costs per passenger-minute. These are shown in Table 4.4.
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TABLE 4.3. AIRCRAFT OPERAT ING COST AND PERFORMANCE REPORT

L. IT R U N K S  — OUSN ES TI C OP.
IPA sS ~ NGFR C A O I N  UusIrIc.

N EXPENSES , PERFORMANCE and CHARACTERISTICS ~~~~~~~~ W I O E - B C O L E O

12 $UNTHS FNO EO DEC . 31,
1974 1973

- 
AIICBA U O P I R A T I U  EX PENS E S

PER BLOCK HOU R (ALL SERVICES ) (IN DOLLARS)

FLY ING O PERA TI OE (LESS RENTALS)
CREW — 3 5 3 . 3 8  303 .66

2 FUEL AID OIL 793 99 - 446 55
INSURANCE 25 .03  25 . 31

4 OTHER 0.17 0.92
TOTAL FLYING OPE RA TIO NS (LESS RENTALS) ii ~ 3.1” 176.34

MAINTENANCE-FLIGHT EQUIPMENT

~ 
DIRECT MAI NT E NANCE —AIRFRA N E AND OTHER 14 9 .27  120.93
DIR ECT NAINTENANCE—ENGINE----______________________________________________________ 206.03 24 2 . 3 9

$ MAINTENANC E BURDEN 215. 16  148.5c
TOIAL MA INTENANCE—FLIGHT EQUIPMENT . - _ _  570.46 511.91

DEPRECIA TION AND RENTA LS—FLIGHT EQUIPMENT
0 DI PRE CIATIO I-A IRF RA I E AND OTHER ..... _______________ —— — -  —— 300.50 .0 .6’,

O L PR E C IA T I O N -E NCIN E__ — — -- — —  -——  — —-- 61.09
i t  OBSO L ESCENCE AND DETE RIORATION-EXPENDABLE PARTI 12.32 7 . 4 1

3 RENTALS 281 .79  218 .33
4 TOTAL DEPRECIATION AND RENTALS —FLIGHT EQUIPMENT 661 .70  541 .30

3 TOTAL AIRCRAFT OPERAT ING EXPENSES 24 1 5 . 33  1829 .55

u~ PER AIRBORNE HOUR (ALL REVENUE SERVICES) (IN DOLLARS) 2109.19 2058.55
iT PER AI RCRAFT MILE (ALL REVENUE SERVICES) (IN DOLLAR SI 5 .43 4.08
‘a PER P EVENUE TON—NILE (SCHEDULED REVENUE SERVICE ) (IN CENT’,) 24 .611  2 1 .5 4 8
• PER A V A I L A B L E  TON -MILE (SCHEDULED REV ENUE SERVICE ) (IN CENTS) - 10 .442  1.922

20 PER REVENUE PASSENGER—MILE (SCHEDULED REVENUE SERVICE ) (IN CENTS1 3.090 2 . 71 8
UI  PER AVAILABLE S EAT — N ILE (SCHEDULED REVENUE SE RVICE)  (IN CENTS) 1.586 1.244

PEIFOIUANCI  ui C IAI A C T UISIICS
UTILIZATION

t t  AVERAGE AI RCRAFT ASSIGNED TO SERVICE (CA R R IER S ROU IES/ EQU IPM ENT 47 .4  51.8
23 TO TAL AIRBORNE HOURS (ALL REVENUE SERVICES ) 142548.  177941.
24 REVENUE HOURS PER A IRCRAFT PER DA~’ (CARRIER’S ROUTES/E QUIPMENT) (IN NO URS I 8 .24  9 .41
25 PERCENT TO TAL AIRBORNE TO REVENUE AIRBORNE HOURS 101 • 3 101.9
24 PERCENT BLOCK—TO—BLO CK TO AIRBORNE HOURS 110.7 110.5
2? PE RCENT SCHEDULED TO TOTAL REVENUE A IRCRAFT MILES ________________________ 99.6 99.4
o s AVERAGE STAGE LENGTH IALL REVENUE SE RVICES) (IN IILET~~.._ ________— _______— - -  1728. 1858.

A IPCRAF T CAPACITY
t, A VERAGE AVAILABLE TONS PER AIRCRAFT MILE (ALL REVENUE SEIVICE$L. _ _ _   ________ 52.0 51 .6

o AVERAGE AVAILABLE SEATS PER AIRCRAFT MILE IALL REVENUE SE RV I CES L _._... .. __~~~~~~~~_ 342.4  328 .4

SPEED
~~ 

AVERAGE AIRBORNE SPEE D IALL REVENUE SE RVIC ES ( (IN MPH ) -— _
~~~~~~~~~~ 4 99. 504 •

~~ 
AVERA G E BLOC K -TO-BLOCK SPEED (AL L REVENU E SERVICES ) (IN MPH( ~ - — - _ __ ~~~~~ _~_ 450.  458 .

P R O D U C TIVI T Y

~~ AVERAGE A V A I L A B L E  TON— M ILE S PEN AI RBORNE HOUR IALL REVENUE SEIV IC ES( _ ...~
_ _ _  — — 259 32 • 2591’? .

~4 A V ERAGE A VAILABLE SEAT -M I L ES PER A i RBORNE HOUR (ALL REVENUE SERVI CESL ....._ __________ I PC 73 1 • 165552.

FUEL
33 GALLONS OF FUEL CONS U* EO PER BLOCK HOUR (ALL SERYICES I_ _ — -  _ __ _  33 3 5 .
,. COST OF ‘ UEL PER GALLON (ALL SERVICES )  IN ~LNT 5( - - - — - 23 .268  1

TRAFFIC
,i AV ER AGE REVENUE TONS PER A I R C R A F T  R I L E ( S C H E D U L E D  REVENUE SFR V ICE)_ _ ....__ _ __ .  22.5 19.0

a A V ~ RA G( R E V E N U E  PAS ~F N G F R S  P ER A I R C R A F T PU I S C HE D UL ~~D R E V E N U E  S ER V I C EI  _ -- _ _ 3 1 5 . 5  150 .2
,, T ON LOAD F A C T O R  SCHEDULED REVENUE S ERV I CE I  P E R C E N T )  - ________ 42 .4  38 .8
40 S E A T  LOAD F A C T O R  ( SCHEDULED RFVENUE S E NV IC E I  IPEAC (N1 L — SI • 45.1
4 1  F ~ST CLASS PASSENGER LORD FACTOR (SCHEDULED RE VENUE SE RVICE)  (PE N CENT L 40 . 11  35 .3

52.8 41.3
~~ 

C G i H  PASSENGER LOAD F A C T O R  (SCHEDULED REV E NUE S E R V I C K I  I P I R C E N T I

~~ P E R C E N T  C )A CH TO T O T A L  REVENUE PASSENGER MILES ISC N E DUL ED RLVENUU111~Ie(1TT 
— 

~i i 9C • 1 90. I

Source: Aircraft Operdt ing Cost and Performance Report, Volume IX , Civil
Aeronautics Board , Wash ington , D.C., Jul y 1975.
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TABLE 4,4. DIRECT OPERATING COSTS PER PASSENGER-MINUTE BY AIRCRAFT TYPE

Direct Average Direct
Operating Number Operating
Cost Per of Cost Per

Turbo-Fan Aircraft Minute Passengers Pax-Min
($/Min) (No. of Pax) ($/Pax-Minj

4 Engine Wide-bodied 40.26 175.8 .229
4 Engine Regular-bod ied 18.54 78.2 .237
3 Engine Wide-bodied 28.82 112.6 .256
3 Engine Regular-bodied 14.52 64.5 .225
2 Engine 11.58 56.9 .204

Source: Aircraft Operating Cost and Performance Report , Volum e IX , Civil
Aeronautics Board , Washington , D.C., July 1975.

Passenger Delay Costs. In addition to the direct operating costs to
the airlines quantified above , there are costs associated with passengers
being del ayed . After a review of the literature (236 references) on the
subject of the value of time to travel ers, Haney (1975) concluded that
“the views about the value of time are about as numerous as there are
writers wil l ing to express them .” There are at least three methods which
can be used to estimate the value of avoiding delay in air travel .

One approach is to determine the travel ers ’ willingness to pay to
avoid delay . Such a method would require extensive surveying of the fly-
ing population , and be open to questions of validity as to the passengers ’
estimation of the value or cost of their being delayed . This method does
not play a prominent role in the current literature. -

Another approach is to value an air travel er ’s time as a function
of his wage. Some authors consider delay time to be only 50 percent lost ,

while others hold that overhead rates should be app lied to the basic wage
rate. Accordingly, given agreement on a $12.50 median wage for air trav-
el ers , a range of $6.25 per hour (50 percent lost time) to $25.00 per hour
(100 percent overhead rate) could be developed . An assumption underlying
this analysis is that an average hourly wage rate can be adjusted to be
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applicable to those people whose time often does not have the uniform
value impl i ed by an hourly wage; e.g., salaried empl oyees and vacationers.

A more sophisticated development on the scene of air traveler time
valuation is the use of derived elasticities of the demand function for
air travel to compute the value air travelers place on their time . This
procedure yields results quite similar to the average wage of air trave-
l ers. This similarity prompted De Vaney (1974) to suggest that “air
travelers value their time at their wage. ” This may very well be true ,
but it does not necessarily follow that passengers place the same value
on unexpected delay time as on expected travel time .

Two estimates of the value of passenger time are summarized in
Table 4.5. These estimates are averages of other estimates . Zaidman
(1975) found the average of the 1974 dollar equivalents of five estimates
from the 1962-1967 period , each based on a different assumption as to the
disutility of delay . Reck (1975) averaged two estimates based on cal culated
elasticity of demand with an estimate of the value of the time of general
aviation travelers .

The estimates of the value of air passengers time developed by Brown
and Watkins (1971) and De Vaney (1974 ) as cited by Reck , are in close
agreement. Their method of calculating the value of time from the derived
elasticity of the demand function avoids the subjectivity which character-
izes the factors used to weight an average hourly wage figure. Assuming
that 90 percent of air passengers travel coach and 10 percent first class
(CAB 1975), Brown and Watk in ’s coach and first class values of time average
to $11.07 per hour. This compares to $11.71 estimated by Dc Vaney . The
average of these two numbers is $11.39 per hour , or $O.190 per minute.

Applica tion. A consideration in the application of a value to delay

time is that passengers are not likely to perceive the cost of delay as a
linea r function. That is , delay of on ly a few minutes is l ikely to be
ignored , end after a cons iderable amount of delay , some passengers may con-

sider a range of $11.39 per hour to be a distinct undervaluation of their

time.
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TABLE 4.5. SUMMARY OF ESTIMATES OF THE VAL UE OF PASSENGER TIME

Source Method 1974 $ Per Hour

Zai dman , Steve ’ average $13.89

Gansle (1967) wage factor $24.35
Baxter (1967) wage factor $13.98
From (1962) wage factor $11.99
Skaggs (1965) wage factor $ 6.94

Reck , Robert2 average $12.50

Brown and Watki n s 1971) elasticity $15.64/$1O.57~De Vaney 1974) elasticity $11.71
Kirkwood , et. al . (1973) delphi $12.65

‘Zaidman , Steve, Interna ’ ~emorandum , Office of Aviation System Plans ,Federal Aviation Administration , 1975. -

2Reck , Robert , et al., “Cost Analyses Supporting the Cost-Benefit
Study of the Upgraded Thifl Generation ATC System.” Department of Trans-
portation , Cambridge , MA , December 1975.

‘first class/coach

I

I
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The dollar values developed in this section are intended for use
with estimates of passenger delay time . Estimates of delay time often
involve projected air traffic loads between hundreds of city pa i rs .
(Reck , et al. 1975; Rogers , et al . 1975; Kirkwood , et al . 1973). There

is considerabl e uncertainty in these estimates because in addition to the
uncerta inty inherent in any forecast i ng , there is no firm definition of

wha t constitutes an aircraft delay imposed by an airport or air traffic
control system.

One poss i bil i ty is to i nclude only those dela ys cause d by the proba-
bilistic nature of aircraft demands , the f i nite rate at wh i ch an air por t
or ATC system can service aircraft , and the queues of aircraft that result
when more aircraft demand service than the airport or ATC system can simul-

taneousl y accommodate . It is this class of congestion delays on which an

ATC system has the greatest impact.
Given the probabilistic nature of aircraft demands and weather con-

ditions , a i rports frequently operate at some l evel of delay , regard less of
their capacity . For example , if two aircraft request clearance to land at
the same time on the same runway , one airc raf t w i ll be force d to ab sor b
a delay . Even if these were the only two aircraft to arr ive during the
day, a rate far be low any airport ’ s capacity , the random nature of their
arrival pattern imposes delays. Likewise , a thunders torm pass i ng an a i r-
por t may crea te delays on all arr i vals , perhaps forcing some to seek

alternate airports.
The technique for measuring benefits due to reduced delays is to

estimate the costs imposed on the users of the aviation system , including
direct aircraft operating costs and costs to passengers resulting from

those delays. The benefits associated with an alternative scheme for
reducing those delays are equal to the costs of the delays avoided .

Intro du ction. There are two cost compone- its to safety estimation .

The first is the cost of aircratt damaged or destroyed in accidents. The

second is the cost of passenge rs injured or k i l led . Estimates of ~~ ~~~~
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of aircraft damaged or destroyed are based on average aircraft replacement
values obtained from airline industry statistics. This estimate is a

stra ightforward calculation.

There are a num ber of conceptually different approaches to measuring

the cost of passenger fatalities . One is to develop an estimate of the
present value of the avera ge passen ger ’s life time earnings stream .

This approach attempts to measure the value of the passenger to society .
A second method uses his wealth and utility functions to develop an esti-

mate of the dollar value at which an individual can maximize his utility .

This approach estimates a passenger ’ s value to himself , and results in a
figure generally higher than his discounted earnings stream . A third

method of valuing the life of an air passenger is to determine the aver-
age value of settlements to relatives or to the estate in the event of a
passenger ’ s death due to negligence. This is an estimate of the value of
a passenger ’ s l i fe to his fami ly and relat ives.

The costs of injury have often been estimated as the sum of income
los t and medical expenses . The est imates for serious injuries are sig-
nificantly less than the average settlement for these injuries .

Property Damage. Because of FAA certification requirements , all
aircraft within a given f leet -- air carrier , general aviation , or air
taxi -- are assumed to be equally safe. The probability of accident is
further assumed to be uniform throughout the fleet . The average value of

the various elements of that fleet can therefore be considered the bas is
for rep lacement or repa i r of any element of that fleet involved in an acc i-
dent. (Reck , 1975)

The A irline Statistical Annual (1974) sets the total air carrier
(trunk and local jet) flight equipm ent repl acement value at sligh tl y over
$12.6 billion on January 1 , 1974. The fleet consisted of 2091 aircraft ,
with an average value per aircraft of about $6.04 mill ion. This value is
similar to the $6.0 million air carrier replacement val ue estimate put
forth by Ashby (1975) in the ILS Establ ishment Criteria Study . Thus, the
recommended air carrier replacemen t value is Liken as $6.0 million in con-
stant 1974 dollars .
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The replacement cost of General Aviation (GA) aircraft i~ averaged

over an extens iv e an d di verse fleet. The value of $50 thous an d develo ped
by Ashby (1975) is consistent with that of $47 thousand est ir~ ted by RANf

(1973) and $47.6 thousand used in a GA cost impact study (1975). The

valu e of $50 thousan d is recommen ded for use as the rep lacemen t value o f
GA aircraft.

A ir taxi replacement costs were est ii~ated at $200 thousa )id by Ashby

in the ILS study . Because of the overall consistency of that study and

its compatibility with other sources , the estimated replacement cost of

$200 thousand is recommended here. 4
The CAB recognizes several categories of damage to aircraft --

destroyed , -~ubstan tial damage , minor d~m~qe , an d none . The cos t of a
destroyed aircraft is taken to be the replacement cost given above.
Insurance experience indicates that average repair cost of a substant ially

damaged aircraft is one-third of the replacement cost. ~epair costs are
negligible for a ircraft  with minor damage. (Reck , et a l . ,  1975 )

Reck found no f irm values for third party property damage arising

from air cra ft acc idents . However , estima tes ma de by RAND (1973) based on
an earl ier study by Fromm were cited . In 1974 dollars , these estima tes
are $40 thousan d for air carr ie rs and $400 for general av i a ti on . No es ti-
mate is available for air taxi third party property damage cos ts .

These values are negligible in comparison to the costs of aircraft

damage and destruction , and are not included in Table 4.8 summarizing

property damage values.

I njury . The basic estimates of the cost of injury to airline pas-

sengers were developed by Fromm (1968), and h3ve been used extensivel y

since then. (Kirkwood , 1973 ; M i tre , 1975; Reck , et al ., 1975). Reck up-

dated Fromm ’ s estimates to 1974 dol lars .
Fronm assumed th averaqe seriously -injured passen ger req- ai res about

s~~ month~. ~~~
‘- fully rec~ perate from the acc i~ -~n t w i th a per injury cost of

- ‘+b tnou sand ~o - air carrier and air taxi accidents and $38 Ui- usand ~or
I~ -’~ (ccid en fs (1~74 dollars ). The lower cost -ittribu tab le to t~ e GA vic—
• m , de~-~~ - , ( iji no ra l ly higher incoi -’ , re f l e c t s  mu~ h lower p r  incident
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acc ident investigation costs. For m i -ior injuries , From assumed the vic-

tim is incapacitated for one month. The per injury cost (in 1974 d o l l a r s )
is estimated at $6,000.

TABLE 4.6. SUMMARY OF RECOMMEt4DED VALUES OF - -

PROPERTY DAMAGE , THOUSANDS OF 1974 DOLL ARS

Su bstant ially M i nor or No
Destroyed Damaged Damage

A i r Carr i er $6 ,000 $2,000 0
Air Taxi 200 67 0

Genera l Aviation 50 17 0

T a b l e  4.7 shows average settlements fo~ serious injury result ing from
aircraft accidents. For the 1964 to 1974 period , the avera ge of 341 se tt le-
ments was $78,180 (1974 dollars), si gnif icantl y higher than Fromm ’s est i-
mates . However , the $78,180 fi gure represents an actual cost to air carrier

insurers , and ult imately, to the flying pub lic. This estimate , rounded to
$80 ,000 , is the value reconiinended for use in cost-benefit studies .
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TABLE 4.7. NON-WARSAW AVERAGE SETTLEMENTS FOR SERIOUS
INJURY RESULTING FROM AIRCRAFT ACCIDENTS

Number of Thousands of Thousands of
Year Settlements Current Year 1974 

*
Dollars Dollars

1964 6 6.1 9.5
1965 11 7.0 10.7
1966 25 40.8 60 .9
1967 23 48.5 70.2
1968 25 39.1 54.4
1969 35 42.2 56.0

1970 38 63.5 79.9

1971 41 23.7 28.5
1972 25 28.7 33.4

1973 37 52.4 57.8
1974 75 171.3 171.3

Totals 341 78.2

* developed using the GNP deflator.

Source: Civil Aeronautics Board
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The Value of Life. There are a number of approaches to establishing
a dollar value for the lives of airline passengers . One approach is to

calcula te the present value of a typical passenger ’s expected earnings

stream .
*

The typical airl i ne passenger is about 40 years old and has an

inco m e of about $24 thousand per year. Salary levels tend to stabilize

by age 40. Assuming that a passenqer ’s av erage annual salary is $24 thou-

san d cons tant 1974 dollars , and that hi s salar y increases a t 2’2 percent
per annum for the next 25 years , the present value of his earnings stream
at a 10 percent discount rate is about $300 thousand .

Recent work by Conley (1976), indicates the value of an individual’ s

li fe i s g reater than the present value of h i s lifeti me la bor i ncome .
Conley extends the traditional model of individual maximization to include

the effects of choices involving a changed probability of living. The

value of human l i fe is estimated with reference to an individual ’ s wealt h
and utility func tion characteristics. An individ ual is expected to maxi-

m ize the present value of his lifetime utility stream . The utility stream
includes the individual ’ s estimation of his probability of living during

future time periods. His utility maxim ization is constrained by his

ex pec ted di scounted la bor income , which he can sche dule throu gh out his
li fetime by borrowing money against future income . The potential differ-

ence between the commercially based discount rate of money , and an ind i-

vidual ’s discount rate of his future utility allows the present value of
utility to be maximized at a level higher than that of his income .

Conley summarizes his findings by nresenting estimates for the value

of life as a function , x , of the present value of an earnings stream .

*
Courtesy United Airlines Corporate Af~urs O ff ic e , W ash in i Ln , D.C.

**Based on $ii .~ n per ho~r deve loned in precedinq C à p d L i~~ V ’ se t ion ,
~~rroborated by Zaid rtia n 1975.
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Present Value of
Earn i ngs Stream $30,000 $70,000 $100,000 $200,000 $300,000

3 1 2/3 1/2 3/7 (e s t . )
“Value of L i fe ” $10,000 $70 ,000 $150,000 $400 ,000 $700,000

By Conley ’ s method , the typical passenger with an expected earnings
stream having a present value of $300,000 values his life at $700,000.

Fromm (1966) suggests increasing the value of an individual ’s life
to himself by the following values to others:

Family $225 ,000

Communit y $ 52 ,000
Employer + Government +

Airlines $ 23 ,000

The passenger by these standard s is worth about $1 million.

Four th, the judicial process , as approximated by the average of

settlement agreements and court decisions , has over the 11-year period
of 1964 to 1974 established a trend leading to an estimated average
settlement of about $195 thousand per fatality (1974 dollars). This is
a considera b ly l ower number than that previously estimated for the aver-

age value of settlements . Data obtained from the Civil Aeronautics Board

based on non-Warsaw payments during the 1966-1970 period were used by the

FAA Office of Aviation Policy and Plans to develop a value of $300 thousand
per aircraft accident fatality .

Th i s number was develo ped by extra polat i ng the trend line i ndi cate d

by the air accident fatality settlement data from 1966 to 1970. For those

years the upward trend in the constant year dollar values was expected to
lead to an average settlement value of $300 thousand constant 1974 dollars .

The increases forecast for the 1971 to 1974 period did not occur to
the extent predicted . Table 4.8 shows average settlements as reported by

the Civil Aeronautics Board inflated to constant 1q74 dollars using the

GNP deflator. Exhibit 4.8 presents this dat~~, the FAA projected trend
li ne , an i a t rend line developed for the years 1964 to 1974. T he years
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TABLE 4.8. NON-WARSAW AVERAGE SETTLEMENTS
FOR AIRCRAFT ACCIDENT FATALITIES

Average Settlement
Number of Current Year Constan t 1974 

*Year Settlements Thousan ds of Dolla rs T ho usan d s of Dolla rs
1964 1 49 .0 76.6
1965 23 60.2 92.4
1966 46 102.4 152.9
1967 29 61 .8 89.4
1 968 117 114.2 158.8

1969 128 140.6 186.6

1970 112 165.3 207.9
1971 170 123.7 148.9
1972 165 122.4 142.5
1973 99 148.2 163.4

141 233.2 233.2

Totals 1 ,031 171.0

*The GNP deflator was used .

Source: Civil Aeronauti cs Board
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EXHIBIT 4.8

NON-WARSAW AVERAGE SETTLEMENTS
FOR AIRCRAFT ACCIDENT FATALITIES

(1974 DOLLARS )
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1964 to 1967 were combined into a singl e data point of 1965½ , with a value

of $126.4 thousand , because of the fewer settlements in these early years .
This trend line estimates a $195,000 average settlement in 1974.

The expected earnings , expected utilit y , and expected utility plus
value to others criteria are theoretical constructs. The average settle-
ment value is an actual cost to air carriers insurers , who in turn pass
it on to a irlines in the form of premiums , wh i ch are eventually included
in the fare charged to passengers. The average settlement value of $195
thousand 1974 dollars is preferred as being an actual as opposed to a

theoret i cal cost.

-~~cc--~- ~r - oj~ Values

Table 4.9, the following page , summarizes values develo ped in this

cha pter for capacity , delay , and safety which are reconinended for use in

FAA cost-benefit analysis.

-i
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TABLE 4.9. SUMMARY OF VALUES RECOI4IENDED
FOR USE IN FAA COST-BENEFIT ANALYSIS

CAPACITY Percent of Total Revenue
* *

Capacity Lost Consumers ’ Surplus Lost Tax Revenue Produced
0% 0 % 0 %
5 .17 4 .75

10 .53 9.49
15 1.25 14.22
20 2.17 18.93
25 3.47 23.63
30 5.36 28.30
35 7 .64 32 .96
40 10.47 37.58
45 13.89 42.17
50 18.25 46.73

DELAY Cost Per Passenger-Minute of Del ay

$0.420 Per Passenger-Minute
of Del ay (1974 Dollars)

SAFETY Amount of Damage (1974 Dollars)

Substantial Minor or No
Property Damage Destroyed Damage Damage

Air Carrier $6,000,000 $2,000,000 0
A ir Taxi 200,000 67 ,000 0
Genera l Av iation 50,000 17 ,000 0

Personal Injury Fatality Seriously Injured Minor Injury
All Air

Travelers $ 195,000 $ 80 ,000 $6 ,000

*
As percentage of dollar value of Total Revenue at unconstrained

equilibrium , assuming a constant elasticit y demand curve.
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PROBLEMS RELATED TO RATE OF DIS COUNT

The necessary instrument in present value and capital recovery cri-
teria is the appropriate rate of interest or rate of discount by which the
net benefit or cost at any point in time is weighted . It is comonly
assumed that the correct rate of interest is that which reflects society ’s

rate of time preference. Generally, there are two broad approaches to
determining a social discount rate:1

o The Social Rate Approach
o The Private Opportunity Rate Approach

The Socia l Rate of Time Preference

The “social time preference approach ,” associated prominently wi th
Marglin (1963), notes the dependence of some individual ’ s utility on future
consumption by others , and deduces from this dependence a difference between

social time preference and an aggregation of individual preferences as re-

flected in private capital markets. Consumption by future generations is

thought of as a public good. In provi ding that public good , present indi-

viduals collectivel y agree to some amount of current capital formation
beyond that which would be undertaken by each acting in isolation . The

bond rate , in this view , could not then serve even as an appropriate mea-

sure of pure (social ) time preferences . Rather , some expl icit political

decisionmaking procedure , perhaps democratic voting as suggested by Mar glin ,

1 While it is possible to distin guish between two broad approaches --
the market opportunity and the social time preference approaches -- and
there is also some reason to bel i eve that public and private discount rates
might differ , even in theory , the controversy surrounding this subject among
eminen t economists is so great as to be beyond the scope of this Guide ,
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woul d be required to determine the overall rates of growth , Investment ,
and discount in a society . However , the morass of difficulties In design—

-
- 

log a theoretical mechan ism by which a social consensus would emerge from

the welter of individual values has been we l l  noted . (See Arrow , 1951,
and others).

Th~ ~r-~i’~’ac ~: ~~~~‘r ’~n~ t-j, Rate of Tir’.e Preference

The “pr ivate opportunity rate approach ” is identified with theo-

retical arguments by Hirshleifer (1965, 1966), Mishan (1967) and Baumo l

(1968), among others . According to this view , the source of funds for
any public project is ultimately the private sector, so that net returns
to the public project ought to be discounted by the private opportunity

rate, i.e., by the rate of return on investment in the private sector.
Eugene Grant , considered the father of engineering economy and

whose book has been used as a standard text and reference since the 1930s ,

considers interest as a cost “In the sense of an opportunity foregone , an
economic sacrifice of a possible income that might have been obtained by
investmen t elsewhere. ” The Off ice  of Management  and Budget presently pre-
scribes a private opportunity rate of 10 percent with certain exceptions. 2

For example , the Water Resources Council was permitted to use 4 7/e percent

un til 1972. The Department of Defense has a directive permitting the use

of range of rates from 5 to 12 percent. 3

J ~~ os~ ng a Lis~’oun t Rate

We recommen d that 10 percent be used as the discount rate in evalu-
ating FAA alternatives on a cost-benefit basis. This rate is in keeping

with the 0MB -Circ ular , and represents a rate that is a proxy for the private

2 Circular A-94 , revised , Off i ce of Mana gemen t and Budg et , “Discount
Rates to be Used in Evaluating Deferred Costs and Benefits ,” ~~rc h 27 , 1972.

Department of Defense, Ins truction 7041.3, “Economic Anal ysis of
Proposed Department of Lefense Investments ,” February 16 , 1969.
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opportunity rate. Tabl es 3.2 and 3.3 are provided to permit discounting
streams of costs and benefits at rates varying from 5.0 percent to 25.0
percent using discrete (end-of-year convention) or Continuous compounding
techniques.

The 0MB P osition

The 1969 version of 0MB Circular A-94 refers to a study of the
interest rate representing opportuniti es foregone in the private sector.

The Ass istant Director of Program Evaluation , when contacte d , sugges ted
the use of a 10 percent discount rate , and referred to a study by Stock-
fisch (1969). A suninary of that study is quoted :

This paper accep ts the p os~ tion tha t the r ate-c;-
re~urn, or ea~ ita i cost measure , ~-tip loyed in the eua Z u—
c~~ion or costing of government programs (or aost-hc~2e[~~
and cost-effectiveness studies) should equal the br~ore-
~ax rate of return generated by private , p hysical inv st-
mont.  Such a cos t- of—cap i t c l  measure is s ir i la r to the
eoonomists conception of “the p ’ : ~ina l r rodu ~~t ivi tu

“ or “the rna~g ina l ef ’t ’- 7ai ~- ?na: ~ of i ost~eu C .

Such theoretical concepts , however, f~mp ly tha t the ca:n -
(7my is in a state of “genera l equ 7- !2-r ium, ” in whia~
rates of return on a l l  mar qj~’s of invest7nent are
and tha t uncertainty or r :~sk a sso i~z ted  ‘aith p k,psic~~-‘~ - ‘est~ ent exerts no effect  on the rate of return.
B aause of the limitations of s~ a~ ass t 7 ’ cns , C- - : crr
is no readil y available s ingie measure mu ’caled by ~r~-
va~ c sector cap ital markets tha t rro’~-’ides a measure
~ z itai costs tha t can be used f ~cr c:~z i u a t : ~r ;  a : ~C~~i
:‘~sts  of government p ro jec t s .  S -au r -~ty ~4ie i.c --
(- : L ’~.2aZZy government debt y ields -- are m . -~ ~~~

-:
‘

~~

as a measure (f ’  card t - -u ios C , p arc ~cu 7ar y .‘ en V- ~e~ I
~~ the -p or ~~o2i ty cost s- roe . t  -~ ur  -
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sourCes , to ad,~iuet thoBe retu rn s by factors based on
tax data, and to weig ht the different returns by appro-
pri czte weights reflecting the relative impor tance of
major activtties .

It t8 8hO Wf l that the before-tax rate of return in
corporate manufac turing is .26. 5 percent ; in public util-
ities, 11.5 percent; and in the non-corporate sector,
10 percent. If these rates are weighted in proportion
to their relative importance , the before tax rate of
return -- unadjusted f o r  inf lation -- is 12 perce nt.
An adjustment for  inflation is estimated to be 1.6 per-
cent for  the period to which the ana lysis applie8. The
“real” opportunity rate of return is thus estimated to
be 10.4 percent.
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6

PROBLEMS IN NORMALIZIN G COSTS

To be of use to the analyst , raw data col l ected for the purpose of

estimating benefits and costs must be made consistent and comparable.
Yet often they are neither. Hence, before estimating relationships can
be derived , raw data have to be ad.~usted; examples bei ng production
quantity differences, production rate differences, price level changes ,
physical and performance characteristics, and the sometimes arbitrary
distinction between recurring and nonrecurring costs.

This section focuses on quantitative adjustments that should be
made for production quantity , production rate, and price level differ-
ences .
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Cost—Quantity Relationships

Near the turn of the century , industrial engineers developed a tech-
nique called the “learning ” curve which related production manhours per
unit to quantity of units . Engineers observed that as the quantity of
units produced increased , the manhours per unit necessary to produce
decreased . Just prior to World War II , this technique was extended and
used for estimating the cost of producing airframes . This estimating
technique has been called by various names -- improvement curve , pro-
gress curve , and learning curve. The technique has since been applied
to production of many kinds of items . (Asher , 1956)

The theory of the progress curve , although developed for l abor man-
hours , has been appl i ed to costs including labor , material , and overhead .
In its most popular form , the theory states : as the total quantity of
units produced doubles , the cost per unit declines by some constant per-
centage. There are two cost per unit variants to this popular form of
progress curve; one treats cost per unit as the average cost of a given
number of units , and the other form treats it as the cost of a specific
unit. Either formulation results in a linear function when plotted on
l ogarithmic grids. When the cost per unit is assumed to be the average
cost , the form of the progress curve is known as log-linear cumulative
average curve; when the cost per unit is treated as the cost of a spe-
cific unit , it is known as the log-linear individual unit curve.

It has not been established that one form of progress curve will
more closely approximate the cost of future production of a particular
item than will some other form. However , a convenient technique is
based on the log-linear cumulative average function . Therefore, this
section is limited to a discussion of that formulation , a tabulation of
factors for its appl i cation , and a brief example.

When it is assumed that a percentage increase in production results
in a constant percentage decline in the avera~~ cost , the cumulative aver-
age curve is described by

= axb (1)
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which is a function having the characteristic of linearity on l ogarithmic

grids (see Exhibit 6.1). This characteristic probably accounts in large
measure for its continued popularity as a form of progress curve.

Although developed on the basis of direct man-hour data and most
appropriately used to explain the principle of direct man-hour reduction

versus quantity produced , cornon usage today extends the theory to apply
to the sum of all elements of hardware cost. As such ,

= cumulative average cost of “n” items
x = cumulative output
a = cost of the first article

b = slope of the logarithmic curve

When the cumulative average curve is assumed to be log-linear as in
equation (1), the resulting unit curve is expressed by the function

= a [x~
th 

- (2)

where .

= the cost per unit for the i~~ unit
x1 

= the cumulative unit number

Table 6.1 gives values of equations (1) and (2) for selected slopes
*and quantities when “a” is equal to one. For convenience , the ratios for

these selected points are also given . The ratios are usefu l for quickly
determining either the unit or cumul ative average cost when one or the
other is known at a given quantity and slope. The unit curve values allow
one to find the unit cost for any combination of quantity and slope tabled ,
given the cost at some other quantity appearing in the table. Likewise ,
the cumulative average values allow one to find the cumulative average cost

*Slope is given in percentage terms; e.g., an 80 percent slope means
that with a doubling of cumulative output , costs reduce by a factor of 0.80.
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EXHIBIT 6.1
PROGRESS CURVES RESULTING FROM THE ASSUMPTION OF A

LINEAR CUMULATIVE AVERAGt CURVE ON LOGARITHMIC GRIDS
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for any combination of quantity and slope tabled , given the cost at some
other tabled quantity . To determine approximate solutions for values not
tabulated , one may interpolate between given values of quantity and slope.

For convenience in cost analysi s, slope (S) has been defi ned as the
ratio of the “y ” values (be it cumulative average cost or unit cost) at
two “x” values (cumulative outputs) which are different by a factor of

*two. For example , if on a log-linear cost curve we find the cost to be
$100 at quantity 10 and $80 at quantity 20, we say the slope of the pro-
gress curve is 80 percent. Symbolically, we may express this as

S = ~
‘ 2x = a (2xjb (3)

or 
~ 

axb

S = or log S = b log 2 (4)
and b = log S/log 2

As is indicated by equation (4), there is associated with each “b”
value a corresponding val ue for “S.” Solving equation (4) for “b” when
“S° takes on values from 65 percent to 100 percent, we obtain the “b°
values tabulated in Table 6.2.

To illustrate the application of the above technique , this example
is taken from the case study cited in the previous section.

*The definition given “progress curve slope” is different from the
mathematical definition. In mathematics , the slope of a function is , of
cours e, defined as the first derivative of that function.
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TABLE 6.2. PERCENTAGE SLOPES WITH CORRESPONDING b VALUES

Percent Tangent Percent Tangent
S -b S -b

100.0 0 80.0 0.322
99.0 0.0147 79.0 0.340
98.0 0.0293 78.0 0.358
97.0 0.0439 77.0 0.377
96.0 0.0589 76.0 0.396

95.0 0.0740 75.0 0.415
94.0 0.0896 74.0 0.434
93.0 0.105 73.0 0.454
92.0 0.120 72.0 0.474
91.0 0.136 71.0 0.494

90.0 0.152 70.0 0.515
89.0 0.168 69.0 0.535
88.0 0.184 68.0 0.556
87.0 0.201 67.0 0.578
86.0 0.218 66.0 0.600

85.0 0.234 65.0 0.622
84.0 0.252 64.0 0.644
83.0 0.269 63.0 0.667
82.0 0.286 62.0 0.690
81.0 0.304 61.0 0.713
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EXAMPLE 6.1

Given: A contract to purchase 7,015 solId-state re-
ceivers was expected to result in an estimated unit
cost of $340 per receiver ; the cost would be increased
to $385 per receiver if only 5,340 were ordered.

Find: The slope of the progress curve , the cumu l ative
average cost for 100 receivers (assuming the cumulative
average cost curve is log-linear), and the cost of the
100th unit.

Solution: Solving the equation , v = axb , simu l taneously
for the two cost-quantity points given , we find that the
“b” value is -0.4558, or about 73 percent (see Tabl e 6.2,
or solve S = 2b). The simultaneous equations are

log 340 = log a + b log 7015
log 385 = log a + b log 5340

and
5 = 2-0.4558 = 72.91%

We may find the cost of the first unit, a, implied by the
above slope to be

0 45587015 -

Given the cost of the first unit , the cumulative aver-
age cost of 100 units is

19,253 (loO).O.4558

= $2,360

and the cost of the 100th unit is

98 
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y = 19,253 (1O0)1~~
4558 

- (gg )l .4558

= $1 ,279

For approximate answers to the example problem , and for practical
use of the technique , tables and slide charts are often used . (Noah ,
1962; Boren and Campbel l , 1970) Table 6.1 is a condensed version of a
learning curve table; with i nterpolation , it may be used to solve the
above example adequately.
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CoBt and Rate of Output

Few statistical studies of cost and output rate have been made, and

they are not conclusive as to the shape of the cost function for a variety

of reasons. Predominant among those studies are those conducted by Dean

(1951) that covered only a few firms, and did not include years of over-

full employment when production capacity was crowded to the limits imposed

by cost behavior or physical size.
In view of his studies , Dean observes that , in the short run , a

functional relation exists between cost and a set of independent varia-
bles which may include , for example , volume of production , size of pro-
duction lot , prices of input services , and variety of output. The inde-
pendent variables will be different for each type of manufacturing oper-
ation , although in general the most important variable is rate of output ,
accord i ng to Dean.

In partial support of this generally accepted doctrine , manufacturers
engaged in the aerospace industry generally agree that marg ina l cost declines
with increases in output rate over the output range of thei r experience.
Noah (1974) examined that question among others, and found that marginal
cost does indeed decline with increases in output rate over the output
range of the experience gained during the production of two major aerospace
items , and also found that output rate is a very important independent
variable. At the risk of generalizing on the basis of a small sample , we
are including values by which unit cost changes may be measured as a func-
tion of delivery rate changes .

Exhibit 6.2 shows that functional relationship. Delivery rate is
used as a proxy for production rate. For example , unit cost may be ex-
pected to decline by about 15 percent when delivery rate is doubled . Con-
versely, when delivery rate is reduced by 50 percent , the unit cost may be
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expected to increase slightly more than 15 percent.
The relationship in Exhibit 6.2 may best be appl ied to the cost-

quantity relationship derived in the previous section. Exhibit 6.3 shows
a typical log-linear cost-quantity relationship assuming , first , that
five units are delivered per month. The graph shows that as the delivery
rate increases to 10 and 20 per month , the unit cost is expected to
drop to lower production cost curves . Another way to look at this ques-
tion is to imagine that FAA is quoted a price on the basis of equipment
deliveries at the rate of- five per month , they could expect the price to
be reduced below that indicated by the cost-quantity relationship for
five per month if FM orders at, say, 10 per month .

To illustrate the appl ication of this technique , the case study
prepared by Harvard University is again used.
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EXHIBIT 6.3
EFFECT OF DELIVERY RATE ON TYPICAL

UNIT COST/CUMULATIVE QUANTITY RELATIONSHIP
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EXAMPLE 6.2

Given: The contract to purchase 5,340 solid-state re-
ceivers at $385 per receiver was based on deli very at
the rate of 325 receivers per month.

Fi nd : An estimate of the average cost per receiver if
the delivery rate is reduced to 130 receivers per month.

Solution: Reducing the delivery rate to 130 receivers
per month is equal to reducing the del ivery rate by about
60 percent. From Exhibi t 6.2 we find that a 60 percent
reduction in delivery rate is expected to cause a 25 per-
cent i ncrease i n the un it cost. Therefore, the expected
average cost under the new and reduced del ivery rate is
about $480 per receiver.

104 

- - -—- - - ---~~~~~~ 
-
~~

-
~~~~~ .- .--- -— ~~~~~—..‘--- *-.-.--- -—_ ~~



Price-Level Cha ngee

To normalize the data base for price level changes , the analyst must
fi nd or construct appropriate price indexes , adjust them to the des i red
base year , and then deflate observed values in the data base. The result
is that the data points are expressed in terms of constant dollars for
the selected base year.

The FAA has constructed deflator indices for “Al l Structures” and
“All Equipment” for the years 1945 to 1974. These and the GNP deflator
are presented in Tabl e 6.5.

The following exampl e shows how the GNP deflator was used in Sec-
tion 4 to transform current year dollar settlem’ants into constant 1974
dollars . The relevant portion of GNP deflator is shown below in 1958 base
year and again transformed into 1974 base year.

TABLE 6.3. GNP DEFLATOR SHOWN FOR 1958 AND 1974 BASE YEARS

1958 Base Year 1974 Base Year

1964 108.85 
- 

63.99
1965 110.86 65.17
1966 113.94 66.98
1967 117.59 69.13
1968 122.30 71.89
1969 128.20 75.63
1970 135.24 79.50
1971 141.35 83.09
1972 146.12 85.90
1973 154.31 90.72
1974 170.11 100.00

To obtain constant 1974 dollar values for settlements from the years
1964 to 1974, current year dollars were divided by the 1974 based GNP de-
flator, as shown in Table 6.4.

Deflators are often given with the base year specified as 100 as
shown in Table 6.5. This is a convenience in that it avoids long string s
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of decimal places , but it also can l ead to slipped decimal points if it
is not remembered that index numbers of a 100-based deflator stream are
actually percentages, and must be treated accordingly during arithmetic
manipulati ons.

TABLE 6.4. CONVERSION OF CURRENT YEAR DOLLARS TO 1974 CONSTANT DOLLARS.

1974 Based 1974 Constant
Year Current Year Doll ars Defla tor Dollars

1964 49.0 63.99 76.6
1965 60.2 65.17 92.4
1966 102.4 66.98 152.9
1967 61.8 69.13 89.4
1968 114.2 71.89 158.8
1969 140.6 75.63 186.6
1970 165.3 79.50 207.9 .4

1971 123.7 83.09 148.9
1972 122.4 85.90 142.5
1973 148.2 90.72 163.4
1974 233.2 100.00 233.2

Sometimes this task can be quite difficult , even when various data
sources for the purpose are ava ila bl e, such as “Employment and Earnings ”
and “Wholesale Prices and Price Indexes ,” both published by the U.S. Bur—
eau of Labor Statistics.1’

Price indexes are Inherently i nexact and their use , wh ile necessary,
can introduce errors into the data. For example , the average hourly earn-
ings for all electronics production workers may increase by five cents in
a given year, but at any particular company the increase may be more or
less than that amount. Use of the average amount to adjust the data for
a given company will inevitably introduce error. Also, for many special-
ized items of equipment, a good published price index does not exist.

A more fundamental problem , perhaps , is that the upward trend in

1”Index number theory and the process of statistical deflation are
discussed in most standard texts on statistica l analysis. (Spurr and
Bonini , 1967).
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TABLE 6.5. DEFLATORS APPLICABLE TO FM COST-BENEFIT ANALYSIS
11

All Structures All Equipment GNP

1945 40 72.4 59.66

1946 46 80.4 66.70
1947 53 95.3 74.64 -

1948 60 94.4 79.57
1949 62 94.5 79.12
1950 65 96.5 80.16
1951 71 100.5 85.64
1952 76 97.0 87.45
1953 79 93.3 88.33
1954 82 93.8 89.63
1955 84 93.6 90.86 -

1956 92 95.4 93.99
1957 98 99.0 97.49 

-

1958 100 100.0 100.00
1959 102 100.9 

- 

101.66 -

1960 102 99.4 103.29
1961 100 99.1 104.62
1962 101 100.0 105.78
1963 102 100.7 107.17
1964 104 101.1 108.85
1965 107 100.9 110.86
1966 111 102.6 113.94
1967 115 106.4 117.59
1968 119 112.2 122.30
1969 126 117.8 128.20
1970 137 123.1 135.24
1971 147 131.1 141.35
1972 156 138.1 146.12
1973 166 139.9 154.31
1974 200 149.4 170.11

107

I

L - _ _ _  - ~~~~. - 



~

wage rates may have been accompanied by a parallel trend in the output
per employee -- productivity rate. Practically speaking , the real dollar
output per man is difficult to measure for i ndustries in which continual
change rather than standardization is the rule. Certainly the growth in
productivity has not been uniform for el ectronics , and to develop a pro-
ductivity index for that industry would be a difficult and contentious
task. Present practice , therefore, is to apply the price—level adjustment
factor to obtain constant dollars and , at the same time , to remain alert
to inequities that may be i ntroduced .

The Green Book (1950) officially recommended that changes in the
general price l evel be taken into account in cost-benefit analyses . Today,
howev er, cost-benefit analyses are usually made in terms of a constant
price level , as indicated above. Our position is that cost-benefit esti-
mates should help us see which choices are preferred. So far as efficiency
in this sense is concerned , movements of the general price level are irrel -
evant ; if the price level rises from 200 to 600 by the time the benefits
are expected to accrue, it is simply incorrect -— and grossly misleading --
to say that benefits are trebled. It may , however, be advisable to pre-
dict movement of the genera l price level in order to foresee what groups
will gain and how much they can be taxed or charged -- but not in order to
gauge the worth of projects to the economy as a whole. (McKean , 1958).

The 0MB position , stated in Circular A-94 dated March 1972, is that:

A l l  estvna tes of the costs and benefits for
each y ear of the planni ng period should be made in
constant dollars; i.e. , in terms of the genera l pu l ’-
chasing power of the dollar at the time of decision.
Es timates may reflect changes in the relative pr icca 

-

of cost and/ or benefi t components, where there is a
rea sonable basis for  estimati ng such changes, but
should not include any forecasted change in the gen-
ora l price leve l during the p lanni~zg period .
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ESTIMATIN G RELAT IONSHIPS

In discussing the subject of estimating relationships , it is imper-
ative that certain fundamental points about their derivation and use be
understood. The main purpose of this section is to discuss these points .

Some Fundanental Points

Estimating relationships may be thought of as analytic devices which
relate various categories of costs or benefits, expressed in dollars or in
physical units , to explanatory variables . Estimating relationships may
take numerous forms, ranging from i nformal rules of thumb or simple anal-

ogies to formal mathematical functions derived from statistical analyses
of empirical data. A critical step in the derivation of estimating re-
lationships is to assemble and refine the data that constitute the
empirical basis of the relationship to be developed . Typicall y, the raw
data are at least partially in the wrong format for analytical purposes ,

and have various other i rregularities and inconsistencies . Adjustments ,

therefore, almost always have to be made to insure a reasonable , consistent ,

and comparable data base. No degree of sophistication in the use of advanced

mathematical statistics can compensate for a seriously deficient data base.

Given the data base, any of a wide variety of techniques may be used
to derive appropriate estimating relationshios . The range extends all the
way from unaided judgment and simpl e graphica l procedures through complex
statistical techniques . Here, considerable judgment must be exercised .
The particular method used is strongly related to the nature of the prob-
lem , and particularly to the nature of the data base. For example , it
usually does not make sense to try to fit a complicated multivariate func-
tion to a data base having a very small sample size , reducinn the degrees
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of freedom to a ridi culousl y small num ber. Even with a rel ati vely large
data base , one must avoid mechanically running large numbers of correla—
tion analyses on the computer to determine that combination of explanatory
variables which maximizes the correlation coefficient. As discussed in
Appendix A on regression analysis , high correlation coefficients , in  and
of themselves , do not necessarily ensure statistically significant relation-
ships .

Care must also be exercised in the use of estimating relationships .
The user must have a good understanding of the data base and the proced-
ures used in deriving the estimated relationship. This is particularly
important when the user himself has not derived a relationship. Above
all , one must exercise care in extrapolating beyond the range of experi-
ence (the sample) underlying the relationship. Scaling factors, for
exampl e, may have to be taken into account , especially when we are esti-
mating the costs of future equipments or activities which are different
from those of the past, present, and near future.



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -- V  
~~~~

Types of Es timating Relationships

Estimating relationships exist in many forms and numerous possible
types may be usefu l in practice. In this section we briefly d iscuss
three types : simple linear fu nct ions , step func t ions , and mu lt i v a r i a t e
functions .

Usefu l  es t ima t ing rela t ions hip s are not necessa r i ly  expressed i n

terms of complicated mathematical functions. In fact, a considerable
number of the relationships used in cost-benefit analysis are of the form,

Y = bX (1)
Equation (1) is a special case of the linear form ,

Y = a + b X  (2)

The use of (1) is particularly prevelant. The numerical value of b
may be determined by a simpl e averaging process, by using forma l statisti-
cal regression analysis , or even by policy considerations. Exampl es of
cases where linear homogenous estimating rel a t ionsh ips  are use fu l inc lude

personnel pay as a function of number of personnel , construction cost as a
function of number of square feet , and the value of time saved as a function
of the number of passenger-minutes . Most rule—o f-thumb estimating relation-
ships are in effect linear homogenous functions.

The two-variate simpl e linear form, equation (2), in which the loca-
tion coefficient is not equal to zero, is illustrated in the context of a
scatter diagram. See Exhibit 7.1. In two-dimensional cases , the use of
scatter diagrams can be very useful in deriving estimating relationships .
For example , from the fol l owing tabulation of ARTCC plus Tower Personnel

ARTCC + Tower Total FAA
• Year Personnel Personnel

1966 12,574 43,557
1967 12,278 44,328
1968 14,021 46,835
1969 16,059 49,106
1970 18,559 51,577
1971 19,974 54,550
1972 19,612 53,330
1973 19,873 53,679
1974 20 ,475 55 ,971
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and tota l FAA personnel , for the years 1966 to 1974 , we may wish to know
how the numbers of ARTCC plus Tower personnel change with increases in
total FAA personnel . Visual conception of the scatter diagram suggests
that ARTCC and Tower personnel might well be estimated as a linear func-
tion of total FAA personnel . If we regress the data , the resulting equa-
tion is ,

V = -19546 + 0.72713 X
where,

Y = Number of ARTCC and Tower Personnel
X = Total FAA personnel ,

represented by the line on the graph.

EXHIBIT 7.1
ARTCC AND TOWER PERSONNEL AS

A FUNCTION OF TOTAL FAA PERSONNEL
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If a forma l curve -fitting technique is used , the regression equation
and certain statistical measures of uncertainty -— standard error , coeffi-
cient or correlation , coefficient of variation —— result. The statistical
measures help the user in forming judgments about the reliability of the

-; estimatin g relationship.

The above relationships assumed continuity between the costs or bene-
fit measure -- the dependent variable -- and the explanatory or independent
variable. This , however , need not be the case. Cost can be at a constant
level over a certain range of the explanatory variable , then suddenly jump

to a higher level at some point and remain constant for a time , then jump
to another level , and so on. This kind of relationship is known as a step
function , and is illustrated in Exhibit 7.2.

Step functions can be especially useful in portraying the behavior
of , for exampl e, support activities such as the recently -establ ished pro-
cedures designed to thwart high jacking , and the more recent procedures
being considered to guard against terrorist bombings .

Oftentimes , a measure of cost or benefit cannot be adequately ex-

plained in terms of one independent variable. In those cases estimating
relationshi ps will take the form of multivariate functions; i.e., esti—
mating equations having more than one explanatory variable. An example
where a niultivariate estimating relationship has been derived is the pro-
duction function relating the tota l number of aircraft handled to two
independent variables -— direct labor and capital stock. (Eskew , 1975)

5.974 + 0.684 ~ L + 0.337 inK (3)
where ,

Q = Total Aircraft handled
L = Direct Labor

K = Total Capital Stock

Statistical measures indicative of the goodness of f i t ”  of the esti-
m i t in g relationship generally result from a mu ltivariate regression analysis.
For ~ ror ? complete discus sion of formal statistica l regression analysis , see
Appendix A.
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EXHIBIT 7.2

ILLUSTRATIO N OF A STEP FUNCTION
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As indicated above, one of the most vitally important steps in the

derivation of estimating relationships is to assemble an appropriate data

base. Since the data problem is fundamenta l , analysts typically devote

a cons id er able  amount  of the i r t ime to co l lec ti ng data , to making adjust-

men ts in the raw data to help insure consistency and comparability , and
to providing for proper storage of information so that it may be retrieved

rapidly when it is needed . With appropriate information in hand , the ana-

lytical task of deriving estimating equations is often relatively easy ,

given the analytical tools and powerful computational devices now avail-

able.

We have a data prob lem because i nformat i on i s generall y gi ven i n an
unsuitable forma t, the da ta needed for a gi ven anal ys i s i s usu a l l y divided
among seve ral sources that do not necessar i ly match , defin iti ons given to
items contained in various data sources are not consistent , and so on.

The da ta prob lem can be over come , not by adding reporting require-

ments to ex i st ing repor ti ng requirements , bu t by pers is tence  an d in genu-
ity on the part of the analyst. The analyst , given no constraints on his

desire for data , coul d not es tabli sh a un i versal , all- purpose information

system tha t woul d satis fy his needs forever.

The re i s the prob lem of small sam p les , wh i ch ar i ses from the fact
that the FAA has to deal with a rapidly changing technology . This means

that in many instances only a relatively small number of observations will

be available for a certain era or class of technology . Here , even a near—

perfect information system cannot increase the sampl e size.

There are two possibilities for alleviating the problem associated

with small samples. The first is extremely simpl e, but it can hel p a
great deal , particularly in deriving estimatin g relationshi os for use in

lon g—range planning studies . The analyst should not necessarily restrict

himself to historical data . In many cases he should seriously consider

increasing the number of observations by including appropriate data points
hi~ e’1 on estimates made by experts for the very near-term futur ’, or by

~ik in g advantage of certain kinds of aua litat iv e i nformation.
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In summary , the techniques for ass i s t i ng and ha ndling  the small
sample prob em are :

o Under certain conditio ns the size of the sample
can be increased by judiciously using estimates
for the near future to supplement the historical

• data bas e.

o It may be possible to use qua li t a t i v e  in fo rma t ion
to assist in deciding what kind of estimating
rela tionship is most appropriate .

Occas ionally the analyst finds there is simply a void in the

ex isting data base. This is likely to be the case when planners are con-

sidering new proposals for distant future capabilities requiring major

equipments , or operational concepts , markedly different from those of the

pas t and the p resen t.
One possible way to alleviate this problem is to see if any relevant

experiments are being conducted pertaining to the subject at hand , and

if not , to try to in tiate such an experiment. Oftentimes the use of

experiments to broaden the dat~ base is quite expensive, in terms of both

time and money . For example , a manufacturer set up a special shop to

explore a variety of manufacturing operations on aluminum , stainless steel ,

and titanium structures. Taking aluminum as the base case , the objective

of his experiment was to determine the probable incremental labor costs

involved in working the other two materials for a representative sample

of var ious types of manufacturing operations. Given data from the

exper iment , the analysts were then in a position to devise techniques for

adjusting the historical data base , whic h included aluminum , so that i t
woul d be more appropriate for dealing with the stainless steel and

titanium problems .

Adjustments to the raw data base, as in the example above , are
necessary to make data consistent and comparable. Before useful estimat-

in g relationships can be derived , the raw data have to be adjusted for

suc h things as price levels changes , definitional differences , production

quantity differences , and the like. Adjustments of this sort were

discussed in the previous section .
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;f estimating Relationship b ’

The analyst must be judicious in his use of generalized estimating

relationships which synthesize our knowledge about past , present , and near-
future capabili ties by relating resource requirements to key structural
characteristics of these capabilities. The main purpose of such synthesized
descri ptions is to help in assessing resource impacts of proposed new
systems for the distant future . While generalized estimating relationships

are quite useful to the analyst , they are by no means self-sufficient ,
and many problems arise in using them in the cost-benefit process.

Some of these problems are more or less mechanical in nature . For
example , in cases where the analyst takes an existing estimating relation-
ship from previous work , he must check to make sure that the definition of
the categories of resource i tems built into the relationship is the same
as that requ i red in the problem at hand. Similarly, if the estimating
relationship furnishes estimates of dollar costs , the analyst must check
to see what kind of dollars are provided —- current or con stant , and if
constant , what year? If the base year built into the relationship is

different from that required by the analyst’ s present study , an adjustment
mus t be made.

No one has yet devised a standard procedure that will guarantee caution
in the application of generalized estimating relationships . Basically
wha t i s  required is a firm judgment on the part of the analyst , and thi s
cannot be reduced to a mechanical process. However , a number of steps may
be taken to facilitate proper use of estimating relationships in long—range
plann i ng stud i es.

In cases where generalized estimatin g relationships have been derived
by formal statistical methods , the cost analyst may turn to the relative
standard error of estimate (coefficient of variation), the confidence
interval for an individual forecast, or some other measure , and use these
statistics to help decide what should be done about statistical uncertainty .
If , for  exam p le , the relative standard error of estimate is about 5 percent ,

the analyst may feel comfortable in taking an expected value estimate as

119

— 
~~
- V— ~~~~~~---



r 

~~~~~~~~~ VV ~ V~~V ~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~ -

provided by the regression equation and using it without further question.
On tre other hand , if the relative standard error of estimate is 30 or 40
percent , he should probably do some sensitivity testing. Here the
objective would be to explore the impact on final results of possible
estimating errors for the particular input category under consideration.

With respect to uncertainties about the values of explanatory
variables , severa l precautionary steps may be taken . As an illustration ,
let us consider the major equipment area. Here , costs of future equipment
propo sals are often estimated from relationships having equipment per-
formance or physical characteristics as explanatory variables . Where the
analyst is uncertain as to what values of these variables should be
inser ted into the estimating equation , the first thing he should do is

be skeptical about the numbers presented by advocates of the proposed new

equipment. We know from past experience that participants in the
advocacy process often tend to overstate performance characteristics , to
understate certain physical characteristics, and to understate costs.
Under these conditions , the analyst should consult with design engineers
who are neutral , and seek their advice regarding appropriate values of
equipment characteristics to be used as explanatory variables.

The greatest possible care should be exercised by the analyst when
he has to project to the distant future and has good reason to doubt that
the characteristics of that future are the same as those reflected in the
data base underlying his estimating relationshi ps. Here , rote appli-
cation of generalized relationshi ps can be especially hazardous. What
usually happens in such instances is that the relatio nships are used
primarily as a reproducible point of departure th the est imatin g process.
Something else -- usuall y i nvolv i ng a cons id era b le effor t -- has to be
done before the final estimates are obtained . As an example of something
else that might be done , recall the experiment conducted by the manufacturer
interested in the relative costs of producing alum inum , stainless steel
and titanium.

in summary , solution to parts of this data prob ler i may be had through
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major overhaul of present information systems and through the establish-
ment of new , complete systems . Neither , however , appears feasible as a
general solution to the problem . Short of such major efforts are
numerous alternatives. Some examples include use of sampling techniqu as
on ar ad hoc basis supplementing the existing historical data base by
including estimated data points for the near future , statistical adjust-

ment and manipulation of the existing data base , and obtaining additional
information by conducting experiments.

Uncertainty

The lack of certainty that can be expected in many cost and benefit
estimates is a key characteristic of cost-benefit analysis. Uncertainty ,
perhaps more than anything else , tends to compound the severity of
ana lytical problems .

Uncer ta i nt ies s hould  be treated ex pl i c i t ly u s i n g  concepts and tech-
niques appropriate to the type of uncertainty with which one is dealin g.
A distinction between risk and uncertainty is usefu l to the explanation
of how uncertainty should be treated . A risky situation is one in which
the outcome is subject to an uncontrollable random event sterrEning from a
known probabi lity distribution. Unlike the risk in the toss of a true
coin for example -- w i t h  the probabi li t y  of a he ad t u r n i n g  up be ing

0.5 -- an uncertain situation on the other hand , is characterized by the
fact that the probability distribution of the uncontrollable random event
is unknown .

Probabi li ty d i s t r ibu t ions  are sometimes ass igned to u n c e r t a i n  s i t u a -
tions , but these are necessarily subjective in nature . That is, they
must to a degree be based on the personal judgment and experience of the
ana lyst , rather than on incontrovertib le empirical evidence . Rarely i n

cost-benefit analysis are objective probabilities available. Essentially
a ll cost-benefit analysis invo lve situations of uncertainty rather than
of r i sk.

Historical evidence suggests that early estimates of costs and benefits
prepared for major public programs have missed the mark significantly. The
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analyst has underestimated costs and overestimated benefits for two
major reasons. By far the l arger contributor to poor estimation lies
with changes in system configuration resulting from basic changes in
“requirements ” not contemplated at the time of the early estimate. A
secondary cause of poor estimation may be traced to deficiencies inherent
in the analyst ’s techniques, including his empirical data base. Hence ,
we may say that the two fundamental reasons for poor estimation are
requirements uncertainty and estimating uncertainty . (Fisher , 1970)

In long-range planning studies involving broad , relative comparison
of numerous alternatives exemplified by the Upgraded Third Generation Air
Traffic Control System, it is useful to ascertain initially whether
estimating uncertainties can be properly suppressed , or treated as a
second order problem. If “expected values ” will suffice during the early
stages of a cost-benefit analysis , the overall study can be structured in
a more straightforward manner than would otherwise be the case. It is ,
however , very important to treat both types of uncertainty .

To insure that estimating uncertainty can be suppressed safely, one
may use statistical measures —— standard errors , prediction intervals ,
coefficients of determination -- for those estimating relationships
derived from empirical evidence. Those measures may be used to help form
judgments regarding estimating uncertainties for each cost and benefit
element examined . Given such judgments , several approaches may be
considered .

Perhaps the simplest approach is to single out those categories of
cost and/or benefit measures deemed to be the subject of greatest estimating
uncertainty . Then , for expected value estimates having significant error ,
conduct sensitivity tests to determine the impact on the cost-benefit
comparison. If the resulting impact on the comparison is small , we may
conclude that estimating uncertainty in those elements ma,y safely be
suppressed .

For those elements derived without the benefit of statistical measures ,
judgments about estimating uncertainty in terms of high , medium , and low
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estimates for each element can be made. Again , if these ranges are
narrow relative to other uncertainties in the total cost-benefit problem ,
one should use the medium estimates in making the comparison among
alternatives.

The two approaches discussed briefly above are most useful when a
large number of alternatives are being compared. Once the number of
al ternatives has been narrowed, one may formalize subjective judgments
about estimating uncertainty for each el ement in the cost-benefit
structure. A subjective probability distribution - a beta function is
often used - for each element may be specified, and the component distri-
butions may be combined using a Monte Carlo technique to derive a
distribution of total system costs on the one hand, and total system
benefits on the other. (Klein and Jordon, 1975)

Perhaps the greatest advantage to using the formalized Monte Carlo
technique to express subjective probability distribution functions is that
its application places a certain amount of discipline on the analyst. It
causes him to ask appropriate questions ; it causes him to record answers
in a consistent and understandabl e manner ; it permits him to ascertain
the impact on the final cost-benefit compari son.

EXHIBIT 7.3
USE OF MONTE CARLO METHOD TO

OBTAIN DISTRIBUTION OF TOTAL SYSTEM COST

Cost Catigofy

2 . / \

3 I.
~ 

Monti- — Carlo
Mode l

• Tolo l ~~~~~ cO.t
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Typically, estimating uncertainties are swamped by requirements un-
certainties in studies of concepts such as the Upgraded Third Generation
Air Traffic Control System. We bel i eve that in most cases a limited
amount of simple sensitivity testing can hel p a great deal in determin-
ing whether or not one should reconinend that estimating uncertainties be
suppressed . Simplifyi ng procedures should be used whenever it is reason-
able to do so, enabling the analyst to concentrate effort on requirements
uncertainties .
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THE LIFE—CYCLE COST MODEL

The fundamental probl em facing the cost analys t is developing and
applying concepts and techniques for assessing economic costs of proposed
alternative future actions under conditions of uncertainty . Alternative
actions usually take the form of some combination of the following :

o Proposed new capabilities for the future
o Proposed modifications of existing or

presently programmed capabilities
o Proposed del etions from the presently

programed capabil it ies

Suppose that planners are considering alternative concepts of air
traffic control that differ in the basing of the signal receiver (in
space or on ground), the date of the initial operational capability , the
level of automation , and whether the system is centralized in three cen-
ters or distributed among 21 centers . RAND (1973) conducted such a study
of alternative Advanced Air Traffic Management Systems (AATMS ) for oper-
ational use in the latter portion of this century . In addition to various
measures of possibl e benefits of proposed alternatives , the planners must
also know what the economic cost is likely to be -- the incremental cost
to deve lop , procur e, and operate the new capability over a period of years .
The “cost of the system” includes the cost of everything directly related
to the decision to achieve this proposed new capability; it excludes the
cost of items not so related , such as the costs of administrative and sup-
port activitie s that would qo on regardles s of the decisions under c~V 1 s i d -

eration. (Fisher , 1971)
The cost impl ications of alternative concepts , such as those described
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above , can best be examined by segregating the costs of the proposed
al ternat i ves into three categories :

o Research and Development Costs -- the
out lays for resources requ i red to develo p
the new capability to the point where it
can be i ntroduced into the operat ional
inventory at some desired level of relia-
b i i i ty.

o Investment Costs -- the one-time or non-
recurring outlays required to introduce the
capability into the operational inventory .

o Operating Costs -- the recurring outlays
required year by year to operate and main-
ta in the capability in service over a period
of years .

An illustration of the relationship of these costs in the life of a

system is presented in Exhibit 8.1. The life cycle identification is
importan t for several reasons . One , it hel ps to insure identification of

the tota l resource impact of a proposal . Oftentimes , decisionmakers may
become preoccupied with investment costs , to the relative neglect of the
annual operating costs which will be an inevitable consequence of their
decision. Life-cycle costing hel ps to avoid such a pitfall. Two , the
life-cycle identification facilitates the analytical process. Systems
analysts and long—range planners usually must examine variations of the
extent to which the system is to be introduced , the number of years var-
ious capabilities are assume d to be in the operational i nventor y, and the
like. The life-cycle identification is essential for this kind of para-
metr ic examination. Research and development costs , for exam p le , are
lar gel y i ndependent of the number of un it s procured and the number of
years a capability is assumed to be in the operating inventory . Invest-
ment costs are , of course , related to the number of units procured , but
are essent i all y i ndependent of the number of years of operation. Operat-

ing costs are a function of the number of units procured and the number of

years of operation. (Fisher , 1971)
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EXHIBIT 8.1

LIFE CYCLE COST HISTORY

R&D~~~~~~~~~~~~ 

~~~~~~~~~~~~

• 

INVE STM ENT 

OPERAT ING COSTS

~~~~~~~~~~~ ~~TI n E
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To g e n e r a t e  costs of alternatives , the analyst must establ ish
resource categories (for equipment , faciliti es , manpower , and so on) and

functional categories (for maintenance, training , an d so on) .  These ca te-
gories must be meaning ful and use ful from several po i nts of v i ew :

o easing the probl em of data col lect ion
o permitting computational convenience

o helping to indicate si gni fi cant areas
of critical resource impact

o helping to insure completeness in
identify i na all resources required to
obtain a proposed capability .

An exam p le patterned a fter RAND’s AATMS Study (1973) is given in

Exhibit 8.2. No matter which set of i nput categories is established it
is vitally important to define carefully what is included in each cate-
gory . This is a fundamental prerequisite to developing estimating
rela tionships (discussed in the previous section) and to consistent esti-

mat i ng of the cost impli cations of alternat i ve proposals for future ca pa-
bilities .

In long—range studies , attem pts to structure problems in grea t detail

are usuall y not rewarding; however , it is important to specify input s t ru c-
tures in enough detail to al low those aspects of a proposal which are real ly

— 

new to be distinguished from those which are not. Even the most advanced
system proposals contain many elements which are not significantly new .

These shoul d be se parated from those wh i ch are new , so tha t the analytical

effort can be concentrated on the latter. In the hardware area this usua lly

means going down at l e a s t  to the subsystem level , and perhaps even l ower.
Given the des i red set of resou rce an d func ti onal ca tegor i es , and esti-

mat i ng rela t ions hips for each , we are now in a posi t ion to synthesize t h i s

information into a life-cycle cost model .
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EXHIBIT 8.2. CATEGORIES FOR A TYPICAL FAA LIFE -CYCLE COST MODEL

— 

RESEARCH AND DEVELOPMENT (R&D ) - 
-
~~

Proto type Ha rdware
Test Fac i li t ies
Tec hni cal Ex per iments
riode ling and Simulation
Software
Operat ional Tests 

4System Design and Engineering

I N V E S T M E N T  ( I n c l u d i n g  F&E )
Land
Facili ties (F)

Equ ipment (E)
Initial Spares and Spare Parts
In i tial Training
Initial Travel
Initial Transportation
Other Mi scellaneous

OPERATIONS AND MA INTEN A NCE (O&M) For N Years
Personnel
Equipment Replacem ent

Equ i pment Maintenance

Replacement Training
Recurrin g Travel and Trans portation

Other M iscellaneous

TOTAL SYSTEM COST
R&D Investment + O&M
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f ~~~~~~ Models

The term “cost model ’ has a wide variety of meanings. In general ,

it connotes an integrating device designed to facilitate the anal ytic

process. Cost models may be classified in several ways . One basis for
classification is in terms of the extent to which the model manipulates
the inputs. The simplest cost model of this Sort summarizes the facts
provided by the analyst ;  it may only consist of rules for subtotaling
and totaling the information supplied as inputs. A slightly more com-
plex model may require a minor amount of multiplication in order to turn
out a few intermediate outputs to be summarized and displayed . Somewhat
more complex models of this type may provide for making choices of esti-
mating techniques depending upon specific inputs. The most complex of
these input manipulators may involve the use of fairly sophisticated tech-
niques such as nonlinear programming or probabilistic iterations.

Cost model s can be categorized according to the function they serve.
Some models are designed to assist long-range planners . Others are for

use in programming , where this term implies a more detailed level of plan-
ning and application in the near future. Still others are designed for
use in preparing next fiscal year ’ s budget. Function influences the
design of the model in several ways. The l evel of detail to be represented
is one of the most obvious. For example , a model designed for use in nea r-
future budgeting would not usually be useful for long—range planning, be-
cause it would require unavailable detail. It might also utilize catenor-
ies and identifications in forms which are not of interest to lonq -range
planners .

Cost models can also be classified in terms of their sub iiatt r.

For e x a m p l e , with in FAA , cost models may be narrowl y conceived to deal

onl y wi th  cost as a function of increasin n re l iab i l i ty  of a spec i f i c  t v o
of equipment , e.g., a non-directional beacon. At the other f~~tr eme , a
model may he conceived to represent the entire FAA structure and its f is-

cal responsibility for the next 20 or 30 years.

Cost models useful to cost-bene fit studies are designed to serve the

132

_ 
-V ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ _V~~~~~~~~~ V~~~~-V~~~~ ~~~-- -- - -..-~~~~~~~~~~~~ --- -~~~~~~~~



-V. ~~~~~~~~~~~~~~~~~ - -V~~~~~~~~~~~~ -~~

V long-range planning function , and usuall y deal with replacement proposals.
The replacement of an existing ATC system or subsystem , for example , is a
proposed action generating potential costs traceable to a so called “system .”
When modeling the costs of that system , only those costs that are believed
to be a function of introducing the new system and removing the old are
treated . All other costs are , by implication , assumed to be fixed and
therefore not subj ect to variation as a function of the decision at hand .
Model s of this type are sometimes called individual system life -cycle cost
models; their usefulness to the analysis of future FAA requirements is the
subject of the next subsection.
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L i fe cycle cos t models may be structured quite generally, with a
view to a u t o m a t i o n , and with provision for storing a sizeable data bank

of estimating relationshi ps covering a wide range of hardware and oper-
ational concept configurations. Inputs to the model would comprise sets
of subsystems descriptions, and the computer program would automatically
select the a pp ropriate com bi na ti on of es timat i ng relationsh ip s for use i n
any given case. For example , the AATMS may be divided among four subsys-
tems inc l uding :

o air traffic control equipment
o data acquisition equipment

0 commun ica ti ons equipment
o navigation equipment

One or more cost estimating relationships (CERs ) may be derived for proto-

type hardware for each type of subsystem . The cost model would select the
appropriate CER.

Indivi dual system life-cycle cost models may also be structured in

terms of the form of output that is desired . For example , if time-phased
cost estimates are deemed useful , then explicit provision must be made for
inputting major equipment delivery schedules , activation schedules , or
some other form of projected time table. The model must then contain a
proce dure for relating the cost estimate to the specified time table and
for generating alternativ e patterns of timing of the cost impacts.

A frequently used approach is to make the basic calculations on the
basis of deliveries of equipment , and then to use a series of lead and lag
factors to convert the basic calculations ir.to time-phased estimates of
total obligational authority , expenditures , or some other alternative forn~
of time-phased output. Additionall y, a procedure may be included in the

model for treating alternative assumption s about time preference ; that is ,
assumptions about alternative discount rates .

A principa l reason life -c ycle cost models are computer ized is the
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hig h li kel i hood they w i ll be use d repet it ivel y. Models of this sort may
find repeated use during a sth.gle study effort because many options must
be examined while seeking the preferred solution.

Large-scale , time-phased models dealing with considerable detail

are quite expensive. They are expensive to develop and to run repeti-

tively. However , a sim plified cost model can often be desinned for use

with desk-top, time-sharing, terminals. While inadequate for portraying

time-phased costs , they are generally adequate for comparing alternatives
during the early conceptual phase of a study . Many options may be examined
efficiently, discard i ng those that are clearly inferior. An example of a

desirable form of output for the AATMS indi vidual system life cycle cost
summa ry i s shown in Exhibit 8.3. Significan t features of the option are
indicated in the heading, non-recurr ing costs of R&D and investment are

divided among subsystems , and recurring costs of operations and mainte-
nance are shown for the system as a whole. In addition to the total life-

*

cycle cost summation , summations are shown on the basis of crude time-
phasing for costs discounted at 10 percent and at 20 percent.

In summary, cost models are important integrating devices . They

are des igned to facilitate the analytical process by bringing together

a wide range of factors on the input side and relating them to specific

types of output capabilities . Successful cost-benefit analysis , in ma ny

ways , depends on the utility of the cost model employed .

Fo r exam p le , the R&D costs may be assumed to spread ~v~ ril y , ~~~ V I I  by
year , over the l ength of the R&D program.
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SUMMARY OF RELATED MATH-STAT TECHNIQUES

Mathematical and statistical methods have been reasonably successful
in dealing with many compl ex problems in the physical worl d and , hence , it
is quite natura l to hope that , by extension , they might perform equally
wel l in dealing with the broader and even more complex questions which
cost-benefit analysis tries to answer . Cost-benefit analysis is concerned
with relationships between a large number of quantities , so it is not sur-
prising that mathematics and statistics provide useful techniques.

A casual survey of operations research literature -- wh ich is iden- V

tical with cost-benefit analysis in so far as its analytical tools are
concerned -- leaves the impression that success in this field depends on
a thorough knowledge of certain rather specialized mathemat ’cal techni oue~.
Quade (1964) notes that in its rather short life as a named disci pline ,
operations research has so firmly adopted certain tools -- linear progr~i V ~

ming, Monte Carlo , and game theory to list a few -- that thes€ te hniques

almost seem to be the complete activity . Johnston (1960) says one uf the
most important developments in economics has been the in c reas i -~ amount :~
statistical and econometric work. In recent years the emphasis has been

on the appl i cation of statistical techniques to data in order to est ir~ite

econom ic relationships and to test various hypotheses about su h relation-

ships . We have seen in the recent past an ever-accumulatin g body of empir-

ically tested propositions covering many fields of economic ac~ iv i t v .

The difficulti es in probl em so lv ing range from the p hil o~ophi ca1 cr

conce ptual to the ana lyti c or mathema ti cal . Howeve r , the m is no cl~ -~r--

cu t sepa ration. Operations research techni ques which we have I

are designed to cvercome difficu lti ’~s at the mathematical u’ ~i ~1 ,,t ic  e ’ i
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of the range. Although clearly dwarfed by most at the o~her end , one

should not conclude that these techniques are without si ’~n iti - . ance or
importance. For t h i s  reason , readers of this guide may find it profit-
abl e to learn something about the mathematical techniques that have
proved extremely useful in dealing with a large and important class of
problems . Moreover , even though an understanding of fundamental concepts
may be more important than analytic technique s - -  in part because more
el ementary methods will ordinarily serve , though less efficiently -- new
analytic techniques frequentl y l ead to new understanding.

The analytic aids associated with operations research and cost-bene-
fit analysis range from tools like computers or tabl es of random numbers ,
to broad techniques , like regression analysis , linear programing , Monte
Carlo , game theory , queuing theory , and many others. Some of the more
widely used techniques are briefly discussed pointing out their strengths
and limitations , and describing the part they can reasonably be expected
to play in cost-benefit analysis.



~~~~-LotLc ~zl I ~~~~~~~ -~~ ~~~

Regression analysis is a classical procedure with wide use in the
field of cost-benefit analysis. The hypothesis underlying this approach
is that a dependent variable , like the cost of an i tem , bears a statis-
tically stable relation to design and performance specifications or other
characteristics of the item -- independent variables descriptive of the
item . The stable portion of this relation is the regression function of
cost , the dependent variable , on the independent variables . The regres-
sion function is the expected cost in the presence of error. Error is
the unstabl e portion of the statistical relation . -

The regression function , f (x, a) combines known values .r, like
design and performance specifications , and coefficients a which are sta-

ble but which are not directly observable. Least squares is the most
widely used method of estimating these coefficients. Its name derives
from the criterion used to produce the estimators. In a sampl e of data,
the mea n square deviation of observed outcomes y from a candidate function
f  (x, a)  can be minimized over all possible assignments of coefficients ~~,

since values x are known. The estimator a for the true coefficients
(both generally are vectors ) is obtained from the assigned that minimi-
zes mean square error (around the regression function) in the population
and from errors of estimate for a.

The method is used to test certain economic hypotheses about the
character of the regression function or the coefficients estimated .
These hypotheses might be concerned , for example , with the variation of
production cost within a firm , or among firms wi th in  an industry , as the
volume and rate of output change. It is im~ortant , from a practical as
well as theoretical point of view , that such hypotheses be tested against
ava ilable rel evant evidence.

The statistical testing of economic hypotheses can be cc’ ’rnlex and
hazardous. In cost—benefit analysis , the first major prob le” 15 n~ ten a

paucity of published data relevant to the subject of investi ~i it ion . ~~I’I—

pi ri cal wor k generall y requires the col l ection of suit able dat as a ‘ 
~rY
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step.
The second major problem , although present in most econometric

i nvest ig at ions , is especially troublesome in cost analysis. It is the

proper adjustment of the data into forms relevant to the subject of
invest iga ti on .

The third major problem is the validity of the statistical tech-

niques and tests appl i ed , since most often data samples cannot be large.

Statistics has developed rapidly in this century , largely st imula ted by
problems in the natural sciences. Thus the assumptions underlying sta-
tistical methods often rest on relevance to non-economic problems and ,
as wel l , on mathematical tractability . The econometrician who wishes to
apply these methods to data on the behavior of a complex econoriic system
must examine the potential for conflict between the economic model which
is assumed to generate observations and the statistical models which under-
lie statistical methods. Fortunately, some assumptions are less important
than others in that statistical techniques can be insensitive to depa r-
tures from them .

Because of the importance of this subject to cost-benefit analysis ,
a detailed discussion with references is included as Appendix A .
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Liflear Progr amming

The word “program ” as used here refers to a set of instructions - 

-

which can be given to a man , or to a machine , that tel ls what to do next
to move toward the obj ective when a certain stage is reached . If the
activity can be represented by a mathematical model , then a computational
method may be evolved for choosing the best schedule of actions; this is a
mathematical program.

Many economic , industrial , and transportation activities can be
expressed (or at least approximated ) by systems of linear equations and
i nequalities . When this can be done we have linear programing, the best
known and most widely used technique of operations research. Electronic
computers , using linear programming , have solved problems involving 3200
equations and 600,000 variables . But linear programming gives a systematic
and efficient way of finding the best case , or one of the better cases ,
without the need for examining each possibility sepa rately. F u r t h e r m o r e ,
much of the analytic power of the linear program lies in assessing the
sensitivity of the least case to changes in the variabl es , based on their
shadow price , or marginal value. 

V

The term “linear ” in linear programs refers to the relations that
must hold among the various activities for the plan to be consistent with
available resources. The essence of the technique , when applied to trans-
portation problems , lies in instructing the computer that if substituting
one route for another l owers the over-all cost , this same substitution
should be repeated as often as is consistent with the constraints as to
the number of items which can use that route. The explicit cost calcula -
tion of most of the possible routings is avoided and just enough cases are
examined to ensure that no profitable alternative has been overlooked .

Linear programming , because of the simple form of its associated
mathenìatica l model , appears to be more restricted as to the generality o f
the problems i t can solve than is actually the case. A ltho u cm h the method

requires that the problem be formulated to fit the linear pronramminti for-

mat , systems of linear inequalities can approximate a wide variet y of ca~u~~.
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And wh ile thi s formulation is frequently di ff icult if the model i s to
remain an adequate representation of reality , adequate approximations
have usually been found . A great deal of effort by math ematicians is
directed toward extending linear programming into such areas as non-
linear programming , integer programming , and programming under uncer-
tainty . The pressure to use the method is great , however , because the
computational algorithm is so powerful that systems containing hundreds
of equations can be solved . Appendix B contains a discussion of the
method .
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Gcvne Theory

The theory of games is a mathematical treatment of planning under
condit ions of conflict. The types of behavior that appear in such situ-
ations , of course , have l ong been observed and recorded . However , aside
from some attem pts to set up models in whic h optima l courses of action

V can be dealt with by the calculus , or , in more sophisticated form , by the
calculus of variations , the only mathematical theory so far put forth --

and that only relatively recently -- is the theory of games. This theory
is concerned with the selection of an op,~ima1 course of action taking into
account not only the possible actions of-the planner himself but those of
his adversaries as well .  The principa l modes of resolution are collusion
and conciliation.

Game theory does not cover all the diverse factors which enter into
behavior in the face of a conflict of interest. There are certain impor-
tant limitations . First , the theory assumes that all the possible out-
comes can be specified and that each participant is abl e to assign to
each a measure of preference, or utility , so that the one with a larger
numerical utility is preferred to one with a smaller utility. Second ,
all the variables which determine the payoff and the values of the payoff
can be specified; that is , a detailed descri ption of all possible actions
is required .

Only an occasional problem associated with systems analysis has been
simple enough to solve by actually computing the game theory solution --
and some of these were only marg inally related to the real world. Recently ,
however , advances in our theoretical knowledge have given promise that the
situation may be changing . Game theory is now being successfully applied
to various tactica l problems -- such as radar search and prediction , the
allocat ing defense to targets of unequal value , s tudy i ng m i ss i le penetra-
ti on aids , sche dul i ng m i ss i le f i re under enemy pi ndown , and other problems

as diverse as antisubmarine warfare and inspection for arms control .

rn contrast  to linear programming , which contributes ma 1rt ~y as a tool

145

-~~~~ V -V~~ _ V ~~~~ -V V ~~~~-V - - --V - V--- - - -- - ~~~~~~~~~~~~



_ _ _ _ _ _ _ _  _~V~_ ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~-V~~~~VV V ~~~~~~~~~

for solving specific problems , direct uses of game theory are relatively

rare . But , its contributions to policy analysis are possibly far grcdt~~
for it tells us how to think about situations of conflict with an intelli-

gent and reacting opponent who may have common as well as opposing interests

(Wil l iams 1954 ).

1
I

I
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Monte Car lo

Monte Carlo may be described as a method for estimating the answer
to a problem by means of an experiment wi th random numbers. For example ,
suppose one wishes to determine the probability of winning a game of soil -
tare. One might attempt to calcu late this directly, but would quickly
discover that the amount of computation required is staggering. Another
approach would be simply to play the game a large number of times , N,
count the iiumber of successes , n , and then estimate the probability of
winning as the quotient n/N. ’ This estimate would be in error , but the
error could be decreased by increasing the number of trials. To speed up
this process, the game could be programed for a high-speed digita l com-
puting machin e and the trials performed by machine rather than by humans.
But even with a fast computer the number of trials required to get a good
answer might still be overwhelming since the error may decrease very slowl y.
In any event , however , a judiciou s mixture of analysis with random trying
is likely to be more effective, and this is called the Monte Carlo tech-
nique.

The origins of Monte Carl o lie in the random sampl ing investigations
of statist icians. The Monte Carlo approach seeks answers to mathematical

1 For the solution of many problems in probability it is necessary to
know how many different sets of r obj ects can be chosen from r obj ects. In
general , the number of per~nutations of n things taken r at a time is given
by the formula ,

(n) (n- i )  (n-2) . ..  ( + 1) = ~~~V’

From this expression may be written for the number of permutations of ‘~

things taken all at a time .
=

Sets without regard to the order of drawing are cal led ~~~~~~~~~~

In genera l, the number of combina tions of n things taken V at a time is
given by the formula ,

-
p r! ( —
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problems and is dealing with an abstract , rather than with a real , popula-
tion. This circumstance , because it al lows the population to be altered ,
makes many refinements in technique possible. (Quade , 1964)

The use of Monte Carlo is now widespread in operations research ,

basically because it is the easiest computational method to apply to the

large and complicated problems typical of such investigations. These
problems often have prominent random el ements. They are frequently new

and difficult to formulate mathematically. Even if they can be formu-
lated , they almost never have known analytic solutions and the applica-
tion of the traditional methods of numerical analysis is difficul t, if
not impossible. In order to apply Monte Carlo methods it is only neces-
sary to be able to model the physical process. Since high-speed machines
can take over the laborious part of the calculations , Monte Carlo often
allows one to substitute brute force for mathematical ingenuity and
thought. Furthermore , for a good many problems studied by operations
researchers and systems analysts there is no feasible alternative to Monte
Carlo -- especially if information on the probability distributions of
the outcomes is required as well as information about the expected values .
Traditional methods of analysis are ordinarily usel ess in such cases if
the problem is at all complicated .
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Queuing Theory V

As the name implies , queuing theory is concerned with waiting times
for customers who arrive for service as these are affected by the rate at
which customers arrive and the rate at which they are served . Familiar
examples are aircraft waiting to l and , machines waiting to be repaired ,
telephone callers waiting for lines to clear , and postal patrons waiting
to mail packages .

The theory is easiest developed for a steady state as regards the
arrival of customers . The time between arrivals obeys an arbitrary dis-
tribution, fixed during the period of interest. The same is true of the
time needed to serve a customer once he has arrived at the head of the
queue for service. More than one server, a mix of interarrival distri-
butions and service distributions, “balking ” by customers eligible for
service (as in lists) who refuse it, departure of customers before being
served, and priorities among customers are all aspects of queuing which
have been treated . Quantities of interest in the proper sizing of ser-
vice capacity are the mean size of the queue , mean waiting time for a
cus tomer , the mean length of a busy period for a server , the mean number
of servers idle and the mean idle time accumulated by servers. Other mea-
sures of l ocation , variances , and distributions of indicated quantities
can be found by the methods of renewal theory .

In many cases , the expected number of arrivals during a service of
one customer yields a useful summary of the process. This number is the
process intensity . It must be less than one for the whole process --

arrivals and service -- to even have a steady state . If process intensity

is greater than one , then customers arrive faster than they can be served ,

so that queues tend to grow i ndefinitel y .
When interarrival times are exponential ly-distr ibuted, the mean and

variance of service time enable mean waiting time and queue size to be

calculated . When service times are also exponentially-distributed , the
probability that queue size is q is given by (1-p) ~

q where p is process
intensity . Wai t ing times and other measures of customer delay tend to be
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least (for a fixed average service time ) when service variation is at a
mi nimum -- it is “deterministic. ” Delays tend to be greatest when service
time is exponentially-distributed . These two cases are useful poles for

comparison with more elaborately described distributions.
In most cases it is costly to keep service available. Gut delay

in service is also costly, often w i th i n the same cost sys tem as the
service. This is the case with machine repair. When service is part

of what is sold , then del ay loses sales or customers , a real economic
penalty although sometimes difficult to quantif y as such. For regulated
servers , like telephone companies and postal service , capacities which
must be attained by capital investment are adjusted to requirements on
the grade of service. Thus queuing theory is a generator of information
for cost and cost-grade of service tradeoffs in a great variety of set-
tings.
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ST A T I S T I C A L  R E G R E S S I O N  ANALYS I S
John E. Berterman

The Linear Model

Statistical Basis. The hypothesis that underlies least squares
analysis is that an observed outcome , Y , like the annual cost of tower
operations at a given airport , has an expected value which depends lin-
early on variabl es like the annual number of VFR operations , the annual
number of IFR operations , the peak distribution of those operations as
a function of time , and so on. A disturbance (error) is added to this
expected value to produce the observed outcome , the value of the depen-
dent variable. V

Symbolically,

= bo + b l xl + ... + b k xk + u

where

Y is the observed cost, the value of the dependent
variable.

x 1, ... , x k are observed values of the independent
variables (regressors , predictors).

b0, b1, ... bk are regression coefficients , not
known directly.

u is the random disturbance (error) contribution to V.

The average value of u , the random disturbance is 0. (Any other
value for the average is subsumed by b0). Thus ,

bo + b l x l + ... + b k xk
represents the average value of V given independent variables x l ,  . . . ,  X k .

It is the regression function of V on these variables , by definition . The

whole regression function b0 + b 1 x 1 + . .. + bk x k is exactly analogous to
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a mean. When the function is b0 a lone , it is just a mean , unvarying with
independent variables x1, .. .,  Xk. Estimators b0, ~~‘ ... for the
regression coefficients are derived from a sample by averaging methods
which are essentially those by which the arithmetic average of a sample
is used to estimate the population mean. The essentials are visible in
the character of the sample mean as an estimator .

The sample mean emerges as the value of the single coefficient b0
that minimizes mean square error in the data samp le around the regression
f u n c t i o n  b0 . This mean square error is ,

I 
~ 

- b0)2 
= 

~~
- 

~~ 
(y

1 
- ~)2 + n (b0 -

where ~ is the sample mean. Setting b0 
= = 

~ 
evidently minimizes the

mea n square error in the sample. It also yields the equation for as
=

For more genera l regression functions , the procedure of minimizing
mean square error in the sample produces just the same separation of mean
square error into two parts , the first depending only on sample values ,
like E (y 1 - ~)2~ The second part increases with departure of combina- 

V

tions of coefficients b0, b1, .. . bk from what are really averages calcu-
lated from the data samples in a way similar to the term (b0 -

Equating the combinations of coefficients to these data means yields a set
of equations for estimators b0, 

~~~~~~ 

-

~~~~~

b
~~~l

+ b l x l
2 + ... + b k i~~k

= X 1
X

k

box k + )(
kx l + ... + bkx,,~ 

=

The bar indicates averaging in the sample. The quantities averaqed
are values x 1 , . . . , x k, y and , as in 

~~~~~~~~~ 

~~~~~~~~ averages of quantities x
1

2

and x 1y.
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Estimation of coefficients btD, b1, . . .  enables calculation of a
‘predicted ’ value for each value y~ of the dependent variable in the sam-
ple ,

= + b~ X 1.j + ... + b~ x ki

The variance of the disturbance term can then be estimated by,

= ~~ - .

n - (k + 1)

Symbolizing the equations for b0, ..., bk by,

S bk = X Y

Variances and covariances of estimators ..., b~ are entries in
the matrix ~2 s ’~

Like the sample mean , estimators b0, ... bk have “optimum ” proper-

ties as the minimum variance unbias ed linear estimators of the coeffi-
cients when disturbances in the data are independent of one another and
all have the same variance. Cases in which error correlations occur and
variances are unequal can be handled (when necessary scaling factors are
available) by what is essentially a transformation of the data into the
form presupposed by the linear model .

Application. Analysis of costs by use of the linear model involves
the follow i ng steps :

(1) Collection of data on the outcomes , V , and
independent var iables , x.

(2) Adjustment of the data for price level dif-
ferences and other possibl e i nconsistenc i es
with the structure of postulated regression
funct ions .

(3) Estimating coefficients b0, bl , ... bk by
application of the formulas relating them to
the data.

(4) Assessing the precision of estimated coeffi-
cients by use of the error variance estimated
from the sample and re’~tions between it and
error among values b0, b 1, . . .  bk.
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(5) Based on the outcome of (4) perhaps reformu-
l~ting the selection of x ’s and repeating
the process.

In some ways this approach has great appeal. No matter how advanced
a subsystem or component may be , it is usually possible to obtain data on
cos ts and c harac ter i s ti c parameters of the system to use as i ndependent
var iables on roughly similar terms . Computer programs for regression

anal ys i s are rea d ily avai lable;  and a high coeffic i ent of determ i na ti on ,
R2 -- a measure of the explanator y power of the estimated relation -- is

not uncomon. There are , however , potentials for di f f icul ty . The da ta

may contain occasional large errors and may reflect correlated errors ,
the set of independent variables selected may be incomplete , or the index
R2 may be spuriously high owing to small sample size or to smoothing pro-
cedures utilized in producing the data .

Another possible difficulty is that pred iction by use of the fitted
coefficients may require going well beyond the ranges of some values of
the independent variables which enter i nto the regression function. This
effect is calculable (on the assumptions made to produce the estimated
coefficients) but calculation can show that variation around most likely
cost estimates is large -- that confidence intervals are wide. Departure

from assumptions of the analysis , of course , can further reduce precision
in prediction.

The methods applicable to deriving coefficients do enable deflatin g
R2 in a way tha t reflects sample size and the consequences of small samples .
Similarly, t-statistics (to test hypothetical values for single coeffi-

cients) and F-statistics (to test hypothetical values for two or more coef-

ficients) enable a corrected assessment of error in the estimation of coef-

ficients and an assignment of suitable confidence intervals for predictors

or for coefficients. Thus attention to these correctives for small-sample

effects can avoid attaching spurious precision to results.

The calculation of indices of serial correlation among residual val-

ues y~ - ‘-i and of correlations between residuals and powers of serve
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to indicate whether assumptions themselves must be questioned. While

the calculations can be routinized , the subsequent revision of the model ,
to introduce new variables or , perhaps , assign a different error distri-
bution (as by “weighting ” errors) niust be guided by subject-matter exper-
tise.
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Frequently it is reasonable to assume that a cost relat ionship is
not linear but of the form :

h b  b kV = b0X1
1 X2

2 ... X~

where the error term is now multiplicative and assumed to have mean 1 .

Note that if logarithms of both sides are taken , a new ex p res si on i s ob-
tained .

+ b 1 X1* + . . .  + bkX*k + U

where
~i’* = log Y

= log X

u* = log u

wh i ch i s li near i n the logs of the var i ables . Th is means the regression
V 

coefficients can be estimated by the same (least-squares ) procedure as
V 

before , wh ich is a real convenience if not a necessity . Often we are in

the situation of not knowing whether the linear or log-linear formulation

is correct , an d hence looking for a criterion by which to decide. It seems
na tural enounh to select the function with the greater explanatory power

(higher R2), but there the difficulty arises . While the R2 of the linea r

function measures the proportion of the variation of V exolained , the R2

of the log— linea r function measures the proportion of the log V explained ,

which - -  as Go ldberger has colorfully put it - -  “ is not the same animal. ” 1

A comparable measure for the second function can be obtained by taking anti-
logs of the predicted costs and performing one additional calculation.

While this problem has been recognized for some time it is often overlooked

in prac t ice .
A related problem arising in this same context , and one that has only

recently been pointed out -- again by Goldherqer 2 -- is that le~~t -sq uares

‘A.S. Goldberqer , “Topics in Renression Analysis. ” (~i~cm i lla n Co.
London , 1963 ) p. 130.

-‘
:.~ ~~~~~~~ 

pp. 11 9-121.
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regression when applied to a log-linear relationship, resul ts i n a sys-
tematic prediction bias that needs to be (and can be) corrected . The

difficulty stems from taking the logarithm of a multiplicative error te rm 3

w ith mean = 1. While the log of the mean of u is indeed zero, th e mean
of log a is in fact not equal to zero , and it is the latter that must be

zero in order to justify straightforward application of least squares .

As suggested above , Goldberger has shown how the correction can be made ,

but it is disquieting to imagine how many estimating relation hips are

probably now in use where this difficulty has been left unattended.

3Note that if the error term were add itive as in tVh~~ ~~~ - t  1 - - nI ~~ g-

lation , Li e relationship would be mathematically ~nt r~ic tab le ; i.e. , it
would not be possibl e to simpl y take the logs of both side s o~ the q ua t ion .
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A more serious and even more common problem arises in regression
ana ly s i s w hen two or more of t he sys tem c harac ter i s ti cs are c los ely co r-
related with one another. An example is the relationship of the sensi-

tivity and power output characteristics of transceivers . The consequen-

ces of this are that it is virtu~1ly impossible to estimate wit h any

degree of accuracy the separate effects of each; in fact , man y of the

regression coefficients estimated by least-squares often have implausi-

ble (negative) algebraic signs. This difficulty is particularly severe
j f  one of the objectives of the regression is to establish a basis for V

performing sensitivity analyses . Until recently, analysts have either

had to simply live with the problem or else formulate their relationshi n s I
to conform to the l imitat ions of their data; i.e., deliberatel y exclude

certain system parameters because of the denree to which they were cor-

related with others in the data available for the analysis. However , a

s ta t i s t i ca l  method known as Ridge Analysis , or Ridge Regression , has

recentl y been developed for dealing wi th  this problem. - (Hoer? and Kennard ,

1970 ) 1
Consider a matrix formulation of the genera l linear re ; ress ion model :

V = X b + e

where

V = n x 1 vector of observation on the dependent
var iable.

X = n x p matrix of observations on the p non-
stochastic independent variables .

b = p x 1 vector of unknown parameters (popula-
tion regression coefficients) to be est ir”ated .

e = n x 1 stochastic error term .

On the assumptions that e has mean zero, constant variance and :x~ro c o v i r -

iance , ordinary least sq~ires (OLS) estimators of b ,

b = (x’x )~~x V

can he shown t.o have the des i rabl E theoret ical prope rties of (1) unHasr-~-

- 
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ness and (2) minimum variance among the class ~f u nhi ased est imator - s.

However , in pract ice how “good ” an estimation procedure is OLS depends

on the conditioning of X ’X , the so -cal led cross-product or no cit ma tr -i~~.

If X ’ X  is singular , i .e.,  if an exact l inear re lat i c r !sh ip ex is ts  betwee n

same set of X’ s , the procedure breaks down cou~ 1etely since the moment

matrix cannot be inverted . A much more common -~~currence is for ri n-

singularity to exist , but for there to be considerable cor r t l d t i o n  be-
tween the independent variables . Manifestations of this prob lem usually

take the form of estimated regression coefficients which are l~ r~e (too

lar ge) in absolute value , and which often have implausible algebraic si ns.

For the  above reasons , A . E .  Hoerl and R .W.  Kennard have proposed an
estimation procedure based on the cr i ter ion of minimiz ing the sum of squares
of the estimated coef f ic ients ,  subj ect to an acceptable (to be d iscu s sed
later) increase over the minimum residual , or error , suni of squares , i.e.,

the OLS result. They have given the name Ridge Analysis , or Ridge R qres-

s ion , to this procedure , and t he  r i d g e  e s t i m a t o r s , ~~~~~~ are calculated by:

= ( X X  + k 1)~~ X ’ V

where X ’ X  and X ’ V  are “coded ” in co rrelat ion form , k i s  a num t rr hrti-.- ror  J
and 1 , and I is the identity matr ix  of appropriate dimensions . The ~ ar ’~
analogous to a vector of “beta ” (standardized ) coe f f i c ien ts  in convention al
reg ress i on anal ys i s , and must be “decoded ” to correspond to tho ~t ua l un ts

in which the var iables are nieasured . Since the standardized L c e f t i c i e n t s
are useful in themselves (they are d i r e c t l y  comparable, one to the other),
both these and their decoded (na tura l )  va lues are printed in ~‘e out put.

Theoret ica l jus t i f i ca t i on  for the super io r i t y  of Rida~ 
1
~t - -~re ss io n

over ordinary least squares rests on the qener l relationshi p h , t ~~v E V

No~ e that an abso lu te  minin lu r i would ‘c iH’ievn~ ~~~/ 
-
~~ t i~~~~~

paramete r es t ima te  eqiia 1 to zero . Ho~- i v r , si nor S R  h a se~ ‘ i- -~ti~ ites
would ho ~- t d l l y  divorced t~~~

V 1 V ~~ real 1t V~~~ Htu 1 a i d  ‘ c~ nird VJ~~ V

constra m e d  r , i n i 1 , i z a t i l l n  rn t ~~i inn.

ft



mean square error of estimation , bias and variance , whi ch i s :
M.S .E. = var + ( b ias  ~) 2

Addition of the quantity k reduces the variance of the estimators but in-
troduces bias into the procedure . However , Hoerl and Kennard have shown
that the nature of the bias and variance functions is such that for cer-
ta i n values of k , the increase in bias is more than offset by a reduction
i n var i ance , thereby improving the mean square error of estimation. And ,

it follows that more accurate estimates of regression coefficients will
resul t in greater predictive accuracy . The use of sampling experiments

to examine prediction results will be discussed in a later section.
Selection of a “k’ Value. In practice , rather than making an

on decision as to what constitutes an acceptable increase over the mini-
mum residual sum of squares (and hence deciding on a value for k), the
choice is made by an inspection of the Ridge Trace , a diagram showing val-

ues of as a function of 0 < k < 1. The trace , an examp le of which is
shown in Exhibit A.1 , displays the sensitivity of the OLS estimates and
oft~r reveals two characteristics of the coefficients mentioned earlier:
inf lated absolute values and incorrect signs. (Note the change in signs
on var iables 4 and 5 in the exhibit. In the actual problem from w h i c h  t he

exhibit was taken , the changes were in the “right ” direction , i.e., they

conformed to the signs anticipated for those coefficients). Although no

explicit criterion exists for choosing the optimal value of k from the
Ridge Trace, it is usually not too difficult to observe where the system

stabilizes and to pick the corresponding value of k. In the example

s hown , stabilization takes place in the neighborhood of k = .3, and the

estimates corresponding to that value were the ones selected .
Sam pling Experiments to Test Predictive Accurac i . If the ridge

es ti ma tors are i ndeed more accura te th an th e i r OLS coun terparts , one wo u ld
expect predictio ns based on these to likewise be more accurate. A n appr oac h
to ver if y ing this is through what might be called “ simulated ” prediction.

The steps are as fo l lows :
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(1) From a set of data (a sample) available for parameter estima-

tion , draw a random sample and set aside a few observations (data points).

(2) From the remain ing observations , estimate regression coeffi-

cients both by OLS and the Ridge method , selecting a value of k from the
Ridge Trace as discussed above.

(3) Based on the values of the independent variables in the obser-
vations set aside , calculate predicted values of the dependent va riable
using both the 015 and Ridge coefficients . The process is simplified by
the fact that observations for prediction can be identified as such in
the input data , and the program will perform the necessary calculations.

(4) Calculate the difference between the known and predicted val-

ues of the dependent variables in these observations. In each case ,
record the difference as the prediction error.

(5) Repeat steps (1) through (4) severa l times to obtain a reason-

able degree of statistical confidence , and summarize the results by cal-
culating and comparing the mean square error of prediction for OLS and
for Ridge.

166

V -V - V -V - ~~~~~~~~~~~~~~~~~~ V --- — - -- --



t-1~~~ -~ ‘~~OnL q~ ~~

C o e f f i c i e n t  of Determination (R2). A measure of the goodness of

fit of a regression function as compared with the fit attainable by use

of a constant alone is the regression funct ion. For a sample in which
the es t ima ted va lues  of depen den t var i a b le  are y1 when the regression

function is used to predict y~., R2 is given by,

R2 = 1 - ~~ ~‘i -
- 

~~~~ 

2

~ is the arithmetic mean of values y
~
.

Because is  most often obtained by use of coefficients estimated

from the sam p le , R2 tends to overrate the amount of correlation between

the t ime  regress ion f u n c t i o n  and values y1 . When k coefficients (includ-

ing a constant term) are so estimated , an adjusted R2, ~2 supplies a

better indication of the correlation. For a sam p le of s i ze n ,

= R 2 - ( 1 - R 2 )

is always less than R2 and enables a better comparis o n of reqres-

sions in which the number of coef f ic ients used , k , var ies .
S t a n d a r d _ Error  of _ Estiniat~J~~ JJ. A measure of the dispers ior  ~

predicted values around the regression function .

r~ ~~, 
- ‘ ) 21 ~2

S . E . E .  = 1 L  1

L ~~~~~~~~~~~~~~~~~ -

This quant i t y  is the square root  oi  tOe unbiased est 1i i~ o ~t ~ir~~ ’ - o o  0
predicted values around the tine req ress ion fur t j o

t— Ra t io. The rat in between the dep a rt u r e  oil n es t ira t 1 b , the I 
V
,

s ion coe f f i c i en t , f I V O i V V  i speci fl ed nm her h and u est i”i~ o~ ~r

d ar d  error of h , which is I~~~ V Q ~~I , ~~V •  
l i i ?  t o  S . E V F  V d c v , , hut v i f , t c t  p

depend i ng on the v a l u f V n  of l o t  -~ -“r icii- ’ t va n iiHes in ‘c dat This n i t  in

is di s tr ibut nl is a t _ st V i tist i c w i t ,  n—~ d~n r - • s c t  f t  ‘ - n i , ’ ’  ~ n p~~~ l~’ p t  i q i
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the standard error of b. It can be used to test whether b = b or to set

confidence limi ts on b.
F—Ratio. A generalization of the t-statistic used for similar pur-

poses -- to test whether a set of coefficients has a set of stated values
or to obtain a simultaneous confidence region. One application is to test
whether all regression coefficients beyond the constant term (presupposed
to be present in the regression) are zero. Then ,

F = R2 (n-k)
k-l , n-k 1 - R2 (k - l )

is distributed as a ratio of two independent variance estimators with k-l
and n-k degrees of freedom for numerator and denom i nator respectively.

Ourbin—Watson Statistic. A test statistic for serial correlation
of errors around the regression indicating , when significant , that con-
secutive errors are interrelated .

where e
~ 

= y
~ 

- is the residual for observation i around the fit-
ted regression ,

n 2d = E (e~ - e
~ l~i=2

n
1 e

~
2

i=l

The Theil -Nagar statistic is interchangeable with the Durbin -Watson
statistic as to purpose. It is ,

r = n2 (2 - d) +
2

2 k2 - 2

2n - 2k -

and measures the correlation between consecutive residuals di rectly.
Table of Residuals cjable of_Perc g~~je Variatio nsJ . T h i s  m a k e s

ava i lab le  va lues y 1, y 1, and  e
~ 

= - for  use i n  residual analysis.

Correlation Matrix . A table of cal culated bivariate correlations
among values 

~~~ 
and independen t variables. Entry rk ) is g iv e r by ,
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rkJ = z(x ik - X k~~~ij 
-

[i~
l 

(x ik - X k )2 
i-l (x

~ 
- ~~)2]

where Xk~ 
Xj are sample averages of variables X ik ~ 

x~~.
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L I N E A R  PR OGRAMM I N G

O .L. Greynolds *

In The Beginning

The Russian mathematician L .V. Kantorovich is generally credited
with early pioneering work in formulating linear programming (LP) method-
ologies (Watson , 1963). W .W. Leontief , the economist , is also given sub-
stantial recognition for fostering linear programming techniques in his
early work on input-output analyses (Thierauf and Klekamp, 1975).
Hitchcock first interpreted the “transportation type” problem as a linear
program . He addressed the question of minimizing the costs of shipping
commodities from plants to warehouses . Stigler , in a classic work , stud-
ied what is called the “Diet” problem , i.e., how to provide a specified
level of nutrition at least cost. Later Koopman extended and expanded
Hitchcock’ s work on the Transportation Linear Program . Dantzig developed
an i nnovative computational technique , the Simplex Method , laying the foun-
dation for the ubiquitous linear mathematical program .

Boosted by the advent and growth of the electronic computer , linear
programing has so improved in both theoretical foundations and prac tical
applications that it has invaded the daily operations of many industries :
oil , chemicals , agriculture , forestry , manufacturing , and transportation , to
name but a few . Many day-to-day decisions faced by managers at all levels

of private and public organizations are heavily influenced by lin ear pro-

*Professor of Mana gement Sc i ence , University of Southern Cali fo rn ia ,
Washington , D.C., Region.
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graming and its related methodologies . Furthermore , LP has become the

basis for a set of special theories dealing with the economics of the
firm (Watson , 1963).

The princ i pal use of LP is to analyze potential resource alloca-

tion decis ions among competing alternatives in the face of scarcities.

In short , it bears on cost -benefit analysis in a very direct way.
In concept , the LP is simplicity itself. When linked with the corn-

puter it can manipulate thousands of a lternatives , variables , and con-
straints , across a wide variety of significant econom ic , plann ing , oper-
ations , and control problems . The LP attacks the classical economic
choice problem faced by every decisioninaker : How can scarce resources be
allocated to achieve the greatest output for a given input , or a specified
output at least cost?
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The Econo’nic Connection

The LP is about the economics of producti on functions -- Production
P o s s i b i l i t y  Curves , isocosts , and isocontributions. If the decisionmaker
must choose between one or two , or proportions of two , produc ts or al tern-
ative outputs , given a specified package of inputs , such as lab or , ma ter-
ial , and money , he may view his dec i sion prob lem as a Produc ti on Poss ib il ity
Curve , as in Exhibit B.l.

EXHIBIT B.l

PRODUCTION P O S S I B I L I T Y  CURVE

C

NUMBER
OF FAA
ARTCCs

PRODUCTI ON P O S S I B I L I T Y
CURVE

t
NUMBER OF FAA TOWERS
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The “guns and butter ” pro b lem of class i cal econom i cs i l lustrate d in
Exhibit B.l suggests that for a given set of inputs , not specified here ,

the decisionmaker can develop and operate FAA Towers and/or FAA Air Route

Traf fic Control Centers . At the extremes , he coul d create a total of c

Centers and no Towers, or t Towers and no Centers . Each require resources --

men , money, equipment , and facilities. Along the Production Possibility

Curve from t to c , given the existing technologies , the decisionmaker may

v iew the choices he can exercise between these two extremes with regard

to his resources . The curvature of the Production Possibility Curve re-

f lects the subs ti tuta bi lity that ex i sts , or may be said to exist , when he

alloca tes his resources between Towers and Centers. The curve is convex
because the dec i sionma ker w i ll run i nto di m ini sh i ng returns as he a ttempts
to shi ft more and more resources from Towers to Centers, or Cen ters to
Towers . Too many men , and they get into each other ’ s way . Too much money ,

and the return on his investments drops off. Too much equipment , and some
of it will be idle. Too many facilities , an d his overhead rate will in-

crease.
The space bounded by the horizontal and vertical Cartesian coord i-

nates axes an d the Production Possibility Curve is a convex hull , for any

two po i nts w it hin the s pace can be connected w it h a li ne lyi ng totall y
within the space. The concepts of convexity and concavity are fundamental
to the LP .

The notion of some payoff , contr i bution , or benefit be in c~ derived

from alloca ting FAA resources between these two alternatives may be v iewed

as an “ isocontr i bution ” function , as in Exhibit B.2.

Linea r i socontr ib ution cu rves , lines which depict different level s of

aircraft handling capability , from A 1 the smal les t to A6 the largest, are

depicted in Exhibit B.2. These curves are ‘iso ” because every combination

of Towers and Centers connected on one of these lines would produce the same

amoun t of service, contribution. or benefit. The optima l economic ch ’ ice

woul d be at point P, the point of tangency between the Production Possibility

Curv e and isocontributi on line A4. The decis ionn iaker , ciiven the problem fon r~~
ulated , should operate ~ Towers and .

~ Centers to achieve the ‘~reatest  co nt r i-
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EXHIB IT B .2

THE OPTIMUM SOLUTION
PRODUCTION POSSIBILITY AND ISOCONTR IBUTION CURVES

CENTERS

t t TOWERS

but i on — - the number of flights provide d service -- w ithi n t he cons tra i n ts
of resource in puts and technology .

Isocontr ibution lines A 1 , A2, and A3 are suboptima l , for they do not

full y use the i nput resources ava i la b le . On the other han d , isocontribution

l ines A 5 and A6 are i nfeas i ble produc ti on levels , given the quantity of

the inputs available and the state of technology in FAA operations and
equinment. To reach line A 5 or line A6, the decisionmaker must allocate

more of the same ki nd of resources , or enhance the pro d u c t i v i t y  of the re-
sources he now has ava i lab le to him.

These economic concepts enter the LP formulation throu i~ two ass uiro-

tions: divisibility and additivity . Divi sibility means that ton eoiUi pro-

duction activity the amount of each input and the associated pro fit ar e
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strictly proportional to the level of output , and , furthermore , that each

activity can be continuously and proportionally expanded or reduced -- i f
you double the inputs you doubl e the output and the profits. Divisibility

also permits fractional values for a production activi ty in the optimal

solu t ion .

The additivity assumption specifies that given the activi ty levels

for each of the decision variables , the total amounts of each input and

the associated profit are the sums of the inputs and profits for each
individual process.

Together these two assumptions are equivalent to stating that the -

V

un derlying mathematical model can be formulated in terms of linear rela-

tions. Strictly interpreted , these assum pt i ons imp l y cons tan t returns
to scale and preclude the possibili ty of economies or diseconomies of

scale , both with res pect to technolo gy and p ro fi t . In rea l situations
these two assum pti ons seldom hol d s tr i ctl y, but they are- often suffi-
ciently accurate approximations that linear programming can be used .

I
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The Method

In much the same fashion as Production Possibility Curves and iso-
costs/isocontribution curves seek an optimum allocation of resources , the

LP optimizes the va lue of an obj ect ive funct i on accor d ing  to constra i nts
imposed on the solution. Because of the power of the methodo lony , the LP
has been specialized in many different forms . Aside from all the advantages
of any systematic cost-benefit analysis -- spec i f ying object ives , a s s u m p-
tions , cost and benefit variables , and constraints -- the LP also offers
grea t insights into the sensit ivity of the opt imal so lu t i on  to chan ges i n
the objective function cost coefficients , the technology coefficients of
the constraint set , and the constraint quantities .

General Form, Objective Function. Let there be n possible outputs
or activ i ties , x1, x2, x3, x~ . Their respective costs of production
are c 1, C2, c3, c~ . The value of the output Z (value assumed to be

equal to cost of production) is Z = c1 x1 + c2 x2 
+ c3 x3 

+ Cn X
n •

This is the objective function which is optimized . It can be summarized as ,

n -

Z = E c .  x .
j=l ~

Genera l Form, Constraint Set. To produce the outputs described by the

objective function , there are in puts  i , where i ranges from 1 to n. T hese
inputs contribute to the outputs x~ at rates determined by the tech-

nolo gy coefficients a 1~ . For example, a 12 is the contribution of input 1

to a unit of output 2. If the a m o u n t  of input is soecified , this constraint

is designated b~.

The constraint set is of the form ,

n
1 a . . x .  b for i = l , 2 , 3 , . . . , c ’ .

j =l 13 3 —

0

x
J 

o j = 1 , 2 , 3 , . . .  , n .

179

- -VV -V - ---V--V--- - -  V~~~~~~~~~~ ~~~~- -* ~~~~~ - -V V 
~~~~~~~~~~~~~ 



V 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ V~ ~~~~~~~~~ ~ V~V~~V~-VV_ ~~VV ~~~~~~~~~V

This summary equation states that there are available only b 1 units
of resource i to be used in the production of output x~ . The form of this
equation makes necessary an additional constraint , that x

3 ~ 
o.

General Form, Possible Results. There are four possible outcomes to
the optimization of an objective function accordin g to a set of constra i nts :

1. There is no feasible solution.
2. There is a unique feasible solution.

3. There is a non-unique feasible optimum solution.

4 . The solution is unbounded , that i s , the value of the objective
can be made arb i trar ily lar ge by adding inputs.

These four outcome states are illustrated on the opposite page.

Specific LP Formulation. Various forms of linea r programs have

evolved , forms which are representative of the more commonl y encoun tered
resource allocation problems. These formulations include: maximization ,
minimization , maximization with blended outputs , transportation , trans-
sh ipmen t , assignment , shortest-route , critical path scheduling , theoretic
game solutions , and dynam ic models. .

Formulat ing Maximization Problems. A form of resource allocation

problem often encountered is that a decisionmaker has to decide what quan-

tity of each of n outputs , x~ , to produce. Eac h x~ yields a profit , p~ . He
has m resource inputs , b~. The amount of input i requi red for eac h un it ou t-
put j is 

~~~ 
The objective here is to maximize the p r o f i t , given the input

resource constra ints. The formulation is ,
n

Max imize: Z E p . x.
j=1 ~

n
Subject To: E a .  .x .  < b~ for i = 1 ,2, .. .,  m

j= l ~~~ 
—

x~ o for  j = 1 ,2 , . ..,  n

Where: p
~ The unit profit of each activity .

~~ 
= The i—th input requirement for each unit of activity .

b 1 = The ma .imu m amount  of i n p u t  i available to the do isionm ak er .

180



- ~~~~~-~~~~_~~~~~~~~~~~~~~~~~~~ -

EXHIBIT B.3

1. NO FEASIBLE SOLUTION 2. UNIQUE _ FEA S IBLE SOL UTI ON

x 2
a 1 x 1 + a 1 x 2 b1 a 1 x 1 + a x 2 - b1

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

3. NON-UNIQUE FEASIBLE SOLUTION 4. UNBOUNDED SOLUTION

X 2 a1 x 1 + a 1x 2 < b 1 X 2

~~~~~~~~~~~~~ y 1  sam e va l ue

a~ x r + 
~~~~~~~~ h r

*

= C I ’ . + C - X 2
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Formula ting Minimization Probl ems. The general nature of the problem

here is that the decisionmaker has a specified output  he desires to achieve ,

aid his objective is to minimize the costs of the constituent inputs. The

form is ,
n

Minimize: Z = ~V c. x .
j=1 ~

n
Subject To: ~~ a V . x .  > b . for i = 1 ,2, . .. ,  m

j= 1 13 ~ 
1

x . o for j = 1 ,2, ..., n

Where: C3 
= The unit cost of each activity .

~~ 
= The i-th output requirement for each unit of activity .

= The minimum amount of output i required by the decisionmaker .
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The minimization problem is the complement of the maximization
problem . In the minimization problem we desire to produce a specified
output  at a m i n i m u m  cost , wh ile in the maximization probl em we wanted to

produce the maximum out put , given the input resources available. Minirr ,i-

zation i s cost or i ente d , maximizat ion is benefit oriented .

Formulat ing the Maximization Problem with Blended Inputs. Often a

decisionmaker has a situation in which he desires to maxim i ze hi s bene-
f i t at min imum costs , but wi th the constra i nt that out puts mus t conta i n
specified proportions of the inputs. The objective function is used to

maximize the profit of bl ending input i into output j. The constraint

set contains three elements : the su pp l y inputs, the minimum demand lev-

els , and technolog ical properties of each output.

The sup ply constraints set forth the number of units of input i

availabl e during the planning period . Demand constrain ts woul d ex press
the minimum level s of the outputs required . The technological properties

would establish the relevant mix-proportion of inputs to be achieved in

each output. The supply and demand restrictions are similar to those of

the maximization and minimization forms. However , the technological

restrictions are more complex .

As an exam p le , suppose each input contains a~ of a cr iti cal com pon-
ent. A typical constraint might be that output j must contain a

~ 
a t some

fract i onal level , r
3
. A problem with three inputs , two outputs , and tech-

nological constraints on each of the outputs would be formulated as ,

m n
Maximize: Z = E p.~ 

.x.

m 

i= l j=l ~

Subject to: 1 x~~ < S1 for i = 1 ,2, . . .,  m
j=l

~ 
D~ for j 1 ,2 , . ,
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m
E a . x . .

i=l 1 13

_ _——  
> r ~

m
E x.

i=l 13

m
E b .x .

i=l 1 13

____

m
E x . .

i=l 13

x .
13 > r~

xi+l 
~ 

— 3

~~~ ~~~~~~

Where : p~ = Unit profi t of ac tivity x~~.
x~ = Un i ts of i nput i to be used in output j.

= Maximum units of input i available.
= Minimum units of output j required .

a .,b
~ 

= Proportion of critical component in input i.
= Spec i f i e d technolo gi cal rat i os .

In such a blended maximization problem , the coefficients of the out-

puts  woul d be ei t her 1 or 0 , depending on whether the constraint is app li-

ca b le to ~~~ The coefficients of the technological constraints would be

nume ri ca l values , depen di ng on a
~ . ~~ 

and r~. A m at r ix prese nt - iti on of a

two-input , three-output problem for mul ited above would be: 
V
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Input 1 Input 2
Output 1 2 3 1 2 3

ITEM RESTRICTION
Input 1 supply 1 1 l < S1
Input 2 supply 1 1 1 < S2
Out put 1 demand 1 1 > D1
Out put 2 demand 1 1 > D~
Output 3 demand 1 1 >

Output 1 technology a
1 -r1 a2-r1 > 0

Output 2 technology b1 -r2 b2-r2 < 0

Out put 3 technology 1 -r 3 > 0

Unit Profit p11 p12 p13 p21 p22 p23 MAXIMIZE

Activity Level x11 x 12 x13 x21 x22 x23

Transportation Model. The transportation model is a well -known lin-
ear programing formulation. It has been widely used , and it is the basis
of many linea r programmi ng applications that do not deal directly with

“t r a n s p o r t i n g ” units between input and output terminals.
The general form of the transportati on model is ,

m n
Minimize: Z = E E c. .x.

i—l j=1 13 13

Subject To: 
•

E x~~ ~ 
S~ for i = 1 ,2 , . . . ,  m

j = l  (supp l y )

m

~ x . . > D. for j = 1 ,2 , . ..,  n
— 

(demand )

X i j  .~~. 
0 for all i and j
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Where: c~ 
= Unit transportation cost from supply i to demand j .

x~ = The number of units shipped from supply i to demand j.
S1 

= Maximum units available at supply point i .
D
i 

= Minimum units required at demand j.

The transportation model has severa l special aspects which enable
the form to be simplified . A key characteristic of network theory is that
among all the optimal solutions of the model there is at least one in
which each x1,~ is i nteger-valued , if Si and D

i are integers . “Dummy ”
supply or demand points can be devised to force the equilibrium of
m n
E S.~ = 1 D.. Therefore, with no loss in generality we can rewrite the

i=1 j=l ‘~

transportation model as ,

m n
Minimize: Z = E 1 c. .~~~~.

i=l j=l 13 13

n
Subject To: E x. . = S. for i 1 ,2, ..., m

(supply)

m
E x.. = D. for j = 1 ,2, ..., n

(demand )

x~ = 0,1 ,2, . . .  for all i and .j, where S ,~ and
D~ are positive integers satisfying the
balancing equation m n

E S. = 
~ 

D.
1 j=l ~

In th i s form , the transportation algorithm can be solved usin q many dif-

ferent computational algorithms for making initial allocations to the network

and determining if the iterative allocations can be improved upon. For exam-
ple , the Vogel Approximation can be used to find a feasible solution , but it
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may not be optimal. The Northwest Corner Rule, with or withou t inspec-

tion , can be used to make feasible allocations. And the Steppingstone or
the Modified Distribution Method (MODI) may be used to evaluate each
assignment to test for optimality and iterate if an optimum has not been
reached . A discussion of these techniques and others can be found in
Thierauf and Klekamp (1975: 213—252).

Of course , the transportation model can be solved , if inefficiently,

directly with the linear programing Simplex algorithm . A matrix repre-
sentation of such a formulation is ,

X 11 X
23 . . .X 1~ X 21 X 22 . . .X 2~ ~••X ml 

Xm2 X

Si 1 1 ... 1

S2 1 ~ ... l :~~ 2

1 1 . .  = S

D1 1 1 1 = 0 1

02 1 1 1 = 02

1 1 1

D c j1 c12 .~~. .c 1~ C 21 C22 . . . C~ . . .C~~ Cm2 ~
Cmn MINIMI ZE

Al though the classical form of the transportation model seeks to mini-
mize the costs of an objective function , the same algorithm can be used to
maximize the objective function of a network problem if the decisionmaker
wants to find this optimum relationship between “supplies ” to “demands. ”

Th is form can be used to allocate work to equipment or functions where

the output is profit and the inputs are costs for each work unit on each

piece of equipment or in each function.
Transshipment Model. This is an extensioi of the classical transpor-

187



- -- -V - - - V - V  -~~~ —-V - V - V - - V -—- --- - - -~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -

tation model when , in the network , points can act as transshipment points.
that is , they can be both a supply point and a demand point. Such situ-
ations are common when divisionalized organizations maintain subunit
stocking points from which other subunits are suppl ied. Many logistics
activities have found great applicability for this version of the linea r
program .

Assignment Problem s. This model is a special form of the transpor-
tation problem wherein S.~ = D~ = i = j = n. This form of the linear pro-
gram is such that the problem confronting the decisionmaker is: How to
assign each of n tasks , if each can be performed by any one of n workers
or machines that have differential costs associated with them . The costs
of accomplishing job i with worker j is c~~. The model ass igns  one worker
to each task so as to minimize the total cost of performing all the tasks .

Shortest-Route Formulation. Situations that suggest this model are
those in which a given network has arcs with specified “values ,” and we
wish to find the shortest path to a specified node from any of the other
nodes in the network. A broad range of important problems have this struc-
ture , including planning equipment replacement schedules and scheduling
complex projects.

Critical Path Scheduling . This algorithm is often applied to such
projects as facility construction , overhaul maintenance on equipm ent ,
research and development programs for new products , and marketing new pro-
ducts . PERT , Program Evaluat ion and Review Technique , an d i ts man y var i-
ations are critical path algorithms .

Theoretic Game Solutions. An important model for testing plans ,

policies , and strategies when there are many uncertainties has been pro-

vided by management science -- the theoretic game model . The goal in any
gaming model is to determine the strategies available to the players and
the game value for a particular game. The limits of gaming algorithms are
such tha t  al gebra ic  an d graph ic  techni ques are no t a dequa te i f the ga me
matrix cannot be reduced to two , in either the row or the column dimension .
If t hi s i s the case , the linear programing Simplex algorithm is used to
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solve for the strategies and the game value , after suitabl e transforma-
tions have been made to the game data .

pynam ic Linear Programing . Although the classical linear program-

ming i s static, with all elements assigned fixed values for the planning
horizon , the linear program has been adapted to optimize objective func-

tions over a time horizon , with special activity in supply, inventorying ,

logistics , and production smoothing problems . This extension of the
basic LP enables a dec isionmaker to expand and broaden the analysis in

those situations where the value of the objective function varies over

t ime , depending on the values of the variables in the different time per-
V iods. A frequent application is smoothing production schedules by decid-

ing when to produce for immediate use and when to produce for inventory ,
based on the variations in production costs and inventory holding costs
over the planning horizon. Wagner offers an extended discussion of dynarn-

ic optimization mode ls. (1972)
The Dual Solution. A major value of linear programing cost-benefit

analysis is to derive some measures of sensitivity of the value of the
out put to changes in the inputs . The dual solution of a linea r optimiza-
tion provides us with the margina l incrementa l value , “shadow values ,”
of each variable in the objective function , the constraints , or the tech-
nology coefficients. These are the marg i nal values cherished by economists
everywhere.

LP Summary . These examples of extens ions and specializations of the

basic LP do not exhaust the many specialized appl i cations one can observe

in the use of this cost-benefit methodology . However , they do suggest the

major outl i nes of many that are used straightforwardl y. More and more

special adaptations are being formulated all the time , especially suited

to an organization ’s needs , especially responsive to a decisionnaker in-

volve d in making cost-benefit decisions .

Nonl inear Mathematical Programming . No discussion of linear pro gram_

ming would be complete without a brief synopsis of representative nonlin- -

ear formulations. Perhaps the most frequent solution for a nonli near set

is a creative transformation tha t modifi es the nonlinear elements of t h e
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problem into equivalent linear forms , wh ich allows the use of the Simplex

al gor it hm . For exam p le , an objective function that has exponential terms

can be transformed into linear l ogarithmic forms , and the optimization

is computed on the logarithms. The rel evant values for the optimal solu-
V t ion  are obta i ned by t ak in g the a pp ropr iate ant i l ogarithms .

V Another nonlinear form is the integer linear algorithm. The divis-

ibility assumption of linear optimizations may l ead to fractional values

for the x,~ activities in the optimal solution. Often the decisionmaker
cannot implement non-integer values , e.g. , three-tenths of a machine or

one-half a worker . There is no unambiguous heuristic that allows us to

“roun d off”  the optimum non-integer values , for  the opt imal  in teger solu-
tion will often be quite different. Two principal techniques have been

developed to extend the optimal linear solution to provide integer values
for x~: the Gomory Cuttin g-Plane algorithm and the Branch and Bound tech-

n ique. The essence of the techniques is to incrementally reduce the size

of the feas ible constraint set until the “most opt imum ” integer values are

identified . Wagner gives a detailed discussion of these two techniques

(Wa gner , 1970). V

For those problems that are not linear , cannot be transformed into
l i near equ iva l en t s , or cannot be a pp roximated by l i nea r  forms , we resort
to differential calculus and quadratic programming . Nonlinear forms are

of three genera l types : nonlinear objective function and linear constraints ;

linear objective function but nonlinear constra i nts; or both the objective

function an d the constraints are nonlinear.

A problem having a nonlinear (concave) objective function and linear

constra ints takes the form illustrated in Exhibit B.4, opposite page. h~

nonl inear optimum solution is obtained by equating the first derivat ives

the objective function and the relevant portion of the constraint set anc

solv ing for the pertinent values , x~ and Z*. Polygonal l inear anpr . -

t ions are of ten suf f ic ient ly  accurate to permit using the Sirr p ’ ex H-

programming algorithm directl y.
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EXHIBIT B.4

I
x2

xl xl

A second form is that which has a linear objective function but
nonl inear Lconvex) constraints, as shown below. The optimum solution is
obtained by equating the first derivatives and solving for the relevant
values.

EXHIBIT B.5

x2

,,,_ 4.,, ,,
7, ,~~ #~~
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If both the objective function (concave) and the constraint set
(convex) are nonlinear we have the form shown below. The optima l solution
is obtained by equating the firs t derivatives and solving for the value of
the optima l objective function , Z , and the respective x~ activities .

EXHIBIT B.6

x2

A special form of nonlinearity permits us to apply a quadratic pro-
gramming algorithm: the constraint set is linear and the objective func-~
tion is a combination of linear and nonlinea r terms. Such a form for the
concave objective function is illustrated on the opposite page. The
solution most often used is to reduce the problem to linear equivalents
by using partial derivatives , and subsequently use a modified Simplex algor-
ithm to determ i ne the optimal solution.
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THE INFLUENCE OF LOAD FACTOR ON
MARKET EQUILIBR IUM AND THE VALUE OF DELAY TIME

R.A. Groemping

Load Factor as Determinant of Market Equilibriwn

Implicit in the cost-demand equilibrium in Section 4 is the concept
of load factor. Load factor is a measure of the proportion of paying pas-
sengers to total availabl e seats. As the load factor increases, there are
more paying passengers among whom the fixed costs of a flight may be
distributed . In a hypothetical market suggested by Douglas and Miller
(1974) with 800 daily passengers being transported over a distance of 600
miles , it was estimated that the average cost per passenger would be 27
percent higher at an average load factor of 50 percent, typical of the
industry in 1970, than at a 75 percent load factor. Exhibit C.1 shows the
inverse relationship between average cost, which is the fare which must be
charged to the paying passengers to cover the expenses of the flight , and
load factor.

The relationship between load factor and average cost impl ies that
there are a series of average cost curves dependent on the load factor.
Exhibit C.2 presents average cost curves based on 40, 50, 60, 70, 80, and
90 percent load factors. The demand curve D has been drawn to demonstrate
the effects of a constant elasticity of -1.05. Each of the average cost
curves implies a distinct market equilibrium dependent on load factor.

Exhibit C.3 shows the relationship between enpianements and load
factor. As the load factor increases , the fare decreases, and more trips
by air become affordable. Al though a lower fare Implies more air trave-
lers , a higher load factor allows a reduced number of flights to trans-
port all those wishing to fly. This relationship is shown In Exhibit C.4.
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EXH IBIT C. 1
DIRECT OPERAT ING COSTS PER PASSENG ER
AS A FUNCTION OF AVERAG E LOAD FACTOR

10 20 30 40 50 60 70 80 90 100

LOAD FACTOR (PERCENT )
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EXHIBIT C .3
ENPLANEMENTS VERSUS LOAD FACTOR

/
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LOAD FACTOR (PERCENT )
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EXHIBIT C.4

NUMBER OF FLIGHTS AS
A FUNCTION OF LOAD FACTOR

2~ 
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LOAD FACTOR (PERCENT)
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Table C.1 summarizes the data used to construct the exampl e shown
in Exhibits C.1 through C.4. The initial equilibrium point was assumed
to occur with a load factor of 50 percent , an average cost of $37, and
800 enpianements per day.

TABLE C.1. THE EFFECT OF LOAD FACTOR ON
FARE, ENPLANEMENTS , AND NUMBER OF FLIGHTS

Average Cost Number of Flights
Load Factor (Fare) Enpianements (100 Seat Aircraft)

40% $ 42 700 17.5
50 37 800 16.0
60 33 902 15.0
70 30 997 14.2
80 28 1072 13.4
90 26 1159 12.9

The Influence of Load Factor on the Value of Dela y Time

As load factor increases , the cost per passenger mi nute of delay $
1

time decreases. This is due to two factors. The first is that there are
more passengers over whom fixed operating costs can be distributed . The
second is that as load factor increases , fare is assumed to decrease , and
passengers who would otherwise not fly are induced to do so. These pas-
sengers are likely to value their time at a rate lower than those who had
been willing to pay more to fly at lower load factors. These incrementa l
passengers would then be likely to lower the average value of passenger
time . If such a lowering of the value 0f passenger time fol l ows the cost-
quantity relationship expressed by the demand curve , then it can be readily
calculated. Tabl e C.2 shows the dollar per passenger-minute figures should
load factor change appreciably from the approximately 56 percent load fac-
tar of 1974, on which the passenger —minute estimates are based . Exhibit C.5
shows cost per passenger—minute as a function of load factor.

U
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TABLE C.2. COST PER PASSENGER-MINUTE OF DELAY AS
A FUNCTION OF LOAD FACTOR

Value of Total Cost
Direct Operating Passenger Time Per

Cost Per Passenger—Minute
Per Passenger-Minute of Delay

Load Factor Passenger-Minute Low High Low
Percent
40% $O.279 $O.266 $O.452 $O.545 $O.731
50 0.246 0.213 0.362 0.459 0.608
56 0.230 0.190 0.323 0.420 0.553

60 0.219 0.177 0.301 0.396 0.520

70 0.199 0.152 0.258 0.351 0.457
80 0.186 0.133 0.226 0 .319 0.412
90 0.173 0.118 0.201 0.291 0.374
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EXHIBIT C.5
COST PER PASSENGER—MINUTE OF DELAY TIME

AS A FUNCTION OF LOAD FACTOR
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GLOSSARY

a fortiori analysis

Study based on assumptions contrived to handicap the preferred
al ternative.

Capital recovery criterion

An investment decision criterion that compares equivalent uniform
annual series of outlays/receipts using a stipulated discount rate.

Contingency analysis

Exami nation of the ranking of alternatives when a relevant change
In criteria for evaluating the alternatives is postulated, or when
a major change in the general environment is assumed .

Cost-benefit analysis

A formal procedure for comparing costs and benefits of alternative
investment actions.

Constant dollars

Dollars adjusted for Inflation and specified as being of a partic-
ular year (e.g., an historical outlay stream from 1964 through
1974 measured in 1974 dollar prices).

Consumers’ Surplu~
The monetary value of the difference between the total revenue
of a market, and the greater amount of revenue that could be
generated if it were possibl e to charge each buyer the maximum
price he is willin g to pay.
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GLOSSARY (coNT ’D)

Continuous compounding

The process by which the present value of a specified sum of money ,
flowing uniformly through time , is determined . In other words, an
infinite or continuous number of compoundings is assumed .

Current dollars

Dollar measures reflecting prevailing-year price level s (e.g., an
historical outlay stream from 1964 through 1974 measured in price
levels existing in each of those years).

Discount rate

The rate at which future costs and benefits are adjusted to reflect
the value of capital over time .

Discrete compounding

The process by which the present value of a specific sum of money ,
flowing at the end of a specified period of time , is determined .

Force of interest

The nominal rate of interest used in continuous compounding .

Intangible benefits

Those benefits which cannot be valued in monetary terms.

Internal rate of return criterion

An investment decision criterion which seeks the rate of return
that equates the present value of alternative net monetary streams
to zero.

Learnin g curve

The relationship between the increasin gly more efficient production
process and the cumulative quantity of production .
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GLOSSARY (coNT ’D)

Life cycle cost

The total costs of a system over its lifetime , including -research
and devel opment, investment , and operating and support costs.

Load factor

For commercial carriers, the proportion of seats paid for to total
available revenue-generating seats.

Opportunity cost

The economic cost of alternatives foregone; i.e., the worth of a
good or service in some alternative use.

Present value criterion

An i nvestment decision criterion that compares the summati on of
streams of costs and benefits adjusted by a stipulated discount
rate.

Residual value

The usefulness or effecti veness of assets sti ll on hand beyond
the selected time horizon of a particular analysis or study.

Ri sk

A condition ascribed to any outcome which is subject to an uncon-
trollable random event occurring with a known probability distri-
bution.

Sensitivity analysis

A type of analysis in which key parameters about which the analyst
Is very uncertai n are tested with several va lu es, e.g., high ,
medium , and low , to determine sensitivity of results.

Tangible benefits

Those benefits which can be valued in monetary terms.
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GLOSSARY (coNT ’D)

Uncertainty

A condition ascribed to any outcome which is subject to an uncon-
trollable event occurring with an unknown probability distribut ion .
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