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PREFACE

The Federal Aviation Administration decided that a guide to the
conduct of cost-benefit analysis would be most useful. The guide would
contain concepts and techniques, and recommended values for reducing
passenger and aircraft delays, accidents and fatalities, and other rele-
vant impact variables. J. Watson Noah Associates, Inc., under contract
#DOT-FA76WA-3769 dated December 30, 1975, reviewed relevant literature
and compiled this guide for the FAA Office of Aviation Policy (AVP-210).

This manual contains a discussion of cost-benefit methodology as it
applies to the national aviation system, an explanation of selected val-
ues recommended for use in FAA studies, and the principles, concepts and
techniques appropriate to estimating benefits and life-cycle costs.
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INTRODUCTION

ackground

Two of the Federal Aviation Administration's most important func-

tions are: (a) provision of airport and airway navigation facilities and
traffic control, and (b) administration of the airport-airway program.
The primary regulatory role of the FAA is to set and maintain minimum stan-
dards for air safety. The Administrator of the FAA -- often through formal
rulemakirg proceedings -- issues and enforces rules, regulations, and mini-
mum standards pertaining to the manufacture, operation, and maintenance of
the civil air fleet. The FAA also certifies new aircraft, inspects flight
navigation facilities, and certifies private and commercial pilots. Regis-
tration of civil aircraft, and research and development activities pertain-
ing primarily to aircraft, airport, and airway safety also fall within FAA
responsibility.

The problem of resource allocation is directly related to FAA's ful-
fillment of its responsibilities. The principles of cost-benefit analysis
form a basis for efficiently allocating resources. The cost-benefit method
is particularly useful to the analysis of alternatives proposed for research
and development with respect to FAA navigation facilities; to its installa-
tions and operations; and to acquiring and operating a system of air traffic
control and navigation. Cost-benefit analysis is a formal procedure for com-
paring the costs and benefits of alternative policies and investment projects.
The formal procedure and basis of comparison rely on specialized techniques
and principles, most of which derive from economic theory.

This report draws on that economic theory to develop guidance useful
to FAA analysts charged with the responsibility for evaluating the preferred-
ness of investment alternatives. The goal of this report is to provide




guidance in a practical manner. The controversy surrounding the theory
and measurement of certain parameter values necessitates a judicious
selection from among theoretical bases while at the same time attempting
to enhance the measurement of parameter values. It is our opinion that
immeasurable but correct theory is no more useful than precise measure-
ments based on incorrect theory. It is our hope that the parameter
values prescribed in this report are about right rather than precisely
wrong.

Purpose of the Guide

As mentioned above, the primary purpose of this guide is to provide
FAA analysts with a useful reference for the conduct of cost-benefit stud-
ies. The guide stresses analysis of alternative investment projects.
However, as a logical extension, the method of cost-benefit analysis is
equally relevant to assessing consequences of alternative public policies.
For example, a particular service might be encouraged either by a system
of taxation or by direct regulation. Neither of these opticiis may involve
significant public investment, but a cost-benefit comparison may be useful
in making the final choice between the alternatives.

Organization of the Remainder of the Guide

A discussion of special topics relating to cost-benefit methodology
is followed by specific techniques for comparing alternative series of
costs and benefits, giving appropriate recognition to time preference.

Three techniques, each representing an investment criterion, are presented:
equivalent uniform annual value, present value, and internal rate of return.
Within the framework of estimating benefits, some useful values

relating to capacity, delay, and safety are presented in Section 4. Sec-
tion 5 discusses problems related to time preference, including a statement
of a position taken by the Office of Management and Budget. Techniques for
normalizing data to account for varying quantities and rates of output, and
varying price levels are followed by a discussion of estimating relation-
ships. Section 8 presents the framework for an FAA 1ife cycle cost model in




general terms, and that is followed by a summary of mathematical/statis-
tical techniques potentially useful to the cost-benefit analyst. Two of
those techniques -- statistical regression analysis and linear program-

ming -- are examined more thoroughly in Appendices A and B, respectively.

Swrmary

The basic concept underlying this gquide is that cost-benefit analy-
sis is a formal procedure for comparing costs and benefits of alternative
investment actions to isolate the preferred action. Our discussion of
concepts and techniques for applying investment criteria notes that the
present value technique is generally advocated by economists writing on
the subject of cost-benefit analysis.

Benefits accruing to users of the national aviation system and to
society as a whole are dependent upon the provision of adequate capacity,
minimal delay, and reasonable safety. Techniques for measuring those
benefits quantitatively are discussed, and the values are summarized in
Table 4.9.

We recomnend that 10 percent be used as the discount rate in evalu-
ating FAA alternatives on a cost-benefit basis, in keeping with OMB Circu-
lar A-94.

The remainder of the guide discusses specific techniques for norma-
lizing data, for deriving estimating relationships, amd for developing a
life-cycle cost model. Finally, a brief examination 6f mathematical and
statistical techniques related to cost-benefit analysis suggests the two
most useful techniques are statistical regression analysis and linear pro-
gramming.




THE COST-BENEFIT METHOD

Bastie Concepts

The concept of cost-benefit analysis used in this guide is one of
analyzing government decisions to use resources. The purpose of cost-
benefit analysis is to aid the government decisionmaker in the funda-
mental economic task of allocating scarce resources to alternative uses.

An improvement in economic efficiency of the national aviation system is
attainable if it is possible to increase the value of the output of that
system for any given amount of resource input.

Cost-benefit analysis is, therefore, a formal procedure for compar-
ing the costs and benefits of alternative investment actions. Benefits
and costs of a single investment action may be assessed and compared to the
"do nothing" alternative. The spectrum of resource allocation problems is
very broad. At one extreme is the anarchistic approach of allocating resources
by whim, completely foregoing equity and consideration of the whole of
society. On the other extreme, the ideal prescription for resource alloca-
tion is to maximize a weighted sum of all society's objectives by an effi-
cient allocation of resources. However, such an ideal is, and will remain,
unattainable. We cannot know how to weigh one objective against all others,
nor could so huge a policy analysis be undertaken even if we knew the appro-
priate weights to place upon objectives. (Fisher, 1970).

Conceptual problems in gost-benefit studies stem from these inevi-
table analytic deficiencies. We are forced through imperfection to address
narrower, more tractable questions, ones which fall somewhere between chaos
and perfect order. The result is that the spillovers, incidental or uninten-
tional effects of resource allocation, cannot be taken into account, although
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they may be quite important. For example, it is extremely difficult, if
not impossible, to place monetary value on the aesthetic quality of a new
airline terminal. Therefore, we must carefully structure our studies to
make appropriate, although necessarily imperfect, allowances for benefi-

cial or detrimental spillovers which raise difficult conceptual and prac-
tical issues.

A related activity, cost-effectiveness analysis, estimates the
costs of alternative methods to achieve a given policy objective. In
assessing alternatives, the cost-effectiveness procedure may take either
one of two fundamental forms: a desired level of effectiveness may be
specified, and the analysis seeks the most economical way to achieve it;
or a level of expenditure may be specified, and the analysis explores the
effectiveness offered by system variations. (Breckner and Noah, 1967).
The cost-effectiveness framework may be applied in the case of a cost-bene-
fit analysis. However, it is not essential that one or the other -- costs
or benefits -- be fixed at a given level while examining variations in the
other. The reason is that we are able to measure the value of benefits
and costs in terms of dollars that are commensurable. .

There is no all-purpose criterion, or test, for preferred policies.
The appropriate test depends upon what alternatives are open to the
decisionmaker, upon what aspects of the situation must be taken as given,
and even upon what kinds of measurements are feasible (McKean, 1958).
Briefly, however, to maximize the difference between benefits and costs is

certainly an acceptable criterion -- the equivalent of making the most out
of whatever actions can be taken. In reality, there are constraints which
must be taken into account. In many cost-benefit analyses, as in most cost-
effectiveness analyses, a constraint is that a particular scale of benefit
or cost is fixed. This reality forces us to fix either the costs or the bene-
fits, seeking the way to get the most for a given cost, or to achieve a speci-
fied objective at least cost.

These two criteria are equally acceptable. The benefit/cost ratio,
on the other hand, is useful for ranking a list of possible actions when
the scale of activity is fixed, and the actions are not interdependent.




However, the ratio of benefits to costs is inherently an incorrect cri-
terion. (McKean, 1958; Grant, 1964). More will be said later about the
fallacy of using benefit/cost ratios.

Finally, it is inherent in government enterprises that market prices
cannot be used in appraising their social contribution. And yet, some
economic basis is needed for judging which potential government undertak-
ings are worthwhile and which are not. Cost-benefit analysis provides this
basis; it is closely analogous to methods of investment analysis used in
the market place. The essential difference is that estimates of social
value are used in place of estimates of revenues. Cost concepts useful
to the evaluation of government undertakings are virtually identical to
those used in business.
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The Analytical Process

The key elements of a cost-benefit analysis are shown in Exhibit 2.1.
After defining the problem and the objective and scope of the analysis --
a critically important step -- the assumptions on which the analysis will
rest must be specified. That second step, specifying the assumptions,
usually cannot be done exhaustively as a second step. It must wait until
we have gained knowledge that can only be obtained by attempts at many of

the subsequent steps. However, some major assumptions can and should be
specified at the outset.

Implicit in the definition of the problem, objective, and scope of
the analysis is often some indication of the alternatives to be examined.

A complete list of feasible alternatives requires, however, considerably
more thought. Furthermore, some alternatives may surface only after con-
ducting a first iteration of the cost-benefit process examining those
alternatives that come to mind immediately.

Having described the first set of feasible alternatives, the pro-
cess next entails estimating relevant costs and benefits for each
alternative. Those costs and benefits should be estimated, whenever
reasonably possible, in dollar amounts.

A natural fallout of attempts to estimate costs and benefits quan-
titatively is the identification of intangibles -- those things we cannot
reasonably reduce to dollar amounts. Those intangible considerations
should be listed and described for the decisionmaker. They should not be
neglected, for likely, they will be extremely important to the final
analysis.

Qur next step is to compare on the basis of an acceptable criterion
(as discussed in the previous section) the costs and benefits of alterna-
tives examined. At this point, or perhaps before this step, the uncertain-
ty involved in both cost and'benefit estimates should be examined. The
sensitivity of results may be tested for high and lTow estimates in the
uncertain parameters.

After the initial comparison of alternatives, it is useful to con-
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EXHIBIT 2.1
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duct a contingency analysis; that is, examine how the ranking of the
alterrnatives under consideration holds up when a relevant change in cri-
teria for evaluating alternatives is postulated. Often, at this stage
of the analysis, we must add to the assumptions originally specified for
the study, perhaps describe additional alternatives, necessitating a
reestimation of costs and benefits. In other words, we begin our first
iteration through the process.

The product of our efforts is, of course, a recommendation that
one alternative is preferred among all others examined, and this leads
to a recommended course of action for the decisionmaker, taking into
account both tangible and intangible considerations.

10
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Issues in Valuation

Those effects of a project which are characterized by increases in
consumer satisfaction or decreases in the amount of resources required to
produce goods and services may be referred to as benefits. Increases in
well-being resulting from a project are usually taken as primary bene-
fits, while demand-inducing effects and other effects generated by the
direct output are considered secondary benefits. For example, reduced
delays in the terminal control area comprises a primary benefit, while the
increased profit accruing to airport concessionaires is a demand-induced
secondary benefit.

The vaiuation of benefits resulting from a project may be thought
of in terms of the affected parties' willingness to pay. Implicit in
the willingness-to-pay concept is that such benefits should be measured
in dollar terms, and that they are therefore tangible benefits. Benefits
which cannot be valued in monetary terms or any other real measure are
called intangible benefits.

The lack of available data and empirical methods have nothing to
do with whether or not a benefit is tangible or intangible. Further-
more, failure to value in monetary terms certain project effects does
not mean that they should be excluded from the analysis. The analyst
should describe such unmeasured effects as quantitatively as possible,
though perhaps not in monetary terms. As mentioned above, such quantita-
tive information is a significant product of a cost-benefit analysis,
since there will always exist intangibles which a decisionmaker should
consider.

The value of the aesthetic qualities of an airport is, for example,
an intangible benefit. Though we are unable to conceptualize a monetary
value to assign as a benefit'stemming from added aesthetics, we most
certainly can -- and should -- ascribe to them the costs they add to the
project.

il




Assessing the true opportunity costs -- the costs of foregone oppor-
tunities -- of additions to the national aviation system is a complex mat-
ter; the need for understanding some of the underlying analytical problems
is essential.

Costs that will be incurred no matter what choice we make, or that
must be borne regardless of the decision at hand, are not costs of that
particular choice or decision. Those costs are irrelevant. Perhaps the
most common distinction drawn between relevant and irrelevant costs is
between past (sunk) and future costs. Costs that have already been in-
curred -- past costs -- are costs resulting from past decisions. For
example, the cost of constructing the Air Route Traffic Control Center
in Leesburg, Virginia, is a sunk cost. It has already been incurred, and
the amount is irrelevant to the analysis of whether or not that facility
should continue to operate in the future. Al1l costs associated with its
continued operation in the future are relevant, and should be considered
in any analysis of alternatives to its continued operation.

Distinctions drawn between various classifications of costs are
often more confusing than useful. Dean (1951) distinguishes between out-
lay and opportunity costs, past and future costs, short-run and long-run
costs, variable and constant costs, traceable and common costs, out-of-
pocket and book costs, incremental and sunk costs, escapeable and unavoid-
able costs, controllable and non-controllable costs, and finally replace-
ment and historical costs. Fisher (1971) says that some of those terms --
fixed, variable, sunk, incremental, recurring, nonrecurring, internal,
external, and so on -- are useful in distinguishing relevant from irrele-
vant costs. In the analysis of proposed government projects, we believe
the distinction between relevant and irrelevant costs can best be made by
keeping in mind that it is afways prospective differences between alterna-
tives that are significant in making a choice (Grant, 1964). This means

that all past costs and many future ones will be unaffected by a particu-
lar choice. If this concept is not kept firmly in mind, an analyst may

i




inadvertently employ average costs per unit when he should be using incre-
mental costs per unit, or the cost for a specific lot of units. This sub-
ject is discussed more thoroughly in Section 6.
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Benefit-Cost Rattio Pitfall

There is a tendency within various Federal agencies to use the ratio
of benefits to costs as the major criterion in evaluating a new project.
This tendency stems from the Flood Control Act of June 22, 1936, which rec-
ognized that the Federal government should improve watersheds if "the
benefits to whomsoever they may accrue are in excess of the estimated
costs..." Resultant practice was that engineers divided total benefits
by total costs in their search for benefit/cost ratios exceeding one. The
use of ratios usually poses no problem as long as the analysis is conducted
in the framework mentioned earlier; i.e., fixing the level of benefits or
the level of costs for all alternatives under consideration. However, it
is common to encounter studies where that framework has not been adhered
to, and meaningless comparisons were made on the basis of benefit/cost ratios.

Consider the following example. Several nondirectional radio beacons
(NDBs) provide instrument approaches to several airports. The users of
those NDBs enjoy benefits equal to $200,000 per year. The costs of main-
taining the NDBs equals $100,000 per year. It is expected that the NDBs
can continue in service another 30 years with negligible increases in oper-
ating and maintenance costs.

Four alternatives are being considered. Alternative A is to replace
the existing NDBs with instrument landing systems (ILS) costing $30,000,000
to acquire and $1,000,000 to maintain annually. Alternative B is also an
ILS costing only $25,000,000 to acquire and $1.3 M to maintain, the dif-
ference owing to its geographic location. Alternatives C and D are VHF
Omnirange (VOR) installations. Costs are shown in the Table below.

TABLE 2.1. ALTERNATIVE NAVIGATION AIDS (millions of constant dollars)

Alternative Initial Costs Annual 0&M Annual Benefits
1. Existing NDB -0- 0.1 0.2
2. A -- ILS, 30.0 1.0 5.0 1
3. B -- ILS, 25.0 1.3 4.5
4. C -- VOR] 20.0 1.6 4.0
5. D -- VOR, 15.0 2.0 3.0
14




The varying amounts of benefits for each alternative, including the

existing site, result from the fact that more users will be better served

by the more sophisticated ILS system than the VOR system and more users
better served by both the ILS and the VOR installations than by the exist-

ing NDB.

Assuming the appropriate rate of discount is 10 percent, and the

lifetime of all alternatives is 30 years, we find the present value of

costs and benefits as tabulated below, and reduce the results to a bene-

fit/cost ratio for each alternative.

the present value criterion and method.

See Section 3 for a discussion of

TABLE 2.2. PRESENT VALUE OF COSTS AND BENEFITS (millions of constant dollars)
Initial Annual Total Total B/C
Alternative Costs Costs Costs Benefits Ratio
1. Existing NDB -0- 0.94 0.94 1.89 2.01
2. A -- ILS] 30.00 9.43 39.43 47 .14 1.20
3. B -- ILS2 25.00 12.26 37.26 42.42 1.14
4. C -- VOR] 20.00 15.08 35.08 STATE 1.08
5.0 -- VOR2 15.00 18.85 33.85 . 28.28 0.84

Note that the existing NDB system provides a benefit/cost ratio of 2.01
significantly better than Alternatives A through D.
pied with the use of benefit/cost ratios, we would choose the existing
NDB system in favor of the alternatives.
accept the criterion that it is the excess of benefits over costs that

determines the preferred alternative, we would select Alternative A, the
most expensive ILS installation.

fits minus costs, below.

TABLE 2.3 SUMMARY OF BENEFITS MINUS COSTS (millions of constant dollars)

This is shown by the tabulation of bene-

If, on the other hand, we

If we were preoccu-

Benetits
Alternative Minus Costs
1. Existing NDB 0.95
2. A -- ILS] i)
3. B -- ILS2 5.16
4, C -- VOR] 2.63
5. D -- VOR2 -5.57
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Note for Alternatives A, B, C, and D, the scale of costs and bene-
fits is of the same order of magnitude. The first alternative, contin-
uing to operate the existing NDB, differs significantly from the others.
This is the typical situation that mitigates against the use of benefit/
cost ratios as the proper criterion for making a choice from among alterna-
tive proposals.

Oftentimes an analyst conceives an idea for improving an existing
situation, but has no time to search for alternative solutions. He may
estimate the benefits and costs of his single investment proposal, and
assess that proposal in terms of its benefit/cost ratio. From his point
of view, any proposal resulting in benefits in excess of its cost would
seem desirable. This method of comparing benefits to cost is certainly
acceptable as a means for surfacing proposals for top FAA management con-
sideration. The problem of overall programming of capital supply and total
capital outlay, and of conscientious screening to choose among rival pro-
posals should not, however, rely solely upon a comparison of benefit/cost
ratios.
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Benefits To Whom

Governmental activity deals with the satisfaction of fundamental
group wants that can be satisfied best by the association of all these
individuals in a particular community. Activities of this sort from
which there are no specific measurable benefits to any individual are
necessarily financed by taxes of some sort, presumably levied more or
less on the principle of ability to pay, and with no particular relation
to benefits received by the individual taxpayer.

Governmental bodies also undertake the satisfaction of individual
desires where the social interest is somehow involved. Such activities
are frequently financed by a tax or user-charge that is essentially a price
to be based as nearly as possible on the benefits received, or perhaps on
the cost of providing those benefits. This often creates a problem of
allocating joint costs and benefits to particular individuals or groups.
A good example of this type of activity is the recent controversy over the
assessment of airway user charges; another example is the construction of
highways financed largely or entirely by user taxes.

When conducting a cost-benefit analysis, it is essential that the
analyst decide from the outset whose point of view should be taken. It
is feasible to consider the economy of a proposed improvement to the
national aviation system from several viewpoints:

o That of a particular user group (air car-

riers, general aviation, or the Department
of Defense).

o That of the users of a particular set or
group of navigational aids, as in the
example in the previous section.

o That of society; i.e. all of the people in
the United States.
We emphasize that it is absolutely essential to have clearly in mind
whose viewpoint is being taken before proceeding with the cost-benefit
study.
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It is natural, and in many cases much simpler, for an FAA analyst
to take the viewpoint of a particular user group, considering only the
prospective benefits to be received by that group and the prospective
costs to be incurred by the FAA and that group in providing the benefits.
This is analogous to a study for the private corporation in which the
relevant matters are the prospective receipts and disbursements of that
corporation. It should be clear that this viewpoint is a sound one in
cost-benefit studies only when the alternatives to be compared provide
identical services to the people whom the government is organized to
serve. For instance, this viewpoint might be correct in the choice
between a concrete and an asphalt runway for a municipal airport; the
differences between the alternatives would then merely be differences in
costs to the city, assuming no Federal aid.

Where there are differences in the service, or benefits, provided
by the alternatives, we must recognize the broader viewpoint that what
the government does is simply something done collectively by all the
we

people. Following our objective to "promote the general welfare,
must consider the probable effects of alternative governmental policies
and programs on all of the people, not merely on the Federal Aviation

Administration and/or its users.

Admittedly, all of the effects on the people of a nation resulting
from improvements to the national aviation system may be hard to trace,
and doubly hard to evaluate quantitatively. Nevertheless, the viewpoint
of all of the people in the United States seems to be the correct one in
all Federally-financed programs (Grant, 1964). Although the prospective
"local" effects are relatively clear, and noticeably simpler to evaluate,
we should not Tose sight of the goal that it is all of the people in the
country whose viewpoint should be considered when Federal programs are
being assessed.

Federally-financed improvements to the national aviation system
provide benefits to some people, are a matter of indifference to others,
and possibly a detriment to still others. This raises the questions of
what are the benefits, and who gets them.
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In recent years there have been efforts made to allocate taxes, or
user charges, according to a price principle that recognizes who gets the
benefits and who is responsible for the costs. These efforts have neces-
sarily involved somewhat arbitrary allocations of joint benefits and joint
costs. Whenever possible, we should strive to identify separable costs
and benefits, and clearly understand that joint costs are inseparable; by
definition they must be allocated in an arbitrary fashion, if allocated
at all. (DOT Cost Allocation Study, 1973).

The contrast between economic studies for private enterprise and
economic studies for governmental activities is strikingly illustrated in
the difference among three transportation systems: railways, highways,
and airways. A railway company owns both the roadway and the vehicles
that operate over it; if it spends money to make improvements in the
roadway -- for instance by reducing grades or shortening the length of
its Tine -- it is compensated by saving money in vehicle operating costs.
In the cases of highway and airway systems, the money for improvements is
spent by many governmental units -- federal, state, county, and city;
operating costs, however, are paid by the many individuals who own air-
craft and vehicles rather than by these governmental units as such. In
the case of railways, their design and utilization are under the control
of one group of officials; in the case of highways and airways, their
design is under the control of many groups of officials none of whom has
direct control over their utilization, although it is much more direct
in the case of airways than it is for highways.

Although government officials cannot control highway utilization
and, to a lesser extent airway utilization, they must consider prospec-
tive utilization in arriving at economical highway and airway plans. The
general principle that all differences between alternatives are relevant
to their comparison makes it necessary to consider the probable conse-
quences to the highway and airway users, and to the general public, from
any proposal for the expenditure of funds.
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Treatment of Residual Values

Oftentimes the analyst attempts to estimate the value of resources
remaining at the end of a program where the time horizon has been set
somewhat arbitrarily, say 10 or 20 years in the future. Those amounts
are sometimes called "residual values." Because it is usually imprac-
tical to attempt to trace out the costs or benefits of a program year by
year until the end of its existence, or even for any extended period into
the future, the analyst attempts to summarize the status of the program
alternatives as of the end of the study -- i.e., the time horizon. In
comparing alternative programs, we make note of the possibility that the
resources of one may have greater residual value at the end of our arbi-
trary planning and analysis period than the other. As a practical matter,
adoption of some procedure for making estimates of residual values is
inescapeable. Explicit estimates of residual values are, however, seldom
made in practice. The analysis always implies a value whether made explic-
itly or not. Because of the value of time and the discount rate, the costs
and benefits of a program 15 or 20 years hence are, dollar-for-dollar, much
less important than those of the next 5 or 10 years. Estimation of
residual value is not really a way of escaping the task of looking into
the long-run future, because there is no way of estimating this value at
the end of, say 10 years, except by looking further into the future. The
estimated residual value of an item at the end of a given planning period
is often treated as a credit against its cost, and that value should repre-
sent future avoidable expenditures (Noah, 1965). That is, we should esti-
mate the value of an item in its most likely use at the end of the planning
period.

The concept pertaining to the value remaining at the end of the plan-
ning period also pertains to the value of assets that may be inherited from
some other use at the beginniné of the planning period. That is, assets on
hand and "availatle" for use in one or more of the alternatives being com-
pared have some value or we would not suggest their continued use. As a
matter of practice, such assets are generally treated as free, and termed
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inherited assets. Ignoring the value of inherited assets and the resid-
ual values of assets at the end of the planning period are simplifying
assumptions that, as a matter of practice, seldom cause the analyst a
great deal of trouble. Nonetheless, there are situations where both
considerations could be quite important.

See Section 3, Approximate Capital Recovery Methods, for a discus-
sion of techniques sometimes used to estimate residual values.

21




Treatment of Uncertaint:
Y

Explicit treatment of uncertainty should be provided in cost-bene-
fit analyses. The kinds of uncertainty that should be treated may be

distinguished as follows: o

0o Uncertainty about the state of the world
in the future; e.g., factors influencing
the state of the technological art, sup-
ply and demand relationships, and signif-
icant world events.

o Statistical uncertainty; i.e., uncertainty
stemming from chance elements in the real
world having a more or less objective or
calculable probability of occurrence.

Uncertainties of the second type are usually the least troublesome
to handle in cost-benefit studies. When necessary, Monte Carlo, sensi-
tivity analysis, or other techniques may be used to deal with statistical
fluctuations. But these perturbations are usually dwarfed by uncertain-
ties of the first type, which are dominant in most long-range planning
problems (Fisher, 1970). .

Uncertainties about the state of the world in the future are typ-
ically present, and they are most difficult to take into account in a
cost-benefit study. Fisher classifies techniques most often used as
sensitivity analysis, contingency analysis, and a fortiori analysis.

Suppose in a given study there are a few key parameters about which
the analyst is very uncertain. Instead of using mean or expected values
for these parameters, the analyst may successively use several values

ranging from high to low in an attempt to see how sensitive the results
are to variations in the uncertain parameters. A certain amount of judg-
ment must be used to define the full range of uncertainty; i.e. the range
from low to high for an uncertain parameter. The analyst, having succes-
sively used several values, may observe how the ranking of alternatives
changes.

If a certain aiternative is superior in all of these sensitivity
investigations, it is referred to as a dominant solution. Dominance is
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a characteristic that the analyst is always seeking, but its existence is
rare in the types of problems of concern in this guide.
Contingency analysis investigates how the ranking of the alterna-

tives under consideration holds up when a relevant change in criteria for
evaluating the alternatives is postulated, or a major change in the gen-
eral environment is assumed. Suppose, for example, that a basic analy-
sis is conducted assuming that traffic to and from a developing country
will be non-existent. We might want to investigate what would happen if
that developing country adds significantly to our estimated traffic.

Suppose a cost-benefit analysis results in the selection of alter-
native A over B. The basic analysis, however, contains a number of un-
certainties. If we resolve major uncertainties in favor of B, and find
that A is still preferred, we have developed a very strong case to sup-
port the selection of alternative A. This is called a fortiori analysis.

These three techniques are useful in a direct analytical sense, and
they also contribute indirectly. For example, through sensitivity and
contingency analyses, the analyst may gain a good understanding of the
really critical uncertainties and issues in a given problem. On the
basis of this knowledge, he might then be able to conceive a new alter-
native that will provide a reasonably good hedge against a range of the
more significant uncertainties.

See Section 7 for a more complete discussion of uncertainty, and
especially how the problem may be handled in actual studies.
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Treatment of Problems Associated with Time

In dealing with problems associated with time, much depends upon the
design of the cost-benefit study. In many instances the comparison among
alternatives made in cost-benefit studies is conducted in a static frame-
work; i.e., without regard to the timing of costs to be incurred and bene-
fits to be received. Timing considerations are, of course, taken into
account to some extent in the work leading up to the static comparisons.
For example, estimates of operational capability dates have to be examined
to help insure that the proposed future capabilities being compared are
really relevant alternatives in terms of the time period of interest.
Likewise, the time period must be given some attention to distinguish
incremental from sunk costs.

Time-phasing of costs and benefits of alternatives offers several
advantages. It gives decisionmakers explicit knowledge of the points in
time when the heaviest resource commitments of various alternatives might
occur, and tells them when benefits might be received. Also, estimates
of costs and benefits are likely to be given more careful attention when

they have to be time-phased. Finally, developing cost and benefit streams
through time for the various alternatives provides the basis for a defini- r
tive treatment of time preference.

The problem of time preference is discussed in more detail in Sec-
tions 3 and 5. Briefly, to introduce the subject, we note that Congres-
sional committees have conducted special hearings on discounting and
related matters, seminars have been held on what discount rate should be
used, papers have been written, chapters of books have been devoted to
this subject, and controversy still reigns.

We do not propose to become engaged in the controversy in this Guide.
In Section 5 we cite the discount rates to use in cost-benefit studies, and
suggest strongly that the analyst's time can better be spent improving his
estimates of costs and benefits rather than in discussions of the appropri-
ate rate of discount.

In short, a positive rate of discount is recommended because one
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generally prefers to defer the incurrence of costs and hasten the receipt

of benefits. The mathematical application of a positive discount rate is
merely a technique for introducing that preference into our formulations

of investment criteria.




Intangible Considerations

An underlying theoretical rationale of benefit measurement involves
the concept of willingness to pay. Even when other techniques are used
in practice, they are validated by reference to willingness to pay.
Extending the scope of benefits to intangibles, or indirect or external-
ity impacts, does not change the underlying concept of benefits.

The problem that intangibility creates for the analyst is not a
result of the vagueness or indefinability of the benefit described. The
problem, rather, is a consequence of the lack of markets in which the
benefit is sold. Markets automatically provide the analyst with an unam-
biguous measure of the tradeoff people express between money and the
intangible benefit.

Unfortunately, a reference by many analysts to intangibility means
that those benefits are difficult to measure for one reason or another.
That should not be the definition placed on intangible benefits or costs.
Conversely, the mere act of deriving a monetary measurement for a benefit
or cost does not necessarily eliminate the philosophical question of
whether you should come up with a monetary measure. There are theoreti-
cal reasons why there might be no dollar value for certain benefits and
costs. In those cases, the benefit or cost is truly an intangible, and
no dollar value should be placed on its measurement.

With respect to environmental protection, administrative agencies
are required by national law to expand their concept and application of
cost-benefit analysis. Thus, the National Environmental Policy Act now
mandates that many impacts of government projects that were previously
neglected as intangible be explicitly included in the planning process.

Perhaps this is fortunate. A major benefit of cost-benefit analy-
sis is the learning process induced by having to justify value placed on
particular hard-to-measure oufputs. Making assumptions explicit facili-
tates the debate. The challenge for economist and practitioner alike is
to expunge subjectivity to the greatest extent possible and at the same
time increase the breadth and application of cost-benefit analysis.
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In summary, cost-benefit analysis must first measure those factors
which can be measured in dollars. The remaining factors can then be
measured either by a sensitivity analysis from which the value per unit
can be inferred or by calculating break-even values. For those factors
which are not quantifiable in any monetary or physical form, such as
aesthetic values, this information should be presented as a side dis-
play and contrasted to net measurable benefits.
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INVESTMENT CRITERIA

The cost-benefit analysis is intended to help us choose among alter -
native means to our ends. Among those alternatives is the “do-nothing"
alternative, which in most cases means to continue doing what we are doing.
In choosing among alternatives, we must adopt tests of preference. The
process of choosing a preferred alternative involves, as one step, predict-
ing the consequences of alternative actions. Another vital step is
distinguishing preferred combinations of consequences from less desirable
ones. This step entails tha use of criteria, either explicitly or implicitly.

There is no all-purpose test of preference, for the appropriate cri-
terion depends upon what alternatives are open to the decisionmaker, upon
what aspects of the situation must be taken as given, and even upon what
kinds of measurements are feasible. Nonetheless, a few general observa-
tions about suitable criteria can be made.

When benefits and costs can be measured in the same unit, say dol-
lars, to maximize benefits minus costs is certainly an acceptable criter-

ion; it is the equivalent of making the most out of whatever actions can
be taken. We emphasize that this test is a possibility only when benefits
and costs are commensurable. To make time streams of costs and benefits
commensurable when we prefer to delay costs and hasten benefits, the simple
sum of all benefits minus the sum of all costs is not the answer to this
test. One way to allow for our time preference is to discount future
amounts and convert each stréam to its present value. For example, if we
discount future amounts at 10 percent, the present value (the value today)
of a dollar one year hence is 90 cents.

Another test of preference depends on a calculation of the internal
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rate of return provided by feasible alternatives. "Internal rate of

return" is a technical term meaning the rate of discount which makes the
present value of the project's receipt stream equal to the present value
of its cost stream. Oftentimes this procedure is used to rank alterna-
tives according to their rates of return; then we proceed down the list
until the budget is exhausted. The internal rate of the first project
not covered by the budget would then be the "marginal internal rate of
return;" if the net benefit streams from all projects in the list were
then discounted at this rate, all those with higher internal rates would
have positive present worths (present value of benefits minus present
value of costs), and would be preferred to those with lower internal rates.
The latter would, of course, have negative present worths.

The internal rate of return criterion has a shortcoming. It leaves
the following important question unanswered: If several ventures are
interdependent, which combination should be chosen? Interdependent ven-
tures are projects whose costs or benefits depend upon whether or not
certain others are undertaken. This type of question is beyond the scope
of the Guide; we have limited our discussion to a selection of one pre-
ferred action from among a number of competing alternatives.

Generally speaking, proposals for appropriation of funds to acquire
physical plant are subject to review and approval by top management in the
FAA as part of its system of budgetary control. As mentioned earlier, this
Guide is designed primarily for use by the FAA analyst developing proposals
for the appropriation of funds, not for top management use in allocating
its capital budget.
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The Capital Recovery Criterion

To cumpare alternative nonuniform series of outlays and/or receipts,
in those cases where we have a preference regarding their timing, it is
necessary to make those series commensurable. One way is to reduce each
to an equivalent uniform annual value. How may this be done?

The goal of the initial step is a year-by-year tabulation of esti-
mated outlays and receipts associated with the alternatives being examined.
Admittedly, the estimating process necessary to arrive at year-by-year
cash flows is frequently very time-consuming, and results are often un-
certain. Setting these difficulties aside for the sake of exposition,
we illustrate with a tabulation of cash flows for two alternatives, A and
B, in the table below.

TABULATION OF CASH FLOW
(Thousands of Constant Dollars)

YEAR ALTERNATIVE A ALTERNATIVE B B-A
0 ~1500 -1500
1 - 800 - 500 ’ + 300
2 - 800 - 500 + 300
3 - 800 - 500 + 300
4 - 800 - 500 + 300
5 - 800 - 500 + 300
6 - 800 - 500 + 300
7 - 800 - 500 + 300
8 - 800 - 500 + 300
9 - 800 - 500 + 300

10 - 800 - 500 _+.300
TOTAL -$ 8000 -$ 6500 +1500
R at 10% - 800 - 744 + 56

The tabulation is hypothetical; experience suggests it is almost
inevitable that certain outlays will vary from year to year. Maintenance
costs fluctuate and tend to increase with equipment age; wage rates change;
property tax rates and assessed valuations usually increase. Nevertheless,
often there is no rational basis for making different estimates for each

31




year. When this is the case, as illustrated in the table, only capital
costs require conversion by appropriate compound interest factors.

Cost stream totals may be thought of as giving the present value of
the cash flows using a discount rate of zero percent. Using a positive
rate, such as 10 percent, we may ffnd the equivalent uniform annual cost
(R) of Alternatives A and B, and compare them. The comparison provides
a basis for choosing between the alternatives.

If we let R equal the annual cost of capital recovery, P the initial
{ outlay, »n the 1ife or study period in years, L the expected net salvage
value at the end of »n years, and 7 the discount rate, then:

R = (P-L) (crf - 2 - n) + L< (1)

Capital recovery factors, indicated by "crf" in the equation above,
may be found for various discount rates and periods in Table 3.1.
a Examining the tabulation of cash flows once again, note that Alterna-
tive A has no initial outlay. The equivalent uniform annual cost associ-
ated with Alternative A is $800 thousand. Alternative B, on the other
hand, has an initial outlay of $1.5 million, and that must be capitalized.

The tabulation shows no indication of salvage values, we have suggested

the use of a 10 percent discount rate, and the period is 10 years. The
capital recovery factor for 10 years and 10 percent is 0.16275; when multi-
plied by the initial outlay, we find the amount necessary to recover Altern-
ative B's capital outlay to be $244,125. When added to the annual cost of
Alternative B, we find that the equivalent uniform annual cost for B is

$744,125. Therefore, B is to be preferred; it costs less than A when com-
pared on the basis of equivalent uniform annual values.

Now, suppose Alternative A's cost stream allows a number of VHF
receivers to operate so, at the end of five years, they will have a sal-
vage value of $200 thousand. The cash flow for Alternative B includes the
initial outlay necessary to replace the existing receivers, a reduced annual
operations and maintenance cost, an expected useful life of 14 years, and a
salvage value of $300 thousand.
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=1,

CAPITAL RECOVERY FACTORS:

SECURED FROM PRESENT AMOUNT, P.

UNIFORM END-OF-YEAR AMOUNT, R,

FERIOD
2= 1
=2

2-

3
3- 4
4- 5

M o
Wn g own

fu~N~o
o fulldo

Sl e o

Do lfon

0,12039
8. 11283
0. 10545
0.10102
0. 09634

0. 02227
0. 03370
0. 02555
0, 03275
U. 03024

0.07200
0.07527
0.07414
0. 07247
U, 07095

0. 06712
0. 05609
0. 06505

0.06413
0. 05223

0. 05178
0. 08107

0, 05472

INTEREST FATE

0. 13280
0.170732
0. 19577
0. 14553

0.12A70

0.11329

0.10329
0.10600
0.10303
0.10041
0.02209

0. 0396032

0. 0z201
0. 02142

0. 07?279

0. 07759
0., 7741
0. 67723

N.usenNe

10, 0%

1.10000
0.57613
0.40211
0. 31947

. 2R3E0

cocoooo
.
v e i3 O

0.14073
0.1357%
0.13147

0.12782
0. 12468
0.12193
0.11955
0.11745

0.11562
0.11401
0.11257
0.11130
0.11017

0.10916
0. 10526
0.10745
0.10672
0.10:03

0.10550
0.104597
0. 10450
0.10407
0.10359

0.10334
0.10303
0.10e7S
0.10849

0. 10226

0.1920%9
0. 10126
0.10183
n.10153
0.10139

0. 10125
0.10115
0.10104
0. 10055
0. 1005

0.17211
0.1651%
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The example may now be summarized as follows:

Alternative
A i o
Initial Outlay, $ x 10° Sunk 1500
Life, Years 5 14
Salvage Value, $ x 10° 200 300
Annual Outlay, $ x 10° 800 500

Since the initial outlay for A is sunk -- i.e., irrelevant because it is
past and has nothing to do with the comparison of prospective costs --
formula (1) above as applied to A becomes:

R = Li = $200 (0.10) = + $20

When $20 thousand (a benefit) is subtracted from the annual cost
of $800 thousand, the equivalent uniform annual value, R, is $780 thou-
sand.

For Alternative B we find:

(1500-300) (crf - 10% - 14 yrs) + 300 (0.10)
(1200) (0.13575) + 30 = $193

R

To B's capital recovery amount we add its annual outlay of $500
thousand to find R, or $693 thousand. Alternative B is still preferred.

Historically, capitalized costs were widely used for many years,
particularly by civil engineers. The widespread use of capitalized costs
probably had its origin in Wellinaton's classic work, The Economic Theory
of Railway Location (1887). Wellington published during a time when most
engineers worked for railways during at least part of their career, and he
influenced the thinking of the entire engineering profession. Grant,
whose first book on engineering economy was published in 1930, still pre-
fers to use capitalized costs when making comparisons. He prefers that
method over the present value method which has in more recent years been
advocated by economists writing on the subject of cost-benefit analysis.
Grant recognizes that the present value method is somewhat easier to com-
pute in problems where irregular series of outlays are involved.
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The Present Value Criterion

We emphasize that, given the same interest rate and the same esti-
mated series of outlays, comparisons by the capital recovery criterion
lead to the same conclusion as comparisons by the present vaiue criter-
ion; i.e., reducing or discounting future outlays/receipts to an equiv-
alent present amount using a stipulated rate of preference. Two tech-
niques for treating the present value criterion are discussed below:
discrete and continuous compounding.

A common convention in mathematics of finance assumes that cash
flow occurring throughout a year is concentrated at year end. An altern-
ative convention is to assume that cash flow taking place during a year
occurs uniformly throughout the year. Tables giving present value fac-
tors for both assumptions are included in this section.

To explain the tables it is necessary to develop the formula for
present value. The following symbols and meanings are used:

7 = an interest rate per interest period

= a number of interest periods »
a present sum of money, the principal

»w v I
]

= a sum of money at the end of »n periods
from the present date that is equiva-
lent to P with interest <.

If P is invested at interest rate 7, the interest for the first year
is P7 and the total amount at the end of the first year is P + PZ, and
that is equal to P (1 + 7). This is the formula for the compound amount,
S, that may be obtained in n years from a principal, P.

S = P (1+1)° (2)

Now, if we express P in terms of S, ¢, and »,

P = S 1 (3)
]
or, P = 8§ (1 +4)"
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P may then be thought of as the principal that will give a required
amount S in »n years; in other words, P is the present value of a payment
1 of S to be made »n years in the future. The discrete compounding table,
3.2, is based on formula (3) above.

Before explaining the continuous compounding table, it is necessary
to discuss the relationship between nominal and effective interest rates.
Many loan transactions stipulate that interest is computed and charged
more often than once a year. For example, interest on deposits in savings
banks may be computed and added to the deposit balance four times a year,
or compounded quarterly. A loan transaction in which interest is charged
at one percent per month is sometimes described as having an interest rate
of 12 percent per annum. This is misleading, however, and in actuality,
this rate should be described as the nominal rate per annum compounded
monthly. The monthly compounding at one percent has the same effect on
the year-end compound amount as charging a rate of 12.7 percent compounded
annually. The effective interest rate is therefore 12.7 percent.

The more frequent the number of compoundings during the year, the
greater the differences between the values of nominal- and effective rates
per annum. This difference is greatest in continuous compounding, where
an infinite number of compoundings is assumed. In the language of the
mathematics of finance, the nominal rate r used in continuous compounding
is referred to as the force of interest. The mathematical relationship
between nominal and effective interest is described using the following
symbols:

i

m number of compoundings per annum

i

r the nominal interest rate per annum
Therefore, the effective interest rate per annum is,
r\m
(1 + . ) AL | (4)

The tabulation below shows the values of force of interest to yield
various integral values of effective interest rates.
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EFFECTIVE

RATE PER FORCE OF
ANNUM, % INTEREST, %
3.500 3.44014267
4.875 4.75989788
7.500 7.23206615
10.000 9.53101798
12.500 11.77830357

The force of interest rates shown above are calculated by taking
the natural logarithm of the effective rate plus one; e.g., 1n (1 + .035) =
.0344014267 or 3.44 percent.

To be specific about the figures in the continuous compounding table,
3.3, note the first period's figure under the 10 percent column. It is
0.35382. It is calculated using the following formula from Grant (1964):

p v riad (5)

z
re

Substituting the force of interest, », as given in the above tab-
ulation, yields 0.95382. A1l subsequent figures in the 10 percent column
are the product of 0.95382 and the appropriate present value factor given
in the discrete compounding table. For instance, the figure of 0.71662
for the period "three to four" in continuous compounding, at 10 percent,
is equal to 0.95382 times the discrete compounding value at 10 percent,
at the end of the third year, 0.75131.

Where the series involves a uniform set of outlays/receipts per
period, R, the present value may be found more readily with this equation,

T\
PR i -1 (6)
£ (1+7)"
Table 3.4 contains present value factors for uniform series. For
example, the present value of $1000 laid out at the end of each year for
10 years is $6,144.60 if the appropriate rate of discount is 10 percent.
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TABLE 3.2. DISCRETE COMPOUNDING: PRESENT VALUE OF ONE "ritAn = OWING
AT END OF STATED PERIOQODS.
INTEPEST FATE
S.0% 7s 10.0% 12.5% 1%.0% 20.0% ve 0%

PERIOD ==-==== =—r-ccce  comemcce ccmemme mmedeee s e
0- 1 0. 0.33023 0.333233 0.=0000
i- 2 0. 0,.3n533 0.69444 0 ¥
2= 3 0. Da a. 57370 a.€1200
3- 4 0. 0.43225 0, 409
- 5 0. 0.40123 a.

5= 6 0. =4 0.54447 0, 23490 a,

6~ ? U. R u_.1 1 N, 27903 0.2

7= 8 0. i A = 0.23257 0.16777
8- 9 0. )] 0.19321 0. 13822
9-10 0. 1 0.16151 0.10732
10-11 0.53463  0.45 7 0.13459 0. 03990
11-12 0.5%524  0.41° 0.24222 0.1%691 0.11216 0, (n372
12~-13 0.53032 0.39 0.21622 0.16252 0.039348 U, 05433
13-14 0.50507 0.35 0.19225 0.14133 0,07739 0. 0439
14-1% 0.42102 0,32 0,17029  0,12233  0,06491 0. 03513
15-16 0.49311  0.31439 0.15190 0.0%409 0.0281S
16-17 0.42630  0.2%245 0,.1250¢e 0. 04507 0. vcese
17-18 0.41552 0Q.e7205 0. 12002 AU 0. 03755 D. 012301
18-19 0.39573 0.2853207 0.10885  0.07027 0.03130 . 01441
19-20 0.37632 0.23%41 0.02433 0.05110 0.02603 0.01153
20-21 0.3%394 0.21899 0.02429 0.0S313 0.02174 0, 00322
21-22 0.34185 0.20371 0.07493 0.04e20 0.01911 0, 00738
22-a3 0.32557 0, 1=uﬁ0 0.066R0  0,04017 0.01509 0, 00S20
23-24 0.31007 2 0.05920 0.034%2  0,01298 0, ouarve
cd4-25 0.29530 0.1640* 0.05&w2 0.0203% 0,01043 0, 00378
25-26 0.23124 0.152%4 0.04673 0.02¢42 0.00874 0.00302
26-27 0.26725 0.14190 0.04153 0.02297 0,00728 0. 0nz4e
e7-28 0,25503 0,13200 0, 03035  0,01%37  0.00607 0,00193
23-29 0.24295 (@.12279 0.032285 0.01737 0, 00506 0. 00159
23-30 0.23138 0.11422 0. 0*131 0.02920 0.01510 0.00421 g.o0n124
30-21 0.05210 0.02596 0.01313 0.00351 0.00039
31=32 0.04736 0.02307 0. nlld’ 0. 00292 0, auoee
32=33 0, U4\Hh 0.02051 0. 0.00244 0. 000s3
33-34 0.01222 0. 0.00203 0, 00051
34-23% 0.01621 0. 0. 00169 0. 00041
35-36 N.17266  0,07401 0.01440 0.002S2 0,00141 0, 00032
26-37 0.12444 0, 05225 0,01 0.00%es  0.00113 0, 00026
37-33 D192l 0, Hnd03 D.01122 0, 00434 0, 00033 0, 00021
33-39 0.14915 0, 09958 0.01012 O0,00429% 0,00032 ¢.nonN1?
Z3-40 2.14205 0, 09942 0 na“u= 0. 00293 9, 00273 0, 00082 . onn13
40-41 0. 05195 0,02003 0,007923 Q.00325 0, 00057 0, 000114
41-42 N 04735 0, 01328 0,00711 O.ongae 0. 00047 U, nunna
=475 U, 04d4el 0,01 0 0,008%2 0.0024%  0,00039 g, 00007
43-44 0, 04150 0150 0, 005 L00212 0, 00023 0, 00oas
44-4% U, 03300 0 01372 0,00433 0.00136 0,00027 0. 00004
4%-95 0. 10200 0, 01247 0, un444 0.00fn1  G,00022 0. 0nnn3
4r-47 0. 10035 n,o1124 > . 00140 0, 00019 0. 00003
4/7-42 0, 0aeld (LD WD | O, 00125 N, 00016 N, a0
B 0, u31Sn 0, DUET e Y s A 0, anope
44-50 e D270 0, 00252 0, NnEes e =2 0, nnngt i, ]

Assuming discrete compounding (end
jous stated rates per annum,

of year convention) of interest at var-
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TABLE 3.3. CONTINUOUS COMPOUNDING: PRESENT VALUE OF ONE DOLLAR FLOWING |
UNIFORMLY THROUGHOUT STATED PERIODS.

INTEFELT
PERION :
0- 1 g
1- & |
2= 3 |
3- 4
4- 5 0. 72226
3= & 0.57197 N.4nd 0
6~ 7 .40243
7- 8 I 0. 35029
8- 9 0.54031  0,4449%7 G, 30503
9-10 0.50217 0.40451 0.26529 0.12020
10-11 0.99313 0.4n2058 AT TS 0.23069 0.03n24 »
11-12 0.57055 0.42541 13431 O.c00n0 O, 799
12-13 0.54347 0.4050Z2 033z 0.,17443 0, 05159
13-14 A.51759 ©.37677 veS9 0.15168 0,08544 0. 04327
14-15 0.49234  0.35049 S117 0.13190 0.07120 0.03242
18-16 0.45947  0,32603 0.223834 0.16121 0.11489  0,.09933 0.02154
16-17 0.44712 0.30339 0.20753 0.14330 0.09%72 0, 04944 0, 02523
17-13 0.423532 0.&83213 0.182371 0.12727 0.03672 0,04120 0.02018

18-19 0.40555 0.26244 0.17155 0.11322 0.07541 0.03434 0.01615
19-20 0.33624  0.24413 0.1559 0.10064 0.00553 0,02861 0.01292

20-21 0.36734 0.22710 0.14173 0,023946  0.05702 0.023234 0.01033
Zl=g& 0.35033 N & 0,07952 0.043%2 0,013237 0.0 4
ee<e3 0.332c4 0 S 0,07063 N.04212 0,015 0. 00861
23~24 0.31776 0.123231 0.106852 0,06283 0.02749 0.01320 0.0052%
24-¢5S 0.30262 0.17005 0.0968 0.05525 0.03260 0.01150 0.00423

0.28321 0.15819 0.02203 0,04%9R4 0.02335 0.00953 0.00333
0.27449 0,14715 0.03002 0,04413  0,0248S  0,00792 0. 00271
0.2e142 : 0,02322 N.02144 0. 00665 0. 00217

o

0.243297 & 0,02427  0,.01364  0,00955 0.00173
0.23711 0.1134S 0.02023 0.016&1 0.0048E8 0.00139
g.22532 0.11019 0, 02799 0.01410 0.00111
0.21507 : 0,02449 0.012c8 0. 00039
1.20433 0,02177 00,0108 n,apov
0,13507 0, 01935 ¢, 00327 (U G
0.13579 0.01720  0.00308 U, 0004s

0. 0VATS
.07140
U, usnde
0.0517%
0. 05747

0,01529 0.00701 0.00155 O, 0003
n, 01399 e D003 N, 0012= 0., 000s2
0. 01203 0, 00530 G, aagar , ua¢e3
0,01074 N, 00401 U e N, unn1=
0, 00954 0, 00401 G, Q0G7S v 0001S

N.05248 Q. 02107 0, GO243 o, 0002 0,00012

0, 04973 0.0191n 0, 007S 0, 0O0S2 L, oangn
0. (4edr. G, 01742 0, 00n70 0, 00642 0, 00003
0, N4=204 U D15 0, 0053 O, 000 s O, L
(A RIS . 0t423 0, 00850 O, 00030 0, 0nnns
N, 04 30% n, on4c D, 00173 0, NNNES Ve iinNg
D, 01120 H, Ung 1= N, NN1sy 0, ool O, NG
0, 0103% n,nnxte N, nny =t 0, ooy 0, N2
(U R N, 00x:31 vonur1e .Ul g e ng
0N, po=sy 0, ONg«d D D=3 o, unpy e U, uuung

Assuming continuous compounding of interest at various stated effective
rates per annum.




TABLE 3.4. PRESENT VALUE FACTORS -- UNIFORM SERIES PRESENT AMOUNT, P,
SECURED FROM UNIFORM END-OF-PERIOD AMOUNT, R.

INTEFEST FATE

S.0% 7.5% 10. 0% 12.5% 15.0% 20. 0% 25. 0%
PERIOD ~—e—==r srmccces cscsscs esesess sececes Seeseee ——eee-
0~ 3§ 0.9%524 0.330 0.:3889 0. 8696 0.8333 0.:
1=~ 2 1.29%4 1.6730 1.6257 1.5272 1.
e= 3 2.7232 2.e00 2.3813 2.2832 2.10e5 )
3- 4 3.9450 3. 3493 3. N0S5 2.2550 2.5837 e
4- S 4.3295 4, 0459 3.5508 3.3522 2.9905 Ee
S= 6 S. 0757 4.6 4. 2.7245 3. 3255 S
6~ 7 S.75R4 S 3 4.1604 3.6046 i
7~ 8 B.4532 5.8 4.8 4.4273 3.8372 e
8~ 9 7.1073 6.3 3 4.7716 4.0310 <
9-10 7.0217 6.8 S S. 0183 4.1925 <
10-11 Te3 S.8102 S.2337 4.3271 3.
11-12 Tl 5. 0939 5.4206 4.4392 3.
12-13 3.1 H. 2R3 S.5831 4,.5327 o
13-14 9 26 85.458 B.4520 S.724% 4.6105 3.8
14-15 10.3797 8.8 6.56323 5.8474 4.675S 3.
15-16 10.2378 29,1415 7.823¢ 6.78348 S5.9542 4,.729% 3.
16-17 11.2741 9.4340 2.0216 6.9193 5.0472 4.7746 e
17-123 11.68% D.7060 3.2014 7. 0393 5. 1280 4.2122 3.
18-19 12. 0353 9.9591 3. 3849 7.1465 6.1982 4.3435 Be
19-20 12.4622 10,1949 2.5136 7.2414 6.2592 4.83696 5
20-21 12.8212 10,4125 3.6437 7.329% 5.3125 4.8913 S
21-22 12.1630 10,8172 8.7715 7.40058 B, 3587 4.3094 3y
2e=23 13.4236 10,8067 2.13822 7.4E72 6, 3983 4.924% o
23~24 13.7936 10,9830 2.9247 7.5264 B.d4333 4.9371 <
24-2% 14.0929 11,1463 3.0770 7.5790 H.4641 4.947n 3.
25-26 14.3752 11.2995 2.1509 7.5258 6£.4906 4,9563 3.
26=27 14,5430 11,4414 9.2372 7.6K74 56,5135 4.9636 3.
ev~22 14,3931 11,5724 Q, 2086 7.7043 5.5335 4.9R97 s %
28~-29 15.1411 11,6982 9.3698 Terare 5,5509 4.9747 e 18
23-30 15.3725 11.2104 2.4269 7.7664 6. 5660 4.3733 3.
30~-31 15.59a8 11.9165 9.4790 el Ied 4.9224 e
31-32 15.80287 12,0155 2.5264 7.2154 4.95854 3
32-33 16,0025 12,1074 2.5594 7.8359 4.9878 < S
33~34 16,1929 12.1929 F.e036 7.3942 4.9893 3e
34~35 1. 3742 XL.L?&S 2, 6442 7.3704 4.9915 e P
35~36 12,3465 9.6765 S 3.
36-37 12.4154 9.7059 L) 3.
37~3% 18,4794 S.raa? 2 <
33~-39 12.5390 9.7570 1 3¢
33~40 12.5244 9.7791 1 3¢
40~41 1-9) 3.
41-42 32 3.
=43 a5 2
43-44 91 3
44-45 (3% 3
45-46 7.9R45 <
46-47 79625 g
47-42 7.3720 E
42-4% ¢ 9791 3
49-50 T.9773 3
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Internal Rate of Return Criteron

The internal rate of return is defined as the interest rate that
equates the present vale of the stream of expected future net benefits
to zero.

In his dissertation, Sutton (1968) notes that the present value and
the internal rate of return criteria are seen to be consistent decision
algorithms in the sense that both lead to maximization of the present
value of returns. He says that the internal rate of return criterion is

often rejected on grounds that there may be no unique value of the
internal rate of return associated with an investment option. He con-
cludes that rejection of the criterion on grounds of non-uniqueness of
the internal rate results from efforts to extend a two-period definition
of the criterion to a multiperiod analysis in general.

Grant (1964) also recognizes the non-uniqueness problem. He notes
that the calculation of rate of return may be expressed by an algebraic
equation in which the interest rate is unknown, and that certain of
these equations have two or more roots. Although analysts should be
aware of the circumstances under which two or more different rates of
return may be computed from the same cash flow, Grant's experience is
that those circumstances are rarely a source of difficulty in actual
studies.

The formula for finding the internal rate of return i1s simply the
present value formula (given in the preceding section) solved for that
particular value of interest, i, that causes the present value to equal
zero. In other words, the same basic equation is used for both methods,
but in the present value method the discount rate is specified and the !
present value found, while in the internal rate of return method the
present value is specified to equal zero and the value of ¢ that forces
the present value to equal zero is found. Perhaps the fact that the
internal rate of return is found by trial and error accounts for its
secondary use when compared to the present value method.

Under ordinary circumstances, the present value and the internal rate
of return criteria give identical rankings to mutually exclusive projects.
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Therefore, using either of the criteria will result in the seme selection
when choosing among competing projects. The internal rate cf return cri-
terion is especially useful when comparing three or more alternatives,
particularly where the alternatives relate to different proposed levels
of investment. However, it will give spurious results when one (or more)
of the alternatives has a positive net benefit stream and no initial costs,
the case when initial costs of an existing alternative are sunk.

In the example in Section 2, Benefit-Cost Ratio Pitfall, the present

values cf cost and benefit streams were found for five alternatives. The
alternatives were ranked on the basis of the excess of benefits over costs,
and ILS1 was found to be preferred. Using the same example, we may find
the internal rate of return for each alternative, as in the table below.

Table 3.5. Summary Comparison of Alternatives

Benefits Internal
Alternative Minus Costs Rate of Return, %
1. Existing NDB 0.95 ' 0
2. A -- ILS1 L. 71 12.992
3. B -- ILS2 5.16 12.418
4, C -- VOR1 2.63 11.548
5. D -- VOR2 - 5.57 5,217

Note that the internal rate of return method, when applied to this
particular example, gives a spurious answer for the first alternative.
This is because the rate of return necessary to equate the present value
of a stream of net benefits offset by zero initial cost is infinite.
Thereafter, however, the rankina of alternatives by all three methods --
benefit/cost ratio, present value, and internal rate of return -- is
identical.

The peculiar nature of this example insofar as the rate of return
method is concerned has to do with the description of the first alternative.

42




In effect we are asking what the return is when we get something for

nothing. Of course, it is infinite. Because the internal rate of return
is designed to treat return on investment, it is inappropriate to a prob-
Tem in which one of the alternatives requires no investment, as in Altern-
ative A.
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Approximate Capital Recovery Methods

In the section above on capital recovery, we showed how to convert
an initial cost, P, into an equivalent uniform annual figure (the capital
recovery amount) over a stipulated period of time. To make this conver-
sion, we must assume an opportunity rate of interest, 7, an estimated
life or study period, »n, and an estimated salvage value, L, at the end of
the Tife or study period. This equation, which involves the use of
the capital recovery factor, is independent of depreciation accounts.
However, in some economics studies that use the method of annual costs,
various combinations of depreciation and interest figures are used. The
total of depreciation plus interest is intended to serve the same pur-
pose as our annual cost of capital recovery with a return. For example,
this concept was emp’oyed in a recent Department of Transportation Study
(1974). The method in that study treated the cost of capital as a flow
rather than as a stock measure, and included two components: opportunity
costs and depreciation costs.* The interest rate is assumed to be the
measure of the opportunity costs incurred when funds are used to purchase
capital. This rate reflects what the funds could earn in another invest-
ment, ceteris paribus. An appropriate estimate of the rate paid for funds
by government agencies was the U.S. Government taxable bond rate. The
depreciation component reflects the loss of economic value of the capital
assets due to a loss of efficiency and loss of remaining life. The depre-
ciation rate was calculated using a 1.5 declining balance formula, expressed
as follows:

1.5

Annual Depreciation Rate = E<timated LiTe

Applying the method of the DOT study to find ARTCC and tower capital

*

This study actually included three components of direct capital
cost: interest, depreciation, and revaluation. The revaluation rate
was defined as the change in the market value of assets caused by fac-
tors other than aging. For purposes of illustrating our example, their
treatment of revaluation is not included.
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costs, a task conducted as Phase 1 of this contractual effort, we found

the annual rate per dollar of capital stock as in Table 3.6.
Using the declining balance method of depreciation, with a rate of
1.5, the DOT method overstates the capital recovery amount; for example ;
at an opportunity rate of 7 percent, the overstatement is by more than 50 %
percent. Fortuitously, the method overstates the capital recovery amount i
by much less when the capital recovery is calculated at the OMB-sugagested
opportunity rate of 10 percent. If the straight-line depreciation method
had been used, the results would have closely approximated those found by
the capital recovery method using an opportunity rate of 10 percent.
The method of depreciation plus opportunity costs gives satisfactory
results in some cases and misleading results in others. An example of mis-
leading results was given above. The analyst using depreciation methods to
approximate capital recovery amounts, or to estimate the portion of origi-
nal costs to be charged during the time period of his study (for purposes
of estimating residual values), is interested in calculating the cumulative
depreciation charge through the year representing his time horizon. The
equations given below allow one to calculate that charge directly.
The symbols used in the equations are defined as follows:

» = number of years from present to time horizon
F = first or original cost

S = estimated salvage value at end of useful Tife
L = useful life in years

» = depreciation rate expressed as a decimal
= interest rate

In the straight-line method the full useful service life and pro-
spective net salvage value are estimated. Given the first cost of the
asset and the number of years to the time horizon, the relationship for

the cumulative straight-1line depreciation charge through year » (SLY) 15

SL” = E—[——é " (1)




TABLE 3.6. DIRECT COST OF CAPITAL IN AIRWAYS

Structures Equipment
A. DOT Method
(1) Interest Rate, < 0.0699 0.0699
(Bond Rate)
(2) Depreciation Rate, r 0.0600 0.0905
(1.5 Declining Balance)
(3) Life, years 25 16.57
B. Straight-Line
(1) Interest Rate, 7 0.0699 0.0699
(Bond Rate)
(2) Depreciation Rate, r 0.0400 0.0600
C. Capital Recovery
(1) 1Interest Rate, < 0.0699 0.0699
(Bond Rate)
(2) Capital Recovery 0.0857 0.1037
Factor, crf*
D. Capital Recovery
(1) Interest Rate, 7 0.1000 0.1000
(OMB A-94)
(2) Capital Recovery 1.1102 0.1259
Factor, crf
E. Sums
(A) DOT Method 0.1299 0.1604
(B) Straight Line 0.1099 0.1299
(G} erf @ 7% 0.0857 0.1037
(D) crf @ 10% 0.1102 0.1259

*crf = i—i}-:-ilz
(1 +i)"1
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One rationale given for the use of the declining balance method is

that assets reaching their final years of usefulness are generally employed
in a standby or other secondary status. With this method a given rate is
applied each year to the unamortized cost (i.e., that portion of original
cost not already written off). The rate is sometimes expressed as a mul-
tiple of the straight-line rate. For example, an asset with an estimated
11fe of 20 years and zero salvage value has a straight-line rate of five
percent per year (100%/20 years); the double-rate declining balance method

i would apply a rate » of 10 percent for that asset. Unlike the other meth-

. ods of depreciation, the declining balance method does not write off all
the original cost of the asset, even for those assets estimated to have

*; zero salvage vaiue. That is, the prospective salvage value is disre-

garded; the rate r is calculated as:

multiple of straight-line rate (2)
estimated Tife in years

and the equation for DBr, the cumulative depreciation charge through year
i

g, = F«F({1«n) (3)

The sum-of-the-years digits (SOYD) method adds the corresponding
to the number of years of the estimated useful life. In the first year the

write off is equal to the fraction of original cost found by multiplying

by the estimated useful life divided by the sum of the digits, and in the
second year by the estimated useful life less one divided by the sum of

the digits, etc. The equation for SOYDn, the cumulative depreciation charge
through y=ar =, is:

SO0 = (F - S) [l_(LZLTLi?l‘lTl} (4)

The above method writes off about three-fourths of the cost in the
first half of the estimated useful life.
The sinking fund method writes off less cost during the first half
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of 1life than in the last half. Imagine a sinking fund into which uniform
end-of-year payments are made during the lifetime of the asset. Assuming
the deposits draw interest at rate 7, the depreciation charge in any one
year is equal to the sinking-fund payment plus interest on the imaginary
accumulated fund. The cumulative sinking fund depreciation charge
through year n (SFn) is found by solving:

. 3 i (1+4)" -1
SF. =" (F ~3§) [(1 A 1] [ v ] (5)

Exhibit 3.1 shows the general shape of the curve describing each
method of depreciation discussed above. In summary, we do not recommend
the indiscriminate use of methods of depreciation for estimating capital
recovery amounts or for estimating residual values. In the former case,
the use of the proper capital recovery technique is no more difficult
than the approximation methods. In the latter case -- estimating resid-
ual values -- the use of an appropriately selected depreciation method is
often the best one can do, and in some cases far better than ignoring the
problem.

EXHIBIT 3.1
DEPRECIATION FUNCTIONS

10 percent sinking fund
Straight line

Double declining balance
Sum of years' digits

OO@™>

UNAMORTIZED COST

AGE YEARS L
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Analysis for Retirement and Replacement - An Exzample

Of particular interest to the FAA is the retirement and replacement
of air navigation facilities. Various causes of real property retirement
include: (a) improved alternatives, (b) changes in service requirements,
(c) changes in the old assets themselves, (d) changes in FAA require-
ments, and (e) casualties. These causes are not necessarily mutually
exclusive; for instance, an asset may be retired partly because of obso-
tescence, partly because of inadequacy, and partly because of increasing
annual costs for repairs and maintenance.

Generally, assets are retired even though still physically capable
of continued service. The disposal of an asset by its owner is referred
to as a retirement. Not all retirements involve scrapping the retired
asset. Many assets retired by the FAA may be used by other owners before
reaching the scrap heap. If an asset is retired and another asset is
acquired to perform the same service, we call this a replacement.

Frequently new assets are acquired to perform the services of exist-
ing assets, with the existing assets not retired but merely transferred
to some other use -- frequently an inferior use such as standby service.
In those cases, the acquisition of the new asset is also described as a
replacement.

Terborgh (1949) coined two terms that simplify explanation of the
principles of replacement decisions. An existing old asset, considered
as a possible candidate for replacement, is called the defender. The
proposed new replacement asset is called the challenger. The terms are
appropriate and we have adopted them for use in this discussion. In
many replacement studies a common assumption regarding the defender is,
if retained in service at all, it will be kept for a relatively short
time. In contrast, the appropriate assumption regarding the challenger
may be, if acquired, it will be kept for its full economic 1ife. These
alternatives have different service lives, a usual feature of studies in
replacement economy.

An example taken from the early 1960s will serve to illustrate the

special characteristics of replacement studies, a type of study not uncom-
mon within FAA.
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EXAMPLE 3.1*

Given: The FAA operates 7,015 tube-type receivers at an
annual cost of $1,558,000. The initial cost, including
installation, of replacing the existing receivers (the
defender) with solid-state receivers (the challenger) is
$2,456,400. The new receivers may be operated and main-
tained for $519,000 per annum. It is estimated that the
tube-type receivers have an expected additional lifetime
of five years, and the solid-state receivers 20 years.
The present net salvage value for the existing receivers
is $50,000, for the new receivers $100,000. If the exist-
ing receivers are retained another five years, their net
salvage value is estimated to be negligible. The appro-
priate discount rate is 10 percent.

The Alternatives: (A) Retain the existing receivers for

five more years, or (B) replace them now with solid-state
receivers.

Find: Equivalent uniform annual costs of the two alterna-
tives.

Solution: From the viewpoint of a replacement economics
study, the capital recovery costs of the defender must be
based on its present salvage value, an opportunity fore-
gone by Alternative A. Therefore,

Retain Existing Receivers

(A) R = ($50,000) (crf - 10% - 5 yrs)
= ($50,000) (0.2638) = $ 13,190
Equivalent uniform annual costs = 1,558,000

$1,671,190

< ;
Taken from a case study prepared during the 1960s by Professor

R.F. Vancil, Harvard University, for the U.S. Civil Service Commission.
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(B) R

($2,456,400 - $100,000)(crf - 10% - 20 yrs)
+ $100,000 (0.10)
($2,346,400) (0.11746) + $10,000

= $286,783
Annual 0&M = 519,000
Equivalent Uniform Annual Cost = $805,783

In this comparison of total or life cycle costs, service over the
same number of years is an implied assumption. The assumption is con-
cealed by the use of equivalent uniform annual costs (Noah, 1965). A
similar comparison using the present value criterion may be made, but
it would be necessary to describe the alternatives so that service is
provided for the Towest common multiple of lifetimes. The alternatives
may be described as follows: (A) retain the existing receivers for five
more years, then replace them with solid-state receivers having a useful
life of 20 years (a 25-year life cycle), or (B) replace existing receivers
now with solid state receivers (a 20-year life cycle).

The lowest common multiple of lifetimes associated with the two
alternatives is quite long -- 100 years -- and their cdmparison on the
basis of present value, while providing a ranking identical to the capi-
tal recovery criterion, would be cumbersome.
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SOME USEFUL VALUES
R.A. Groemping

A Framework for Estimating Benefits

The benefits of a government project can be considered as the sum
of the benefits accruing to all individuals affected by that project.
Benefits accruing to the users of the national aviation system and to
society as a whole are dependent upon planning and action to ensure
adequate capacity, minimal delay, and reasonable safety.

Adequate capacity of an ATC system is its ability to accommodate
the demands of its users while maintaining a reasonable safety level
without imposing undue delay. Inadequate capacity can lead to a restric-
tion of the number of flights which can use the airport's facilities.

The cost of passengers being denied service by a restricted number of
flights can be measured using the concept of consumers' surplus.

Aircraft delay in the air terminal control area causes unexpected
operating costs for airlines and lost time for passengers. These are
measurable costs of delay. Delay also creates undesirable externalities
such as noise, air pollution, and excessive energy consumption. Avoid-
ance of the costs of delay predicted for future levels of airline activ-
ity is measured as a henefit to future users.

The value of improvements in safety is approximated by the value
of aircraft not damaged or destroyed and passengers not injured or killed.

Capacity

The concept of consumers' surplus as a measure of the value of ade-
quate capacity in regulated industries goes back to the work of Hotelling
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in the late 1930's. It has recently been applied to air transport pric-
ing by de Neufville and Mira (1974) and was considered by the Aviation
Cost Allocation Study team (1972).

Consumers' Surplus Applied to an Individual Air Terminal. In the

case of an air terminal which is unable to provide the quantity of ser-
vice demanded, the concept of consumers' surplus can be used to assess the
magnitude of the cost of consumer satisfaction foregone, and accordingly
the benefit of increasing capacity to provide the quantity of service
demanded. Exhibit 4.1 shows how the concept of consumers' surplus can be
applied to an individual air terminal. Enplanements are designated Q and
the fare F. The curve D is the demand curve. It shows that as the price
of a good or service increases, less of that good or service is demanded
by consumers. The curve C is the average cost of providing the good or
service as a function of quantity offered. This cost is assumed to include
all indirect costs and profits to the supplier. The cost curve for air
transportation is assumed to be horizontal in the region of interest. 1In
the absence of constraints such as capacity, equilibrium would occur at
the point P, where an amount § is bought at a fare F. - Scheduled air fares
are, however, not determined by market forces. They are requlated by the
CAB. It is assumed here that fares are being set at what would be the
free-market price.

The demand curve slopes upward to the left of point P indicating
that there are customers who would be willing to pay more than F for air
transportation. These customers are receiving a net benefit which is the
difference between what they would be willing to pay and what they are
actually charged. This difference is the consumers' surplus. The cross-
hatched area in Exhibit 4.1 is the total of all the individual surpluées.
It has the units of dollars per day, and it represents the net benefit,

as perceived by the customers, of the existence of air transportation ser-
vice in the city pair market. |

If an airport involved in serving a city pair has a capacity less '
than unconstrained demand, the full quantity of unconstrained demand, Q,
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EXHIBIT 4.1

UNCONSTRAINED DEMAND AND COST CURVES

E Consumers' Surplus

UNIT FARE ]
OR COST
\
- '[ 1 f\ P
F RS c
|
|
| D
|
l
{
L -
Q Q

ENPLANEMENTS PER DAY
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cannot be served. The change in total consumers' surplus for this city
pair which occurs with the reduction of available capacity is dependent
on the mechanism used to reduce the travel volume. A pricing mechanism
will be shown to be clearly superior to a random rejection mechanism, a
"do nothing" approach.

A Pricing Mechanism. Raising the price of the service until the
demand equals the available capacity can be done by means of taxation.
The effect is illustrated in Exhibit 4.2. The new fare F would produce
the desired volume of travel 6. At the new fare, the new consumers' sur-
plus is the area indicated by cross-hatching. Not all the remaining area
has been lost, however, as the diagonally-hatched area represents the rev-
enue from the tax imposed. This area has been transferred from the indi-
vidual travelers to the taxing authority, and thus remains in the domain
of benefits to the nation as a whole. The balance indicated by the dot-
ted area represents the loss in overall benefit resulting from reduction
in capacity Q to Q.

A Random Rejection Mechanism. An alternative to the pricing mecha-
nism for cutting the demand volume to meet available capacity is to leave
the price fixed at E, and provide airline seats on a first-come-first-

served basis. Advance knowledge of travel requirements would replace
willingness to pay as the market's selection criterion. A mechanism of
this type is assumed to have an effect equal to that of denying service

to randomly rejected would-be travelers. Travelers who place a high value
on the service and those who are only marginally motivated to buy the ser-

vice are equally denied access to air travel.

This would have the effect of multiplying the horizontal coordinate
of the demand curve by a fraction, producing the new equilibrium point P
of Exhibit 4.3. The demand has been reduced to match the new capacity
value 6; there is no tax revenue, as in the pricing mechanism case; and
the consumer disbenefit (with respect to the uncongested case) is again
indicated by the dotted area in Exhibit 4.3. The remaining consumers' sur-
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plus accrues to the individual travelers who do obtain service.

The disbenefit area for the random-rejection mechanism is always
larger than that for the previously described pricing mechanism, because
the price mechanism area is always contained within the larger random-
rejection area. Accordingly, this alternative is of use primarily to
show the costs of a "do nothing" approach to air terminal congestion.

Quantification of the Cost of Inadequate Capacity. To determine

the value of consumer disbenefit, it is necessary to make an assumption
about the shape of the demand curve. There is agreement as to the slope
of this curve in the vicinity of the equilibrium point, but the shape of
the curve at much higher fare levels is a matter of speculation. Two
alternative shapes for the demand curve are derived from assumptions of
constant elasticity and constant slope. Representive curves are shown

in Exhibit 4.4 with their generative equations. An elasticity! of -1.05,
an average of elasticities of -1.02 developed by Brown and Watkins (1971)
and -1.07 estimated by DeVaney (1974), is used to specify Exhibit 4.4 and
for the following quantification. The constant slope line is tangential
to the constant elasticity curve at equilibrium in Exhibit 4.4 at 600 en-
planements, at a fare of $60.

Neither the constant elasticity nor the constant slope formulation
of the demand curve is entirely satisfactory. The constant slope assump-
tion implies that of 600 passengers paying a $60 fare, not one would be
willing to pay $120 for that flight. The constant elasticity formulation
of demand implies that almost half of the passengers would be willing to
pay twice the initial $60 fare, and 10 percent would be willing to pay
more than $500 for the flight. The actual demand at greatly reduced ser-
vice levels is likely to be understated by the constant slope assumption

dQ
/
! Elasticity = Q where Q = Quantity
ol P = Price

For a discussion see Samuelson (1970).
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EXHIBIT 4.2
DISBENEFIT OF PRICING MECHANISM

F E Consumers' Surplus
'&\\ Tax Revenue
e Lost Consumers' Surplus
- A
\
UNIT FARE
OR COST %
. P
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e

Pif= - ————
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EXHIBIT 4.3
DISBENEFIT OF RANDOM-REJECTION MECHANISM

. EEI}}} Consumers' Surplus

sieseseers  Lost Consumers' Surplus
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EXHIBIT 4.4

CONSTANT ELASTICITY AND
CONSTANT SLOPE DEMAND CURVES
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and overstated by the assumption of constant elasticity. The two assumed
shapes of the demand curve thus allow estimates of the lower and upper
bounds of consumers' surplus. Table 4.1 shows consumer disbenefit and
tax revenue measured as percentages of initial total revenue for capac-
ity limitations of up to 50 percent. The constant slope figures can be
used as lower bounds on the estimates, and the constant elasticity as
upper bounds.

Exhibit 4.5 shows the consumers' surplus lost as a function of capac-
ity lost and Exhibit 4.6 the tax revenue generated by the pricing mechanism.
For up to a 30 percent capacity decrease, the tax revenue is more than
five times as large as the consumer disbenefit, which is relatively small,
no more than 5 percent of the total revenue at full capacity.

Exhibit 4.7 shows random rejection as being both more costly by a
factor of 3.5 at a 30 percent capacity reduction with the constant slope
assumption, and more sensitive to that assumption. The constant elastic-
ity assumption at a 30 percent capacity restriction creates a consumer
disbenefit more than one hundred times that of the price mechanism.
Clearly, random rejection as a means of adjusting to restricted air termi-

nal capacity is to be avoided.
Delay

The cost of aircraft delay may be considered as the sum of its two
principal components. The first of these is direct operating costs in-

curred by the airlines. These costs are quite easy to ascertain in com- |

parison to those of the second component, passenger delay. There are a |

number of approaches to the quantification of the cost of passenger delay,

which yield somewhat different estimates. Accordingly, a range of values

for passenger delay time is presented here. g
The similarity of direct operating costs per passenger minute among

various types of aircraft makes possible the presentation of total costs

of delay in terms of dollars per passenger-minute. This approach is simpler

than those involving fleet mix projections (Rogers, et al., 1975) and is

likely to be no less accurate. An assumption of load factor is implicit
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CONSUMERS' SURPLUS LOST
AS PERCENTAGE OF UNCONSTRAINED REVENUE

EXHIBIT 4.5

CONSUMERS' SURPLUS LOST
USING THE PRICING MECHANISM
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CAPACITY LOST (PERCENT)
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TAX REVENUE AS PERCENTAGE OF

UNCONSTRAINED REVENUE

EXHIBIT 4.6

TAX REVENUE GENERATED
BY THE PRICING MECHANISM

CONSTANT
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1 1 'l A
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CAPACITY LOST (PERCENT)
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CONSUMERS' SURPLUS LOST AS
PERCENTAGE OF UNCONSTRAINED REVENUE

EXHIBIT 4.7

CONSUMERS' SURPLUS LOST USING
THE RANDOM REJECTION MECHANISM
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10 20 30 40 50
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in dollar per passenger-minute estimation, and passenger-minute values
are given as a function of load factor.

Direct Operating Costs. Direct operating costs to the airlines of
additional flying time due to delay include the cost of fuel, crew time,
maintenance, and depreciation. Direct operating costs differ by aircraft !
type, with larger aircraft costing more to fly. Table 4.2 compares dollar- i
per-minute estimates from three sources: CAB (1975), Reck, et al. (1975), |
and Rogers, et al. (1975).

TABLE 4.2. COMPARISON OF ESTIMATES OF DIRECT OPERATING COSTS
IN DOLLARS PER MINUTE FOR 1974

Source

Aircraft Type CAB Reck Rogers
1975 et al. et al.

_($/Min) __ ($/Min) ($/Min)

4 Engine Wide-bodied 40.26 38.26 33.00
4 Engine Regular-bodied 18.54 18.22 18.00
3 Engine Wide-bodied 28.82 28.64 27.00
3 Engine Regular-bodied 14.52 14.34 13.00
2 Engine 11.58 11.19 11.00

Estimates from the three sources are quite similar, with the CAB
figures chosen for use in this section. The CAB figures are updated
regularly, and are broken out into considerable detail. Table 4.3 shows
the CAB breakout for four engine wide-bodied turbo-fan aircraft used on
domestic trunk routes. It should be noted that CAB gives aircraft oper-
ating expenses in dollars per hour; dollars per minute are used here
because they more nearly reflect the magnitude of delay encountered by
most airplanes. Direct operating costs per minute were divided by the
average number of revenue passengers to develop values for direct oper-
ating costs per passenger-minute. These are shown in Table 4.4.
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TABLE 4.3. AIRCRAFT OPERATING COST AND PERFORMANCE REPORT
0 AR ORI
3 C 1Ge
L EXPENSES, PERFORMANCE and CHARACTERISTICS T.FANJ4-ENGey WIDE-BCOIED
12 MONTHS ENDED c)asc'; 31,
AIRCRAFT OPERATING EXPENSES
PER BLOCK HOUR (ALL SERVICES) (IN DOLLARS)
FLYING OPERATIONS (LESS RENTALS)
; 363,.3 =
2| FuELANDOIL 133299 296:5%
3 INSURANCE 25.03 25.31
. OTHER 0.7 0.82
s TOTAL FLYING OPERATIONS (LESS RENTALS) 1183.16 T76.34
MAINTENANCE-FLIGHT EQUIPMENT
6 DIRECT MAINTENANCE-AIRFRAME AND OTHER 149.27 120.93
7 DIRECT MAINTENANCE-ENGINE 206403 242.39
. MAINTENANCE BURDEN 215.16 148.55
M TOTAL nmuucz FLIGHT EQUIPMENT. U e S S L el B 570.46 S11.91
DEPRECIATION AND RENTALS-FLIGHT zoumzn
10 nevnacunon-mrnuc AND OTHE L R SO T B S I 300.50 260.6%
1 DEPRECIATION-ENGIN TSR = 67.09 54.91
12 ossouscuc: AND nnmonnou “EXPENDABLE PARTS__ 12.32 T4l
3 RENT 281.79 218.33
14 TDTAL DEPRECIATION AND RENTALS-FLIGHT EQUIPMENT 661.70 541.30
8 TOTAL AIRCRAFT OPERATING EXPENSES 2415.33 1829.55
16| PER AIRBORNE HOUR (ALL REVENUE SERVICES) (IN DOLLARS) 2708.19 2058.55
¢7| PERAIRCRAFT MILE (ALL REVENUE SERVICES) (IN DOLLARS) 5.43 4,08
18| PERREVENUE TON-MILE (SCHEDULED REVENUE SERVICE) (IN CENTS) 24.611 21.548
19| PER AVAILABLE TON-MILE (SCHEDULED REVENUE SERVICE) (IN CENTS) 10,442 T.922
20| PER REVENUE PASSENGER-MILE (SCHEDULED REVENUE SERVICE) (IN ceum 3.090 2.718
21| PER AVAILABLE SEAT-MILE (SCHEDULED REVENUE SERVICE) (IN CENTS) 1.586 1.244
PERFORMANCE and CHARACTERISTICS
UTILIZATION
22 AVERAGE AIRCRAFT ASSIGNED TO SERVICE (CARRIER'S ROUTES/EQUIPMENT) 47.4 51.8
23 TOTAL AIRBORNE HOURS (ALL REVENUE SERVICES! 142548, 177841 .
24 REVENUE HOURS PER AIRCRAFT PER DAY (CARRIER'S muus/eoumem (INNOURS) — 8.26 9.4l
25 PERCENT TOTAL AIRBORNE ro REVENUE mon EN 101.3 10i.9
26 PERCENT BLOCK-TO-BLOCK TO AIRBORNE HOUR 110.7 110.5
27 PERCENT SCHEDULED TO TOTAL REVENUE mcnn uL 99.6 99,4
28 AVERAGE STAGE LENGTH (ALL REVENUE SERVICES) (IN |u.:'s' e 1728. 1858.
AIRCRAFT CAPACITY
29 AVERAGE AVAILABLE TONS PER AIRCRAFT MILE (ALL REVENUE SERVICESL — 52.0 51.6
30 AVERAGE AVAILABLE SEATS PER AIRCRAFT MILE (ALL REVENUE SERVICES). = 242.4 328.4
SPEED
st AVERAGE AIRBORNE SPEED (ALL REVENUE SERVICES) \wmPwW) 499, 504 .
32 AVERAGE BLOCK-TO-BLOCK SPEED (ALL REVENUE SERVICES) (N WPW) ___ 450. 456.
PRODUCTIVITY
33 AVERAGE AVAILABLE TON-MILES PER AIRBORNE KOUR (ALL REVENUE SERVICES) s 25932. 259R7.
34 AVERAGE AVAILABLE SEAT-MILES PER AIRBORNE HOUR (ALL REVENUE SERVICES. ___ _____ __  17C131. 165552,
FUEL
38 GALLONS OF FUEL CONSUMED PER BLOCK HOUR (ALL SERVICES)— 3335. 33;2
e COST OF “UEL PER GALLON (ALL SERVICES) (IN CENTS) A e e 23.268 12,788
TRAFFIC
37 AVERAGE REVENUE TONS PER AIRCRAFT MILE (SCHEDULED REVENUE SERVICE) s 22.1 19.0
3 AVERAGE REVENUE PASSENGERS PER AIRCRAFT MILE (SCHEDULZD REVENUE SERVICE) _ 175.8 150.2
Y TON LOAD FACTOR (SCHEOULED REVENUE SERVICE) lr(acun 42.4 36.8
a0 SEAT LOAD FACTOR (SCHEDULED REVENUE SERVICE) (PERCEN g,_ T 51.3 a5.7
4l FIRST CLASS PASSENGER LOAD FACTOR (SCHEDULED REVENUE uvncmrucun_ S &= 40.8 35.3
ot COACH PASSENGER LOAD FACTOR (SCHEDULED REVENUE SERVICE) (PERCEN S 52.8 47.3
4 PERCENT COACH T0 TOTAL REVENUE PASSENGER MILES (SCHEOULED uvcuuﬂ!lﬂm 9C.1 90.1
Source: Aircraft Operating Cost and Performance Report, Volume IX, Civil

Aeronautics Board, Washington, D.C., July 1975.
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TABLE 4.4. DIRECT OPERATING COSTS PER PASSENGER-MINUTE BY AIRCRAFT TYPE

Direct Average Direct
Operating Number Operating
Cost Per of Cost Per
Turbo-Fan Aircraft Minute Passengers Pax-Min
($/Min) (No. of Pax) ($/Pax-Min)
4 Engine Wide-bodied 40.26 175.8 .229
4 Engine Regular-bodied 18.54 78.2 .237
3 Engine Wide-bodied 28.82 112.6 .256
3 Engine Regular-bodied 14.52 64.5 .225
2 Engine 11.58 56.9 .204

Source: Aircraft Operating Cost and Performance Report, Volume IX, Civil
Aeronautics Board, Washington, D.C., July 1975.

Passenger Delay Costs. In addition to the direct operating costs to

the airlines quantified above, there are costs associated with passengers
being delayed. After a review of the literature (236 references) on the
subject of the value of time to travelers, Haney (1975) concluded that
"the views about the value of time are about as numerous as there are
writers willing to express them." There are at least three methods which
can be used to estimate the value of avoiding delay in air travel.

One approach is to determine the travelers' willingness to pay to
avoid delay. Such a method would require extensive surveying of the fly-
ing population, and be open to questions of validity as to the passengers’
estimation of the value or cost of their being delayed. This method does
not play a prominent roie in the current literature.

Another approach is to value an air traveler's time as a function
of his wage. Some authors consider delay time to be only 50 percent lost,
while others hold that overhead rates should be applied to the basic wage
rate. Accordingly, given agreement on a $12.50 median wage for air trav-
elers, a range of $6.25 per hour (50 percent lost time) to $25.00 per hour
(100 percent overhead rate) could be developed. An assumption underlying
this analysis is that an average hourly wage rate can be adjusted to be
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applicable to those people whose time often does not have the uniform
value implied by an hourly wage; e.g., salaried employees and vacationers.

A more sophisticated development on the scene of air traveler time
valuation is the use of derived elasticities of the demand function for
air travel to compute the value air travelers place on their time. This
procedure yields results quite similar to the average wage of air trave-
lers. This similarity prompted De Vaney (1974) to suggest that "air
travelers value their time at their wage." This may very well be true,
but it does not necessarily follow that passengers place the same value
on unexpected delay time as on expected travel time.

Two estimates of the value of passenger time are summarized in
Table 4.5. These estimates are averages of other estimates. Zaidman
(1975) found the average of the 1974 dollar equivalents of five estimates
from the 1962~1967 period, each based on a different assumption as to the
disutility of delay. Reck (1975) averaged two estimates based on calculated
elasticity of demand with an estimate of the value of the time of general
aviation travelers.

The estimates of the value of air passengers time develcped by Brown
and Watkins (1971) and De Vaney (1974) as cited by Reck, are in close
agreement. Their method of calculating the value of time from the derived
elasticity of the demand function avoids the subjectivity which character-
izes the factors used to weight an average hourly wage figure. Assuming
that 90 percent of air passengers travel coach and 10 percent first class
(CAB 1975), Brown and Watkin's coach and first class values of time average
to $11.07 per hour. This compares to $11.71 estimated by De Vaney. The
average of these two numbers is $11.39 per hour, or $0.190 per minute.

Application. A consideration in the application of a value to delay
time is that passengers are not likely to perceive the cost of delay as a
linear function. That is, delay of only a few minutes is likely to be
ignored, and after a considerable amount of delay, some passengers may con-
sider a range of $11.39 per hour to be a distinct undervaluation of their

time.
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TABLE 4.5. SUMMARY OF ESTIMATES OF THE VALUE OF PASSENGER TIME

Source Method 1974 $ Per Hour
Zaidman, Steve! average $13.89
Gansle (1967) wage factor $24.35
Baxter (1967) wage factor $13.98
Fromm (1962) wage factor $11.99
Skaggs (1965) wage factor $ 6.94
Reck, Robert? average $12.50
Brown and Watkins §1971; elasticity $15.64/$10.573
De Vaney 1974 elasticity $11.71
Kirkwood, et. al. (1973) delphi $12.65

1Zaidman, Steve, Internal Memorandum, Office of Aviation System Plans,
Federal Aviation Administration, 1975. -

*Reck, Robert, et al., "Cost Analyses Supporting the Cost-Benefit
Study of the Upgraded Third Generation ATC System." Department of Trans-
portation, Cambridge, MA, December 1975.

3first class/coach
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The dollar values developed in this section are intended for use
with estimates of passenger delay time. Estimates of delay time often
involve projected air traffic loads between hundreds of city pairs.

(Reck, et al. 1975; Rogers, et al. 1975; Kirkwood, et al. 1973). There
is considerable uncertainty in these estimates because in addition to the
uncertainty inherent in any forecasting, there is no firm definition of
what constitutes an aircraft delay imposed by an airport or air traffic
control system.

One possibility is to include only those delays caused by the proba-
bilistic nature of aircraft demands, the finite rate at which an airport
or ATC system can service aircraft, and the queues of aircraft that result
when more aircraft demand service than the airport or ATC system can simul-
taneously accommodate. It is this class of congestion delays on which an
ATC system has the areatest impact.

Given the probabilistic nature of aircraft demands and weather con-
ditions, airports frequently operate at some level of delay, regardless of
their capacity. For example, if two aircraft request clearance to land at
the same time on the same runway, one aircraft will be forced to absorb
a delay. Even if these were the only two aircraft to arrive during the
day, a rate far below any airport's capacity, the random nature of their
arrival pattern imposes delays. Likewise, a thunderstorm passing an air-
port may create delays on all arrivals, perhaps forcing some to seek
alternate airports.

The technique for measuring benefits due to reduced delays is to
estimate the costs imposed on the users of the aviation system, including
direct aircraft operating costs and costs to passengers resulting from
those delays. The benefits associated with an alternative scheme for
reducing those delays are equal to the costs of the delays avoided.

S foty
x'«'_/kat

Introduction. There are two cost components to safety estimation.
The first is the cost of aircraft damaged or destroyed in accidents. The
second is the cost of passengers injured or killed. Estimates of the value
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of aircraft damaged or destroyed are based on average aircraft replacement
values obtained from airline industry statistics. This estimate is a
straightforward calculation.

There are a number of conceptually different approaches to measuring
the cost of passenger fatalities. One is to develop an estimate of the
present value of the average passenger's lifetime earnings stream.

This approach attempts to measure the value of the passenger to society.
A second method uses his wealth and utility functions to develop an esti-
mate of the dollar value at which an individual can maximize his utility.
This approach estimates a passenger's value to himself, and results in a
figure generally higher than his discounted earnings stream. A third
method of valuing the 1ife of an air passenger is to determine the aver-
age value of settlements to relatives or to the estate in the event of a
passenger's death due to negligence. This is an estimate of the value of
a passenger's life to his family and relatives.

The costs of injury have often been estimated as the sum of income
lost and medical expenses. The estimates for serious injuries are sig-
nificantly less than the average settlement for these injuries.

Property Damage. Because of FAA certification requirements, all
aircraft within a given fleet -- air carrier, general aviation, or air
taxi -- are assumed to be equally safe. The probability of accident is
further assumed to be uniform throughout the fleet. The average value of
the various elements of that fleet can therefore be considered the basis
for replacement or repair of any element of that fleet involved in an acci-
dent. (Reck, 1975)

The Airline Statistical Annual (1974) sets the total air carrier

(trunk and Tocal jet) flight equipment replacement value at slightly over
$12.6 billion on January 1, 1974. The fleet consisted of 2091 aircraft,
with an average value per aircraft of about $6.04 million. This value is
similar to the $6.0 million air carrier replacement value estimate put
forth by Ashby (1975) in the ILS Establishment Criteria Study. Thus, the
recommended air carrier replacement value is taken as $6.0 million in con-
stant 1974 dollars.
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The replacement cost of General Aviation (GA) aircraft is averaged
over an extensive and diverse fleet. The value of $50 thousand developed
by Ashby (1975) is consistent with that of $47 thousand estimated by RANE
(1973) and $47.6 thousand used in a GA cost impact study (1975). The
value of 350 thousand is recommended for use as the replacement value of
GA aircraft.

Air taxi replacement costs were estimated at $200 thousand by Ashby
in the ILS study. Because of the overall consistency of that study and
its compatibility with other sources, the estimated replacement cost of
$200 thousand is recommended here.

The CAB recognizes several categories of damage to aircraft --
destroyed, substantial damage, minor damage, and none. The cost of a
destroyed aircraft is taken to be the replacement cost given above.
Insurance experience indicates that average repair cost of a substantially
damaged aircraft is one-third of the replacement cost. Repair costs are
negligible for aircraft with minor damage. (Reck, et al., 1975)

Reck found no firm values for third party property damage arising
from aircraft accidents. However, estimates made by RAND (1973) based on
an earlier study by Fromm were cited. In 1974 dollars, these estimates
are $40 thousand for air carriers and $400 for general aviation. No esti-
mate is available for air taxi third party property damage costs.

These values are negligible in comparison to the costs of aircraft
damage and destruction, and are not included in Table 4.8 summarizing
property damage values.

Injury. The basic estimates of the cost of injury to airline pas-
sengers were developed by Fromm (1968), and have been used extensively
since then. (Kirkwood, 1973; Mitre, 1975; Reck, et al., 1975). Reck up-
dated Fromm's estimates to 1974 dollars.

Fromm assumed the average seriously-injured passenger requires about
six months to fully recuperate from the accident with a per injury cost of
345 thousand for air carrier and air taxi accidents and $38 thousand for
GA accidents (1974 dollars). The lower cost attributable to the GA vic-

m, despite a generally higher income, reflects much lower per incident
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accident investigation costs. For minor injuries, Fromm assumed the vic-
tim is incapacitated for one month. The per injury cost (in 1974 dollars)
is estimated at $6,000.

TABLE 4.6. SUMMARY OF RECOMMENDED VALUES OF
PROPERTY DAMAGE, THOUSANDS OF 1974 DOLLARS

Substantially Minor or No
Destroyed Damaged Damage
Air Carrier $6,000 $2,000 0
Air Taxi 200 67 0
General Aviation 50 1 0

Table 4.7 shows average settlements foi* serious injury resulting from
aircraft accidents. For the 1964 to 1974 period, the average of 341 settle-
ments was $78,180 (1974 dollars), significantly higher than Fromm's esti-
mates. However, the $78,180 figure represents an actual cost to air carrier
insurers, and ultimately, to the flying public. This estimate, rounded to
$80,000, is the value recommended for use in cost-benefit studies.
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TABLE 4.7. NON-WARSAW AVERAGE SETTLEMENTS FOR SERIOUS
INJURY RESULTING FROM AIRCRAFT ACCIDENTS

Thousands of Thousands of
Year Sei‘%'%‘?fifen‘t’i Cui{oe]n]ta rYSear 0 ]1?; ﬁs*
1964 6 6.1 9.5
1965 11 7.0 0.7
1966 25 40.8 60.9
1967 23 48.5 70.2
1968 25 39.1 54.4
1969 35 42.2 56.0
1970 38 63.5 79.9
1971 41 2317 28.5
1972 25 28.7 33.4
1973 37 52.4 57.8
1974 75 171.3 171.3
Totals 341 78.2

* developed using the GNP deflator.

Source: Civil Aeronautics Board




The Value of Life. There are a number of approaches to establishing
a dollar value for the lives of airline passengers. One approach is to

calculate the present value of a typical passenger's expected earnings
stream.

The typical airline passenger is about 40 years o]d* and has an
income of about $24 thousand per year.** Salary levels tend to stabilize
by age 40. Assuming that a passenger's average annual salary is $24 thou-
sand constant 1974 dollars, and that his salary increases at 2% percent
per annum for the next 25 years, the present value of his earnings stream
at a 10 percent discount rate is about $300 thousand.

Recent work by Conley (1976), indicates the value of an individual's
life is greater than the present value of his lifetime labor income.
Conley extends the traditional model of individual maximization to include
the effects of choices involving a changed probability of living. The
value of human 1ife is estimated with reference to an individual's wealth
and utility function characteristics. An individual is expected to maxi-
mize the present value of his lifetime utility stream. The utility stream
includes the individual's estimation of his probability of living during
future time periods. His utility maximization is constrained by his
expected discounted labor income, which he can schedule throughout his
lifetime by borrowing money against future income. The potential differ-
ence between the commercially based discount rate of money, and an indi-
vidual's discount rate of his future utility allows the present value of
utility to be maximized at a level higher than that of his income.

Conley summarizes his findings by presenting estimates for the value
of life as a function, a, of the present value of an earnings stream.

s
Courtesy United Airlines Corporate Affairs Office, Washington, D.C.

* Kk
Based on $11.39 per hour develoned in preceding "Capacity" section,
corroborated by Zaidman 1975.
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Present Value of
Earnings Stream $30,000 $70,000 $100,000 $200,000 $300,000

a 3 1 2/3 1/2 3/7 (est.)
"Value of Life" $10,000 $70,000 $150,000 $400,000 $700,000

By Conley's method, the typical passenger with an expected earnings
stream having a present value of $300,000 values his life at $700,000.

Fromm (1966) suggests increasing the value of an individual's life
to himself by the following values to others:

Family $225,000 |
Community $ 52,000

Employer + Government + ;
Airlines $ 23,000 |

The passenger by these standards is worth about $1 million.

Fourth, the judicial process, as approximated by the average of
settlement agreements and court decisions, has over the ll-year period
of 1964 to 1974 established a trend leading to an estimated average
settlement of about $195 thousand per fatality (1974 dollars). This is
a considerably lower number than that previously estimated for the aver-
age value of settlements. Data obtained from the Civil Aeronautics Board
based on non-Warsaw payments during the 1966-1970 period were used by the
FAA Office of Aviation Policy and Plans to develop a value of $300 thousand
per aircraft accident fatality.

This number was developed by extrapolating the trend line indicated
by the air accident fatality settlement data from 1966 to 1970. For those
years the upward trend in the constant year dollar values was expected to
lead to an average settlement value of $300 thousand constant 1974 dollars.

The increases forecast for the 1971 to 1974 period did not occur to
the extent predicted. Table 4.8 shows average settlements as reported by
the Civil Aeronautics Board inflated to constant 13974 dollars using the
GNP deflator. Exhibit 4.8 presents this data, the FAA projected trend
line, and a trend line developed for the years 1964 to 1974. The years
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TABLE 4.8. NON-WARSAW AVERAGE SETTLEMENTS
FOR AIRCRAFT ACCIDENT FATALITIES

Average Settlement

Number of Current Year Constant 1974 e
Year Settlements Thousands of Dollars Thousands of Dollars
1964 1 49.0 76.6
1965 23 60.2 92.4 |
1966 46 102.4 152.9
1967 29 61.8 89.4
1968 7 114.2 158.8 J
1969 128 140.6 186.6
1970 112 165.2 207.9
1971 170 123 .7 148.9 1
1972 165 122.4 142.5 '
1973 99 148.2 163.4
1974 141 233.2 233.2
Totals 1,031 171.0

*The GNP deflator was used.

Source: Civil Aeronautics Board
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AVERAGE SETTLEMENTS
THOUSANDS OF 1974 DOLLARS

EXHIBIT 4.8

NON-WARSAW AVERAGE SETTLEMENTS
FOR AIRCRAFT ACCIDENT FATALITIES
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1964 to 1967 were combined into a single data point of 1965%, with a value
of $126.4 thousand, because of the fewer settlements in these early years.
This trend line estimates a $195,000 average settlement in 1974.

The expected earnings, expected utility, and expected utility plus
value to others criteria are theoretical constructs. The average settle-
ment value is an actual cost to air carriers insurers, who in turn pass
it on to airlines in the form of premiums, which are eventually included

in the fare charged to passengers. The average settlement value of $195
thousand 1974 doilars is preferred as being an actual as opposed to a
theoretical cost.

Summary of Values

Table 4.9, the following page, summarizes values developed in this
chapter for capacity, delay, and safety which are recommended for use in
FAA cost-benefit analysis.
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TABLE 4.9. SUMMARY OF VALUES RECOMMENDED
FOR USE IN FAA COST-BENEFIT ANALYSIS

CAPACITY Percent of Total Revenue
* *
Capacity Lost Consumers' Surplus Lost Tax Revenue Produced
0% 0 % 0 %
5 .17 4.75
10 .53 9.49
15 1.25 14.22
20 2.17 18.93
25 3.47 23.63
30 5.36 28.30
35 7.64 32.96
40 10.47 37..58
45 13.89 42.17
50 18.25 46.73
DELAY Cost Per Passenger-Minute of Delay

$0.420 Per Passenger-Minute
of Delay (1974 Dollars)

SAFETY Amount of Damage (1974 Dollars)
o Substantial Minor or No
Property Damage estroyed Damage Damage
Air Carrier $6,000,000 $2,000,000 0
Air Taxi 200,000 67,000 0
General Aviation 50,000 17,000 _ 0
Personal Injury Fatality Seriously Injured Minor Injury
A1l Air
Travelers $ 195,000 $ 80,000 $6,000

*
As percentage of dollar value of Total Revenue at unconstrained
equilibrium, assuming a constant elasticity demand curve.
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PROBLEMS RELATED TO RATE OF DISCOUNT

The necessary instrument in present value and capital recovery cri-
teria is the appropriate rate of interest or rate of discount by which the
net benefit or cost at any point in time is weighted. It is commonly
assumed that the correct rate of interest is that which reflects society's :
rate of time preference. Generally, there are two broad approaches to
determining a social discount rate:! |

0 .The Social Rate Approach
0 The Private Opportunity Rate Approach

The Soctal Rate of Time Preference

The "social time preference approach," associated prominently with
Marglin (1963), notes the dependence of some individual's utility on future
consumption by others, and deduces from this dependence a difference between
social time preference and an aggregation of individual preferences as re-
flected in private capital markets. Consumption by future generations is
thought of as a public good. In providing that public good, present indi-
viduals collectively agree to some amount of current capital formation
beyond that which would be undertaken by each acting in isolation. The
bond rate, in this view, could not then serve even as an appropriate mea-
sure of pure (social) time preferences. Rather, some explicit political
decisionmaking procedure, perhaps democratic voting as suggested by Marglin,

! While it is possible to distinguish between two broad approaches --
the market opportunity and the social time preference approaches -- and
there is also some reason to believe that public and private discount rates
might differ, even in theory, the controversy surrounding this subject among
eminent economists is so great as to be beyond the scope of this Guide.
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would be required to determine the overall rates of growth, investment,
and discount in a society. However, the morass of difficulties in design-
ing a theoretical mechanism by which a social consensus would emerge from
the welter of individual values has been well noted. (See Arrow, 1951,
and others).

The Private Opportunity Rate of Time Preference

The "private opportunity rate approach” is identified with theo-
retical arguments by Hirshleifer (1965, 1966), Mishan (1967) and Baumol
(1968), among others. According to this view, the source of funds for
any public project is ultimately the private sector, so that net returns
to the public project ought to be discounted by the private opportunity
rate, i.e., by the rate of return on investment in the private sector.

Eugene Grant, considered the father of engireering economy and
whose book has heen used as a standard text and reference since the 1930s,
considers interest as a cost "in the sense of an opportunity foregone, an
economic sacrifice of a possible income that might have been obtained by
investment elsewhere." The Office of Management and Budget presently pre-
scribes a private opportunity rate of 10 percent with certain exceptions.?
For example, the Water Resources Council was permitted to use 4 /e percent
until 1972. The Department of Defense has a directive permitting the use
of range of rates from 5 to 12 percent.?

Choosing a Discount Rate

We recommend that 10 percent be used as the discount rate in evalu-
ating FAA alternatives on a cost-benefit basis. This rate is in keeping
with the OMB Circular, and represents a rate that is a proxy for the private

2 Circular A-94, revised, Office of Management and Budget, "Discount
Rates to be Used in Evaluating Deferred Costs and Benefits," March 27, 1972.

3 Department of Defense, Instruction 7041.3, "Economic Analysis of
Proposed Department of Defense Investments,” February 16, 1969.
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opportunity rate. Tables 3.2 and 3.3 are provided to permit discounting

streams of costs and benefits at rates varying from 5.0 percent to 25.0

percent using discrete (end-of-year convention) or continuous compounding
techniques.

The OMB Position

The 1969 version of OMB Circular A-94 refers to a study of the
interest rate representing opportunities foregone in the private sector.
The Assistant Director of Program Evaluation, when contacted, suggested
the use of a 10 percent discount rate, and referred to a study by Stock-
fisch (1969). A summary of that study is quoted:

This paper accepts the position that the rate-of-
return, or capital cost measure, employed in the evalu-
ation or costing of govermment programs (or cost-benefit
and cost-effectiveness studies) should equal the before-
tax rate of return generated by private, physical invest-
ment. Such a cost-of-capital measure is similar to the
economists conception of "the marginal productivity of
capital,” or "the marginal efficiency of investment.”
Such theoretical ccncepts, however, imply that the econ-
omy is in a state of "general equilibrium," in which
rates of return on all margins of investment are equal,
and that uncertainty or risk associated with physical
investment exerts no effect on the rate of return.
Because of the limitations of such assumptions, there
18 no readily available single measure revealed by pri-
vate sector capital markets that provides a measure of
capital costs that can be used for evaluating capital
costs of govermment projects. Security yields --
especially government debt yields -- are most deficient
as a measure of capital cost, particularly when viewed
in the opportunity cost sense. Security yields are
deficient measures because they express returns from
private, physical imvestment activity after corporate
and property tares; and because they are claims against
combinations of physical assets and cash holdings of
business organizations. The presence of cash in asset
portfolios causes security yields to be lower than the
earnings imputable to physical asset investment.

An attempt is made to estimate rates of returm from
different margins of physical investment in the privat.

o
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sources, to adjust those returnms by factore based on
tax data, and to weight the different returns by appro-
priate weights reflecting the relative importance of
major activities.

It is shown that the before-tax rate cf return in

corporate manufacturing ig 16.5 percent; in public util-
ities, 11.5 percent; and in the non-corporate sector,
10 percent. If these rates are weighted in proportion
to their relative importance, the before tax rate of
returm -- unadjusted for inflation -- is 12 percent.
An adjustment for inflation i8 estimated to be 1.6 per-
cent for the period to which the analysis applies. The
"peal" opportunity rate of return is thus estimated to
be 10.4 percent.
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PROBLEMS IN NORMALIZING COSTS
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a To be of use to the analyst, raw data collected for the purpose of 3
estimating benefits and costs must be made consistent and comparable. '
Yet often they are neither. Hence, before estimating relationships can
} be derived, raw data have to be adjusted; examples being production

E quantity differences, production rate differences, price level changes,
] physical and performance characteristics, and the sometimes arbitrary

: distinction between recurring and nonrecurring costs.

? This section focuses on quantitative adjustments that should be

é made for production quantity, production rate, and price level differ-

! ences. A
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Cost-Quantity Relationships

Near the turn of the century, industrial engineers developed a tech-
nique called the "learning" curve which related production manhours per
unit to quantity of units. Engineers observed that as the quantity of
units produced increased, the manhours per unit necessary to produce
decreased. Just prior to World War II, this technique was extended and
used for estimating the cost of producing airframes. This estimating

technique has been called by various names -- improvement curve, pro-
gress curve, and learning curve. The technique has since been applied
to production of many kinds of items. (Asher, 1956)
The theory of the proaress curve, although developed for labor man-
hours, has been applied to costs including labor, material, and overhead.
In its most popular form, the theory states: as the total quantity of
units produced doubles, the cost per unit declines by some constant per-
centage. There are two cost per unit variants to this popular form of
progress curve; one treats cost per unit as the average cost of a given
number of units, and the other form treats it as the cost of a specific
unit. Either formulation results in a linear function when plotted on
logarithmic grids. When the cost per unit is assumed to be the average f
cost, the form of the progress curve is known as log-linear cumulative
average curve; when the cost per unit is treated as the cost of a spe-
cific unit, it is known as the log-linear individual unit curve.
It has not been established that one form of progress curve will
more closely approximate the cost of future production of a particular
item than will some other form. However, a convenient technique is
based on the log-linear cumulative average function. Therefore, this
section is limited to a discussion of that formulation, a tabulation of
factors for its application, and a brief example.
When it is assumed that a percentage increase in production results
in a constant percentage decline in the average cost, the cumulative aver-
age curve is described by
Y = axb (1)
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which is a function having the characteristic of linearity on logarithmic
grids (see Exhibit 6.1). This characteristic probably accounts in large
measure for its continued popularity as a form of progress curve.

Although developed on the basis of direct man-hour data and most
appropriately used to explain the principle of direct man-hour reduction
versus quantity produced, common usage today extends the theory to apply
to the sum of all elements of hardware cost. As such,

= cumulative average cost of "n" items
cumulative output

= cost of the first article

slope of the logarithmic curve

o X =<
1}

b

When the cumulative average curve is assumed to be log-linear as in
equation (1), the resulting unit curve is expressed by the function

Y, = alx!™® 1+b

. bR (2)
where
Y; = the cost per unit for the 1’Eh unit
X: = the cumulative unit number

1

Table 6.1 gives values of equations (1) and (2) for selected slopes
and quantities when "a" is equal to one.* For convenience, the ratios for
these selected points are also given. The ratios are useful for quickly
determining either the unit or cumulative average cost when one or the
other is known at a given quantity and slope. The unit curve values allow
one to find the unit cost for any combination of quantity and slope tabled,
given the cost at some other quantity appearing in the table. Likewise,
the cumulative average values allow one to find the cumulative average cost

*
Slope is given in percentage terms; e.g., an 80 percent slope means
that with a doubling of cumulative output, costs reduce by a factor of 0.80.
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EXHIBIT 6.1
' PROGRESS CURVES RESULTING FROM THE ASSUMPTION OF A

LYNEAR CUMULATIVE AVERAGE CURVE ON LOGARITHMIC GRIDS
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for any combination of quantity and slope tabled, given the cost at some
other tabled quantity. To determine approximate solutions for values not
tabulated, one may interpolate between given values of quantity and slope.

For convenience in cost analysis, slope (S) has been defined as the
ratio of the "y" values (be it cumulative average cost or unit cost) at
two "x" values (cumulative outputs) which are different by a factor of
two.* For example, if on a log-linear cost curve we find the cost to be
$100 at quantity 10 and $80 at quantity 20, we say the slope of the pro-
gress curve is 80 percent. Symbolically, we may express this as

s = Yox = a(ax)P (3)
v b
Yx ax
or
s = 2P or logS = b log 2 (4)
and b = 1log S/log 2

As is indicated by equation (4), there is associated with each "b"
value a corresponding value for “S." Solving equatioﬁ (4) for "b" when
“S" takes on values from 65 percent to 100 percent, we obtain the "b"
values tabulated in Table 6.2.

To illustrate the application of the above technique, this example
is taken from the case study cited in the previous section.

*

The definition given "progress curve slope" is different from the
mathematical definition. In mathematics, the slope of a function is, of
course, defined as the first derivative of that function.
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TABLE 6.2. PERCENTAGE SLOPES WITH CORRESPONDING b VALUES

Percent Tangent Percent Tangent
S -b S -b

100.0 0 80.0 0.322
99.0 0.0147 79.0 0.340
98.0 0.0293 78.0 0.358
97.0 0.0439 77.0 0.377
96.0 0.0589 76.0 0.396
95.0 0.0740 75.0 0.415
94.0 0.0896 74.0 0.434
93.0 0.105 73.0 0.454
92.0 0.120 72.0 0.474
91.0 0.136 71.0 0.494
90.0 0.152 70.0 0.515
89.0 0.168 69.0 0.535
88.0 0.184 68.0 0.556
87.0 0.201 67.0 0.578
86.0 0.218 66.0 0.600
85.0 0.234 65.0 0.622
84.0 0.252 64.0 0.644
83.0 0.269 63.0 0.667
82.0 0.286 62.0 0.690
81.0 0.304 61.0 0.713

97
D n—




EXAMPLE 6.1

Given: A contract to purchase 7,015 solid-state re-
ceivers was expected to result in an estimated unit
cost of $340 per receiver; the cost would be increased
to $385 per receiver if only 5,340 were ordered.

Find: The slope of the progress curve, the cumulative

average cost for 100 receivers (assuming the cumulative
average cost curve is log-linear), and the cost of the

100th unit.

Solution: Solving the equation, Y = axb

, Simultaneously
for the two cost-quantity points given, we find that the
"b" value is -0.4558, or about 73 percent (see Table 6.2,

or solve S = 2D). The simultaneous equations are

log 340
log 385

n

log a + b Tog 7015
log a + b Tog 5340

and
s = 2-0.4558 - 72 .91%

We may find the cost of the first unit, a, implied by the
above slope to be

Y7015

a =
7015'0'Isss

= $19,253
Given the cost of the first unit, the cumulative aver-
age cost of 100 units is

. -0.4558
Vigo = 19,253 (100)
$2,360

and the cost of the 100th unit is
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19,253 (100)'7+45%8 _ (gg)1-.4558

<
]

100

$1,279

For approximate answers to the example problem, and for practical
use of the technique, tables and slide charts are often used. (Noah,
1962; Boren and Campbell, 1970) Table 6.1 is a condensed version of a
learning curve table; with interpolation, it may be used to solve the
above example adequately.
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Cost and Rate of Output

Few statistical studies of cost and output rate have been made, and
they are not conclusive as to the shape of the cost function for a variety
of reasons. Predominant among those studies are those conducted by Dean
(1951) that covered only a few firms, and did not include years of over-
full employment when production capacity was crowded to the limits imposed
by cost behavior or physical size.

In view of his studies, Dean observes that, in the short run, a
functional relation exists between cost and a set of independent varia-
bles which may include, for example, volume of production, size of pro-
duction Tot, prices of input services, and variety of output. The inde-
pendent variables will be different for each type of manufacturing oper-
ation, although in general the most important variable is rate of output,
according to Dean.

In partial support of this generally accepted doctrine, manufacturers
engaged in the aerospace industry generally agree that marginal cost declines
with increases in output rate over the output range of their experience.
Noah (1974) examined that question among others, and found that marginal
cost does indeed decline with increases in output rate over the output
range of the experience gained during the production of two major aerospace
items, and also found that output rate is a very important independent
variable. At the risk of generalizing on the basis of a small sample, we
are including values by which unit cost changes may be measured as a func-
tion of delivery rate changes.

Exhibit 6.2 shows that functional relationship. Delivery rate is
used as a proxy for production rate. For example, unit cost may be ex-
pected to decline by about 15 percent when delivery rate is doubled. Con-
versely, when delivery rate is reduced by 50 percent, the unit cost may be
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expected to increase slightly more than 15 percent.

The relationship in Exhibit 6.2 may best be applied to the cost-
quantity relationship derived in the previous section. Exhibit 6.3 shows
a typical log-linear cost-quantity relationship assuming, first, that
five units are delivered per month. The graph shows that as the delivery
rate increases to 10 and 20 per month, the unit cost is expected to
drop to lower production cost curves. Another way to look at this ques-
tion is to imagine that FAA is quoted a price on the basis of equipment
deliveries at the rate of five per month, they could expect the price to
be reduced below that indicated by the cost-quantity relationship for
five per month if FAA orders at, say, 10 per month.

To illustrate the application of this technique, the case study
prepared by Harvard University is again used.
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EXHIBIT 6.3

EFFECT OF DELIVERY RATE ON TYPICAL
UNIT COST/CUMULATIVE QUANTITY RELATIONSHIP
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EXAMPLE 6.2

Given: The contract to purchase 5,340 solid-state re-
ceivers at $385 per receiver was based on delivery at
the rate of 325 receivers per month.

Find: An estimate of the average cost per receiver if
the delivery rate is reduced to 130 receivers per month.

Solution: Reducing the delivery rate to 130 receivers
per month is equal to reducing the delivery rate by about
60 percent. From Exhibit 6.2 we find that a 60 percent
reduction in delivery rate is expected to cause a 25 per-
cent increase in the unit cost. Therefore, the expected
average cost under the new and reduced delivery rate is
about $480 per receiver.
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Price-Level Changes

To normalize the data base for price level changes, the analyst must
find or construct appropriate price indexes, adjust them to the desired
base year, and then deflate observed values in the data base. The result
] is that the data points are expressed in terms of constant dollars for
the selected base year.

The FAA has constructed deflator indices for "All Structures" and
"A11 Equipment" for the years 1945 to 1974. These and the GNP deflator
are presented in Table 6.5.

The following example shows how the GNP deflator was used in Sec-
tion 4 to transform current year dollar settlements into constant 1974
dollars. The relevant portion of GNP deflator is shown below in 1958 base
year and again transformed into 1974 base year.

TABLE 6.3. GNP DEFLATOR SHOWN FOR 1958 AND 1974 BASE YEARS

1958 Base Year 1974 Base Year
1964 108.85 63.99
1965 110.86 65.17
1966 113.94 66.98
1967 117.59 69.13
1968 122.30 71.89
1969 128.20 75.63
1970 135.24 79.50
1971 141.35 83.09
1972 146.12 85.90
1973 154.31 90.72
1974 170.11 100.00

To obtain constant 1974 dollar values for settlements from the yéars
1964 to 1974, current year dollars were divided by the 1974 based GNP de-
flator, as shown in Table 6.4.

Deflators are often given with the base year specified as 100 as
shown in Table 6.5. This is a convenience in that it avoids long strings
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of decimal places, but it alsc can lead to slipped decimal points if it
is not remembered that index numbers of a 100-based deflator stream are
actually percentages, and must be treated accordingly during arithmetic
manipulations.

TABLE 6.4. CONVERSION OF CURRENT YEAR DOLLARS TO 1974 CONSTANT DOLLARS.

1974 Based 1974 Constant
Year Current Year Dollars Deflator Dollars
1964 49.0 63.99 76.6
1965 60.2 65.17 92.4
1966 102.4 66.98 152.9
1967 61.8 69.13 89.4
1968 114.2 71.89 158.8
1969 140.6 75.63 186.6
1970 165.3 79.50 207.9
1971 123.7 83.09 148.9
1972 122.4 85.90 142.5
1973 148.2 90.72 163.4
1974 233.2 100.00 233.2

Sometimes this task can be quite difficult, even when various data
sources for the purpose are available, such as "Employment and Earnings"
and "Wholesale Prices and Price Indexes," both published by the U.S. Bur-
eau of Labor Statistics.l/

Price indexes are inherently inexact and their use, while necessary,
can introduce errors into the data. For example, the average hourly earn-
ings for all electronics production workers may increase by five cents in
a given year, but at any particular company the increase may be more or
less than that amount. Use of the average amount to adjust the data for
a given company will inevitably introduce error. Also, for many special-
ized items of equipment, a good published price index does not exist.

A more fundamental problem, perhaps, is that the upward trend in

l/Index number theory and the process of statistical deflation are
discussed in most standard texts on statistical analysis. (Spurr and
Bonini, 1967).
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TABLE 6.5. DEFLATORS APPLICABLE TO FAA COST-BENEFIT ANALYSIS
A11 Structures A11 Equipment GNP

1945 40 72.4 59.66
1946 46 80.4 66.70
1947 53 95.3 74.64
1948 60 94.4 79.57
1949 62 94.5 79.12
1950 65 96.5 80.16
1951 71 100.5 85.64
1952 76 97.0 87.45
1953 79 93.3 88.33
1954 82 93.8 89.63
1955 84 93.6 90.86
1956 92 95.4 93.99
1957 98 99.0 97.49
1958 100 100.0 100.00
1959 102 100.9 101.66
1960 102 99.4 103.29
1961 100 99.1 104.62
1962 101 100.0 105.78
1963 102 100.7 107.17
1964 104 101.1 108.85
1965 107 100.9 110.86
1966 111 102.6 113.94
1967 115 106.4 117.59
1968 119 112.2 122.30
1969 126 117.8 128.20
1970 137 123.1 135.24
1971 147 131.1 141.35
1972 156 138.1 146.12
1973 166 139.9 154.31
1974 200 149.4 170.11
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wage rates may have been accompanied by a parallel trend in the output

per employee -- productivity rate. Practically speaking, the real dollar
output per man is difficult to measure for industries in which continual
change rather than standardization is the rule. Certainly the growth in
productivity has not been uniform for electronics, and to develop a pro-
ductivity index for that industry would be a difficult and contentious
task. Present practice, therefore, is to apply the price-level adjustment
factor to obtain constant dollars and, at the same time, to remain alert
to inequities that may be introduced.

The Green Book (1950) officially recommended that changes in the
general price level be taken into account in cost-benefit analyses. Today,
however, cost-benefit analyses are usually made in terms of a constant
price level, as indicated above. Our position is that cost-benefit esti-
mates should help us see which choices are preferred. So far as efficiency
in this sense is concerned, movements of the general price level are irrel-
evant; if the price level rises from 200 to 600 by the time the benefits
are expected to accrue, it is simply incorrect -- and grossly misleading --
to say that benefits are trebled. It may, however, bé advisable to pre-
dict movement of the general price level in order to foresee what groups
will gain and how much they can be taxed or charged -- but not in order to
gauge the worth of projects to the economy as a whole. (McKean, 1958).

The OMB position, stated in Circular A-94 dated March 1972, is that:

All estimates of the costs and benefits for
each year of the planning period should be made in
constant dollars; Z.e., in terms of the general pur-
chasing power of the dollar at the time of decision.
Estimates may reflect changes in the relative prices
of cost and/or benefit components, where there is a
reasonable basts for estimating such changes, but

should not include any forecasted change in the gen-
eral price level during the planning period.
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ESTIMATING RELATIONSHIPS

In discussing the subject of estimating relationships, it is imper-
ative that certain fundamental points about their derivation and use be
understood. The main purpose of this section is to discuss these points.

Some Fundamental Points

Estimating relationships may be thought of as analytic devices which
relate various categories of costs or benefits, expressed in dollars or in
physical units, to explanatory variables. Estimating relationships may
take numerous forms, ranging from informal rules of thumb or simple anal-
ogies to formal mathematical functions derived from statistical analyses
of empirical data. A critical step in the derivation of estimating re-
lationships is to assemble and refine the data that constitute the
empirical basis of the relationship to be developed. Typically, the raw
data are at least partially in the wrong format for analytical purposes,
and have various other irregularities and inconsistencies. Adjustments,

therefore, almost always have to be made to insure a reasonable, consistent,
and comparable data base. No degree of sophistication in the use of advanced
mathematical statistics can compensate for a seriously deficient data base.

Given the data base, any of a wide variety of techniques may be used
to derive appropriate estimating relationshios. The range extends all the
way from unaided judgment and simple graphical procedures through complex
statistical techniques. Here, considerable judgment must be exercised.
The particular method used is strongly related to the nature of the prob-
lem, and particularly to the nature of the data base. For example, it
usually does not make sense to try to fit a complicated multivariate func-
tion to a data base having a very small sample size, reducina the degrees
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of freedom to a ridiculously small number. Even with a relatively large
data base, one must avoid mechanically running large numbers of correla-
tion analyses on the computer to determine that combination of explanatory
variables which maximizes the correlation coefficient. As discussed in
Appendix A on regression analysis, high correlation coefficients, in and
of themselves, do not necessarily ensure statistically significant relation-
ships.

Care must also be exercised in the use of estimating relationships.
The user must have a good understanding of the data base and the proced-
ures used in deriving the estimated relationship. This is particularly
important when the user himself has not derived a relationship. Above
all, one must exercise care in extrapolating beyond the range of experi-
ence (the sample) underlying the relationship. Scaling factors, for
example, may have to be taken into account, especially when we are esti-
mating the costs of future equipments or activities which are different
from those of the past, present, and near future.
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Types of Estimating Relationships

Estimating relationships exist in many forms and numerous possible
types may be useful in practice. In this section we briefly discuss
three types: simple linear functions, step functions, and multivariate
functions.

Useful estimating relationships are not necessarily expressed in
terms of complicated mathematical functions. In fact, a considerable
number of the relationships used in cost-benefit analysis are of the form,

Y = bX (1)
Equation (1) is a special case of the linear form,
Y = a+ bX (2)

The use of (1) is particularly prevelant. The numerical value of b
may be determined by a simple averaging process, by using formal statisti-
cal regression analysis, or even by policy considerations. Examples of
cases where linear homogenous estimating relationships are useful include
personnel pay as a function of number of personnel, construction cost as a
function of number of square feet, and the value of time saved as a function
of the number of passenger-minutes. Most rule-of-thumb estimating relation-
ships are in effect linear homogenous functions.

The two-variate simple linear form, equation (2), in which the loca-
tion coefficient is not equal to zero, is illustrated in the context of a
scatter diagram. See Exhibit 7.1. In two-dimensional cases, the use of
scatter diagrams can be very useful in deriving estimating relationships.
For example, from the following tabulation of ARTCC plus Tower Personnel

ARTCC + Tower Total FAA
Year Personnel Personnel
1966 12,574 43,557
1967 12,278 44,328 ]
1968 14,021 46,835
1969 16,059 49,106
1970 18,559 51,577
1971 19,974 54,550
1972 19,612 53,330
1973 19,873 53,679
1974 20,475 55,971
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and total FAA personnel, for the years 1966 to 1974, we may wish to know
how the numbers of ARTCC plus Tower personnel change with increases in
total FAA personnel. Visual conception of the scatter diagram suggests
that ARTCC and Tower personnel might well be estimated as a linear func-
tion of total FAA personnel. If we regress the data, the resulting equa-
tion is,
Y = -19546 + 0.72713 X

where,

= Number of ARTCC and Tower Personnel

= Total FAA personnel,

represented by the 1ine on the graph.

EXHIBIT 7.1

ARTCC AND TOWER PERSONNEL AS
A _FUNCTION OF TOTAL FAA PERSONNEL
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If a formal curve-fitting technique is used, the regression equation
and certain statistical measures of uncertainty -- standard error, coeffi-
cient or correlation, coefficient of variation -- result. The statistical
measures help the user in forming judgments about the reliability of the
estimating relationship.

The above relationships assumed continuity between the costs or bene-
fit measure -- the dependent variable -- and the explanatory or independent
variable. This, however, need not be the case. Cost can be at a constant
level over a certain range of the explanatory variable, then suddenly jump
to a higher level at some point and remain constant for a time, then jump
to another level, and so on. This kind of relationship is known as a step
function, and is iilustrated in Exhibit 7.2.

Step functions can be especially useful in portraying the behavior
of, for example, support activities such as the recently-established pro-
cedures designed to thwart highjacking, and the more recent procedures
being considered to guard against terrorist bombings.

Oftentimes, a measure of cost or benefit cannot be adequately ex-
plained in terms of one independent variable. In those cases estimating
relationships will take the form of multivariate functions; i.e., esti-
mating equations having more than one explanatory variable. An example
where a multivariate estimating relationship has been derived is the pro-
duction function relating the total number of aircraft handled to two
independent variables -- direct labor and capital stock. (Eskew, 1975)

nQ = 5.974 + 0.684 nL + 0.337 InK (3)
where,
Q = Total Aircraft handled
L = Direct Labor
K = Total Capital Stock

Statistical measures indicative of the "goodness of fit" of the esti-
mating relationship generally result from a multivariate regression analysis.
For a more complete discussion of formal statistical regression analysis, see
Appendix A.
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The Data Problem

As indicated above, one of the most vitally important steps in the
derivation of estimating relationships is to assemble an appropriate data
base. Since the data problem is fundamental, analysts typically devote
a considerable amount of their time to collecting data, to making adjust-
ments in the raw data to help insure consistency and comparability, and
to providing for proper storage of information so that it may be retrieved
rapidly when it is needed. With appropriate information in hand, the ana-
lytical task of deriving estimating equations is often relatively easy,
given the analytical tools and powerful computational devices now avail-
able.

We have a data problem because information is generally given in an
unsuitable format, the data needed for a given analysis is usually divided
among several sources that do not necessarily match, definitions given to
items contained in various data sources are not consistent, and so on.

The data problem can be overcome, not by adding reporting require-
ments to existing reporting requirements, but by persistence and ingenu-
ity on the part of the analyst. The analyst, given no constraints on his
desire for data, could not establish a universal, all-purpose information
system that would satisfy his needs forever.

There is the problem of small samples, which arises from the fact
that the FAA has to deal with a rapidly changing technology. This means
that in many instances only a relatively small number of observations will
be available for a certain era or class of technology. Here, even a near-
perfect information system cannot increase the sample size.

There are two possibilities for alleviating the problem associated
with small samples. The first is extremely simple, but it can help a
great deal, particularly in deriving estimating relationshins for use in
long-range planning studies. The analyst should not necessarily restrict
himself to historical data. In many cases he should seriously consider
increasing the number of observations by including appropriate data points
based on estimates made by experts for the very near-term future, or by
taking advantage of certain kinds of aualitative information.
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In summary, the techniques for assisting and handling the small
sample problem are:

0 Under certain conditions the size of the sample
can be increased by judiciously using estimates
for the near future to supplement the historical
data base.

o It may be possible to use qualitative information
to assist in deciding what kind of estimating
relationship is most appropriate.

Occasionally the analyst finds there is simply a void in the
existing data base. This is likely to be the case when planners are con-
sidering new proposals for distant future capabilities requiring major
equipments, or operational concepts, markedly different from those of the
past and the present.

One possible way to alleviate this problem is to see if any relevant
experiments are being conducted pertaining to the subject at hand, and
if not, to try to initiate such an experiment. Oftentimes the use of
experiments to broaden the data base is quite expensive, in terms of both
time and money. For example, a manufacturer set up a special shop to
explore a variety of manufacturing operations on aluminum, stainless steel,
and titanium structures. Taking aluminum as the base case, the objective
of his experiment was to determine the probable incremental labor costs
involved in working the other two materials for a representative sample
of various types of manufacturing operations. Given data from the
experiment, the analysts were then in a position to devise techniques for
adjusting the historical data base, which included aluminum, so that it
would be more appropriate for dealing with the stainless steel and
titanium problems.

Adjustments to the raw data base, as in the example above, are
necessary to make data consistent and comparable. Before useful estimat-
ing relationships can be derived, the raw data have to be adjusted for
such things as price levels changes, definitional differences, production
quantity differences, and the l1ike. Adjustments of this sort were
discussed in the previous section.
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Use of Estimating Relationships

The analyst must be judicious in his use of generalized estimating

‘E relationships which synthesize gur knowledge about past, present, and near-
future capabilities by relating resource requirements to key structural
characteristics of these capabilities. The main purpose of such synthesized
| descriptions is to help in assessing resource impacts of proposed new
systems for the distant future. While generalized estimating relationships
are quite useful to the analyst, they are by no means self-sufficient,
and many problems arise in using them in the cost-benefit process.

Some of these problems are more or less mechanical in nature. For
example, in cases where the analyst takes an existing estimating relation-

ship from previous work, he must check to make sure that the definition of
the categories of resource items built into the relationship is the same
as that required in the problem at hand. Similarly, if the estimating
relationship furnishes estimates of dollar costs, the analyst must check
to see what kind of dollars are provided -- current or constant, and if
constant, what year? If the base year built into the relationship is
different from that required by the analyst's present study, an adjustment
must be made.

No one has yet devised a standard procedure that will guarantee caution
in the application of generalized estimating relationships. Basically
what is required is a firm judgment on the part of the analyst, and this
cannot be reduced to a mechanical process. However, a number of steps may
be taken to facilitate proper use of estimating relationships in long-range
planning studies.

In cases where generalized estimating relationships have been derived
by formal statistical methods, the cost analyst may turn to the relative
standard error of estimate (coefficient of variation), the confidence
interval for an individual forecast, or some other measure, and use these
statistics to help decide what should be done about statistical uncertainty.
If, for example, the relative standard error of estimate is about 5 percent,
the analyst may feel comfortable in taking an expected value estimate as
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provided by the regression equation and using it without further question.
On the other hand, if the relative standard error of estimate is 30 or 40
percent, he should probably do some sensitivity testing. Here the
objective would be to explore the impact on final results of possible
estimating errors for the particular input category under consideration.

With respect to uncertainties about the values of explanatory
variables, several precautionary steps may be taken. As an illustration,
let us consider the major equipment area. Here, costs of future equipment
proposals are often estimated from relationships having equipment per-
formance or physical characteristics as explanatory variables. Where the
analyst is uncertain as to what values of these variables should be
inserted into the estimating equation, the first thing he should do is
be skeptical about the numbers presented by advocates of the proposed new
equipment. We know from past expérience that participants in the
advocacy process often tend to overstate performance characteristics, to
understate certain physical characteristics, and to understate costs.
Under these conditions, the analyst should consult with design engineers
who are neutral, and seek their advice regarding appropriate values of
equipment characteristics to be used as explanatory variables.

The greatest possible care should be exercised by the analyst when
he has to project to the distant future and has good reason to doubt that
the characteristics of that future are the same as those reflected in the
data base underlying his estimating relationships. Here, rote appli-
cation of generalized relationships can be especially hazardous. What
usually happens in such instances is that the relationships are used
primarily as a reproducible point of departure in the estimating process.
Something else -~ usually involving a considerable effort -- has to be
done before the final estimates are obtained. As an example of something
else that might be done, recall the experiment conducted by the manufacturer
interested in the relative costs of producing aluminum, stainless steel,
and titanium.

In summary, solution to parts of this data problem may be had through
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major overhaul of present information systems and through the establish-
ment of new, complete systems. Neither, however, appears feasible as a
general solution to the problem. Short of such major efforts are
numerous alternatives. Some examples include use of sampling techniquas
onar ad hoc basis supplementing the existing historical data base by ;
including estimated data points for the near future, statistical adjust-
ment and manipulation of the existing data base, and obtaining additional
information by conducting experiments.

Uncertainty

R R DT R

: The lack of certainty that can be expected in many cost and benefit

1 estimates is a key characteristic of cost-benefit analysis. Uncertainty,
perhaps more than anything else, tends to compound the severity of
analytical problems.

| Uncertainties should be treated explicitly using concepts and tech-

; niques appropriate to the type of uncertainty with which one is dealing.

i A distinction between risk and uncertainty is useful to the explanation

of how uncertainty should be treated. A risky situation is one in which

the outcome is subject to an uncontrollable random event stemming from a

known probability distribution. Unlike the risk in the toss of a true

| coin for example -- with the probability of a head turning up being

ﬁ 0.5 -- an uncertain situation on the other hand, is characterized by the

fact that the probability distribution of the uncontrollable random event

is unknown.

Probability distributions are sometimes assigned to uncertain situa-
tions, but these are necessarily subjective in nature. That is, they
must to a degree be based on the personal judgment and experience of the
analyst, rather than on incontrovertible empirical evidence. Rarely in
cost-benefit analysis are objective probabilities available. Essentially
all cost-benefit analysis involve situations of uncertainty rather than
of risk.

Historical evidence suggests that early estimates of costs and benefits
prepared for major public programs have missed the mark significantly. The
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analyst has underestimated costs and overestimated benefits for two

major reasons. By far the larger contributor to poor estimation lies
with changes in system configuration resulting from basic changes in
“requirements" not contemplated at the time of the early estimate. A
secondary cause of poor estimation may be traced to deficiencies inherent
in the analyst's techniques, including his empirical data base. Hence,
we may say that the two fundamental reasons for poor estimation are
requirements uncertainty and estimating uncertainty. (Fisher, 1970)

In long-range planning studies involving broad, relative comparison
of numerous alternatives exemplified by the Upgraded Third Generation Air
Traffic Control System, it is useful to ascertain initially whether
estimating uncertainties can be properly suppressed, or treated as a
second order problem. If "expected values" will suffice during the early
stages of a cost-benefit analysis, the overall study can be structured in
a more straightforward manner than would otherwise be the case. It is,
however, very important to treat both types of uncertainty.

To insure that estimating uncertainty can be suppressed safely, one
may use statistical measures -- standard errors, prediction intervals,
coefficients of determination -- for those estimating relationships
derived from empirical evidence. Those measures may be used to help form
judgments regarding estimating uncertainties for each cost and benefit
element examined. Given such judgments, several approaches may be
considered.

Perhaps the simplest approach is to single out those categories of
cost and/or benefit measures deemed to be the subject of greatest estimating
uncertainty. Then, for expected value estimates having significant error,
conduct sensitivity tests to determine the impact on the cost-benefit

comparison. If the resulting impact on the comparison is small, we may
conclude that estimating uncertainty in those elements may safely be
suppressed.

For those elements derived without the benefit of statistical measures,
Judgments about estimating uncertainty in terms of high, medium, and low
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estimates for each element can be made. Again, if these ranges are
narrow relative to other uncertainties in the total cost-benefit problem,
one should use the medium estimates in making the comparison among
alternatives.

The two approaches discussed briefly above are most useful when a
large number of alternatives are being compared. Once the number of
alternatives has been narrowed, one may formalize subjective judgments
about estimating uncertainty for each element in the cost-benefit
structure. A subjective probability distribution - a beta function is
often used - for each element may be specified, and the component distri-
butions may be combined using a Monte Carlo technique to derive a
distribution of total system costs on the one hand, and total system
benefits on the other. (Klein and Jordon, 1975)

Perhaps the greatest advantage to using the formalized Monte Carlo
technique to express subjective probability distribution functions is that
its appiication places a certain amount of discipline on the analyst. It
causes him to ask appropriate questions; it causes him to record answers
in a consistent and understandable manner; it permits him to ascertain
the impact on the final cost-benefit comparison.

EXHIBIT 7.3

USE _OF MONTE CARLO METHOD TO
OBTAIN DISTRIBUTION OF TOTAL SYSTEM COST

Cost category

Monte
3. _A_ ———— Coarlo
Model
. e

Total system cost
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Typically, estimating uncertainties are swamped by requirements un-
certainties in studies of concepts such as the Upgraded Third Generation
Air Traffic Control System. We believe that in most cases a limited

amount of simple sensitivity testing can help a great deal in determin-
ing whether or not one should recommend that estimating uncertainties be
suppressed. Simplifying procedures should be used whenever it is reason-
able to do so, enabling the analyst to concentrate effort on requirements
uncertainties.
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THE LIFE-CYCLE COST MODEL

The fundamental problem facing the cost analyst is developing and
applying concepts and techniques for assessing economic costs of proposed
alternative future actions under conditions of uncertainty. Alternative
actions usually take the form of some combination of the following:

0 Proposed new capabilities for the future

0 Proposed modifications of existing or
presently programmed capabilities

0 Proposed deletions from the presently
programmed capabilities

Suppose that planners are considering alternative concepts of air
traffic control that differ in the basing of the signal receiver (in
space or on ground), the date of the initial operational capability, the
Tevel of automation, and whether the system is centralized in three cen-
ters or distributed among 21 centers. RAND (1973) conducted such a study
of alternative Advanced Air Traffic Management Systems (AATMS) for oper-
ational use in the latter portion of this century. In addition to various
measures of possible benefits of proposed alternatives, the planners must
also know what the economic cost is likely to be -- the incremental cost
to develop, procure, and operate the new capability over a period of years.
The "cost of the system" includes the cost of everything directly related
to the decision to achieve this proposed new capability; it excludes the
cost of items not so related, such as the costs of administrative and sup-
port activities that would qo on regardless of the decisions under ccnsid-
eration. (Fisher, 1971)

The cost implications of alternative concepts, such as those described
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above, can best be examined by segregating the costs of the proposed
alternatives into three categories:
o Research and Development Costs -- the
outlays for resources required to develop
the new capability to the point where it
can be introduced into the operational

inventory at some desired level of relia-
bility.

0o Investment Costs -- the one-time or non-
recurring outlays required to introduce the
capability into the operational inventory.

o Operating Costs -- the recurring outlays
required year by year to operate and main-
tain the capability in service over a period
of years.

An illustration of the relationship of these costs in the life of a
system is presented in Exhibit 8.1. The life cycle identification is
important for several reasons. One, it helps to insure identification of
the total resource impact of a proposal. Oftentimes, decisionmakers may
become preoccupied with investment costs, to the relative neglect of the
annual operating costs which will be an inevitable consequence of their
decision. Life-cycle costing helps to avoid such a pitfall. Two, the
life-cycle identification facilitates the analytical process. Systems
analysts and long-range planners usually must examine variations of the
extent to which the system is to be introduced, the number of years var-
jous capabilities are assumed to be in the operational inventory, and the
like. The 1life-cycle identification is essential for this kind of para-
metric examination. Research and development costs, for example, are
largely independent of the number of units procured and the number of
years a capability is assumed to be in the operating inventory. Invest-
ment costs are, of course, related to the number of units procured, but
are essentially independent of the number of years of operation. Operat-
ing costs are a function of the number of units procured and the number of
years of operation. (Fisher, 1971)

"
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SYSTEMS COST (DOLLARS) =

EXHIBIT 8.1

LIFE CYCLE COST HISTORY

R&D

INVESTMENT

OPERATING COSTS
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Cost Categories in the Model

To generate costs of alternatives, the analyst must establish
resource categories (for equipment, facilities, manpower, and so on) and
functional categories (for maintenance, training, and so on). These cate-

; gories must be meaningful and useful from several points of view:

0 easing the problem of data collection
o permitting computational convenience

o0 helping to indicate significant areas
of c¢ritical resource impact

o helping to insure completeness in
identifyina all resources required to
obtain a proposed capability.

An example patterned after RAND's AATMS Study (1973) is given in
Exhibit 8.2. No matter which set of input categories is established it
is vitally important to define carefully what is included in each cate-
gory. This is a fundamental prerequisite to developing estimating
relationships (discussed in the previous section) and to consistent esti-
mating of the cost implications of alternative proposals for future capa-
bilities.

In long-range studies, attempts to structure problems in great detail
are usually not rewarding; however, it is important to specify input struc-
tures in enough detail to allow those aspects of a proposal which are really
new to be distinguished from those which are not. Even the most advanced
system proposals contain many elements which are not significantly new.
These should be separated from those which are new, so that the analytical
effort can be concentrated on the latter. In the hardware area this usually
nmeans going down at least to the subsystem level, and perhaps even lower.

Given the desired set of resource and functional categories, and esti-
mating relationships for each, we are now in a position to synthesize this
information into a life-cycle cost model.
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EXHIBIT 8.2. CATEGORIES FOR A TYPICAL FAA LIFE-CYCLE COST MODEL

RESEARCH AND DEVELOPMENT (R&D)
Prototype Hardware
Test Facilities
Technical Experiments
Modeling and Simulation
Software
Operational Tests
System Design and Engineering

INVESTMENT (Including F&E)
Land
Facilities (F)
Equipment (E)
Initial Spares and Spare Parts
Initial Training
Initial Travel
Initial Transportation
Other Miscellaneous

OPERATIONS AND MAINTENANCE (0&M) For N Years
Personnel
Equipment Replacement
Equipment Maintenance
Replacement Training
Recurring Travel and Transportation
Other Miscellaneous

TOTAL SYSTEM COST
R&D + Investment + 0&M
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Classes of Cost Models

The term "cost model" has a wide variety of meanings. In general,
it connotes an integrating device designed to facilitate the analytic
process. Cost models may be classified in several ways. One basis for
classification is in terms of the extent to which the model manipulates
the inputs. The simplest cost model of this sort summarizes the facts
provided by the analyst; it may only consist of rules for subtotaling
and totaling the information supplied as inputs. A slightly more com-
plex model may require a minor amount of multiplication in order to turn
out a few intermediate outputs to be summarized and displayed. Somewhat
more complex models of this type may provide for making choices of esti-
mating techniques depending upon specific inputs. The most complex of
these input manipulators may involve the use of fairly sophisticated tech-
niques such as nonlinear programming or probabilistic iterations.

Cost models can be categorized according to the function they serve.
Some models are designed to assist long-range planners. Others are for
use in pragramming, where this term implies a more detailed Tevel of plan-
ning and application in the near future. Still others are designed for
use in preparing next fiscal year's budget. Function influences the
design of the model in several ways. The level of detail to be represented
is one of the most obvious. For example, a model designed for use in near-
future budgeting would not usually be useful for long-range planning, be-
cause it would require unavailable detail. It might also utilize cateaor-
ies and identifications in forms which are not of interest to long-range
planners.

For example, within FAA, cost models may be narrowly conceived to deal
only with cost as a function of increasing reliability of a specific type
of equipment, e.qg., a non-directional beacon. At the other extreme, a
model may be conceived to represent the entire FAA structure and its fis-
cal responsibility for the next 20 or 30 years.

Cost models useful to cost-benefit studies are designed to serve the
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long-range planning function, and usually deal with replacement proposals.
The replacement of an existing ATC system or subsystem, for example, is a
proposed action generating potential costs traceable to a so called "system."
When modeling the costs of that system, only those costs that are believed

to be a function of introducing the new system and removing the old are
treated. A1l other costs are, by implication, assumed to be fixed and
therefore not subject to variation as a function of the decision at hand.
Models of this type are sometimes called individual system life-cvcle cost
models; their usefulness to the analysis of future FAA requirements is the
subject of the next subsection.
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The Individual System Life Cycle Cost Model

Life cycle cost models may be structured quite generally, with a
view to automation, and with provision for storing a sizeable data bank
of estimating relationships covering a wide range of hardware and oper-
ational concept configurations. Inputs to the model would comprise sets
of subsystems descriptions, and the computer program would automatically
select the appropriate combination of estimating relationships for use in
any given case. For example, the AATMS may be divided among four subsys-
tems including:

o air traffic control equipment
o data acquisition equipment

0 communications equipment

0 navigation equipment

One or more cost estimating relationships (CERs) may be derived for proto-
type hardware for each type of subsystem. The cost model would select the
appropriate CER.

Individual system life-cycle cost models may also be structured in
terms of the form of output that is desired. For example, if time-phased
cost estimates are deemed useful, then explicit provision must be made for
inputting major equipment delivery schedules, activation schedules, or
some other form of projected time table. The model must then contain a
procedure for relating the cost estimate to the specified time table and
for generating alternative patterns of timing of the cost impacts.

A frequently used approach is to make the basic calculations on the
basis of deliveries of equipment, and then to use a series of lead and lag
factors to convert the basic calculations into time-phased estimates of
total obligational authority, expenditures, or some other alternative form
of time-phased output. Additionally, a procedure may be included in the
model for treating alternative assumptions about time preference; that is,
assumptions about alternative discount rates.

A principal reason life-cycle cost models are computerized is the
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high 1ikelihood they will be used repetitively. Models of this sort may
find repeated use during a sifigle study effort because many options must
be examined while seeking the‘breferred solution.

Large-scale, time-phased models dealing with considerable detail
are quite expensive. They are expensive to develop and to run repeti-
tively. However, a simplified cost model can often be desianed for use
with desk-top, time-sharing, terminals. While inadequate for portraying
time-phased costs, they are generally adequate for comparing alternatives
during the early conceptual phase of a study. Many options may be examined
efficiently, discarding those that are clearly inferior. An example of a
desirable form of output for the AATMS individual system life cycle cost
summary is shown in Exhibit 8.3. Significant features of the option are
indicated in the heading, non-recurring costs of R&D and investment are
divided among subsystems, and recurring costs of operations and mainte-
nance are shown for the system as a whole. In addition to the total 1ife-
cycle cost summation, summations are shown on the basis of crude* time-
phasing for costs discounted at 10 percent and at 20 percent.

In summary, cost models are important integrating devices. They
are designed to facilitate the analytical process by bringing together
a wide range of factors on the input side and relating them to specific
types of output capabilities. Successful cost-benefit analysis, in many
ways, depends on the utility of the cost model employed.

*
For example, the R&D costs may be assumed to spread evenly, year by
year, over the length of the R&D program.

135

T -



I

EXHIBIT 8.3

LIFE CHCLE COIT SUekn

CMTLLIONT OF COMITHANT 90T h
oD SROSFAM LENGTHS VF 2 xx
2. JF SFOTOTYVFEZ x
1#5. GF OFMAL TESTS XX
ATC  DATH ACO Dealald]
CJZT ELEMENT EQULIF EQUIF SO
FiD
EFOTN HAFDWASE XXX XXX 222
TEST FRCILITIES XXX XXX XXX
TECH EXFEFINTE AKX XXX XXX
MIp & SIM XXX XXX XXX
COFTUWRFE XXX XXX XXX
deile TESTS XXX XXX XXX
CVITEM DAE XXX XXX XXX
I ZTMENT XXX XXX XXX
LAHMHD XXX XXX XXX
FelILITIER XXX XXX XXX
SOTFMENT XXX XXX xxx
IHITISL Z0EP XXX XXX XXX
INITIRL TR XXX XXX XXX
[HITISL TRAY XXX XXX XXX
INITIAL TRAN XXX XXX XXX
OTHEF MIZC XXX XXX XXX
aPH: = MTCE
FEFZOMMEL
et ~EFLMNT
e MTCe
FoFLMGT TEHIG
TesY o TEHY
OTHER M350
TOT B D+ e m T OXXXX XXXX XXXX
|55 i o B o iy
{10 B A AR A0 RN T e
I LCOMRETEDr BT 0%
EREERPEDLSY . S T
136

&y
OLLPF .
M, {IF CEMTEF: XX
HO. CIF ZiFteF et ) v X
. OF COMTROLLER. (T 8. xx
10C ['HTE XXXX
RISk 2TV EM
EQUEP FREC CTIT Fay=
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX KXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XXXX
XXX XX XX
XXX XXXX
XXX XXXX
XXXX XXXX XXXX
XXXX
XXX X
XX XX

it e




REFERENCES

D.J. Dreyfuss, et.al., Cost Comparisons of Advanced Air Traffic Marage-
ment Systems, prepared for the U.S. Department of Transporta-
tion, R-1319-DOT, The RAND Corporation, July 1973.

Gene H. Fisher, Cost Considerations in Systems Analysis, The RAND Cor-
poration, R-490-ASD, December 1970.

137




SUMMARY OF RELATED MATH-STAT TECHNIQUES

Mathematical and statistical methods have been reasonably successful
in dealing with many complex problems in the physical world and, hence, it
is quite natural to hope that, by extension, they might perform equally
well in dealing with the broader and even more complex questions which
cost-benefit analysis tries to answer. Cost-benefit analysis is concerned
with relationships between a large number of quantities, so it is not sur-
prising that mathematics and statistics provide useful techniques.

A casual survey of operations research literature -- which is iden-
tical with cost-benefit analysis 1in so far as its analytical tools are
concerned -- leaves the impression that success in this field depends on
a thorough knowledge of certain rather specialized mathematical techniques.
Quade (1964) notes that in its rather short life as a named discipline,
operations research has so firmly adopted certain tools -- linear program-
ming, Monte Carlo, and game theory to list a few -- that these techniques
almost seem to be the complete activity. Johnston (1G60) says one of the
most important developments in economics has been the increasing amount of
statistical and econometric work. In recent years the emphasis has been
on the application of statistical techniques to data in order to estimate
economic relationships and to test various hypotheses about such relation-
ships. We have seen in the recent past an ever-accumulating body of empir-
ically tested propositions covering many fields of economic activity.

The difficulties in problem solving range from the philosophical or
conceptual to the analytic or mathematical. However, there is no clear-
cut separation. Operations research techniques which we have mentioned
are designed tc cvercome difficulties at the mathematical or analytic end
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of the range. Although clearly dwarfed by most at the other end, one
should not conclude that these techniques are without significance or
importance. For this reason, readers of this quide may find it profit-
able to learn something about the mathematical techniques that have
proved extremely useful in dealing with a large and important class of
problems. Moreover, even though an understanding of fundamental concepts
may be more important than analytic techniques -- in part because more
elementary methods will ordinarily serve, though less efficiently -- new
analytic techniques frequently lead to new understanding. §

The analytic aids associated with operations research and cost-bene-
fit analysis range from tools like computers or tables of random numbers,
to broad techniques, like regression analysis, linear programming, Monte
Carlo, game theory, queuing theory, and many others. Some of the more
widely used techniques are briefly discussed pointing out their strengths
and Timitations, and describing the part they can reasonably be expected
to play in cost-benefit analysis.
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Statistical Regression Analysis

Regression analysis is a classical procedure with wide use in the
field of cost-benefit analysis. The hypothesis underlying this approach
is that a dependent variable, like the cost of an item, bears a statis-
tically stable relation to design and performance specifications or other
characteristics of the item -- independent variables descriptive of the
item. The stable portion of this relation is the regression function of
cost, the dependent variable, on the independent variables. The regres-
sion function is the expected cost in the presence of error. Error is
the unstable portion of the statistical relation.

The regression function, f (x, a) combines known values x, like
design and performance specifications, and coefficients a which are sta-
ble but which are not directly observable. Least squares is the most
widely used method of estimating these coefficients. Its name derives
from the criterion used to produce the estimators. 1In a sample of data,
the mean square deviation of observed outcomes y from a candidate function
f (x, a) can be minimized over all possible assignments of coefficients a,
since values x are known. The estimator a for the true coefficients «
(both generally are vectors) is obtained from the assigned & that minimi-
zes mean square error (around the regression function) in the population
and from errors of estimate for Q.

The method is used to test certain economic hypotheses about the
character of the regression function or the coefficients estimated.

These hypotheses might be concerned, for example, with the variation of
production cost within a firm, or among firms within an industry, as the
volume and rate of output change. It is important, from a practical as
well as theoretical point of view, that such hypotheses be tested against
available relevant evidence.

The statistical testing of economic hypotheses can be complex and
hazardous. In cost-benefit analysis, the first major problem is often a
paucity of published data relevant to the subject of investigation. Em-
pirical work generally requires the collection of suitable data as a first
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step.

The second major problem, although present in most econometric
investigations, is especially troublesome in cost analysis. It is the
proper adjustment of the data into forms relevant to the subject of
investigation.

The third major problem is the validity of the statistical tech-
niques and tests applied, since most often data samples cannot be large.

Statistics has developed rapidly in this century, largely stimulated by
problems in the natural sciences. Thus the assumptions underlying sta-
tistical methods often rest on relevance to non-economic problems and,
as well, on mathematical tractability. The econometrician who wishes to
apply these methods to data on the behavior of a complex econoriic system
must examine the potential for conflict between the economic model which
is assumed to generate observations and the statistical models which under-
lie statistical methods. Fortunately, some assumptions are less important
than others in that statistical techniques can be insensitive to depar-
tures from them.

Because of the importance of this subject to cost-benefit analysis,
a detailed discussion with references is included as Appendix A.
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Linear Programming

The word "program" as used here refers to a set of instructions
which can be given to a man, or to a machine, that tells what to do next
to move toward the objective when a certain stage is reached. If the
activity can be represented by a mathematical model, then a computational
method may be evolved for choosing the best schedule of actions; this is a
mathematical program.

Many economic, industrial, and transportation activities can be
expressed (or at least approximated) by systems of linear equations and
inequalities. When this can be done we have linear programming, the best
known and most widely used technique of operations research. Electronic
computers, using linear programming, have solved problems involving 3200
equations and 600,000 variables. But linear programming gives a systematic
and efficient way of finding the best case, or one of the better cases,
without the need for examining each possibility separately. Furthermore,
much of the analytic power of the linear program lies in assessing the
sensitivity of the least case to changes in the variables, based on their
shadow price, or marginal value. )

The term "linear" in linear programs refers to the relations that
must hold among the various activities for the plan to be consistent with
available resources. The essence of the technique, when applied to trans-
portation problems, lies in instructing the computer that if substituting
one route for another lowers the over-all cost, this same substitution
should be repeated as often as is consistent with the constraints as to
the number of items which can use that route. The explicit cost calcula-
tion of most of the possible routings is avoided and just enough cases are
examined to ensure that no profitable alternative has been overlooked.

Linear programming, because of the simple form of its associated
mathematical model, appears to be more restricted as to the generality of
the problems it can solve than is actually the case. Althouah the method
requires that the problem be formulated to fit the linear proaramming for-
mat, systems of linear inequalities can approximate a wide variety of cases.
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And while this formulation is frequently difficult if the model is to
remain an adequate representation of reality, adequate approximations
have usually been found. A great deal of effort by mathematicians is
directed toward extending linear programming into such areas as non-
linear programming, integer programming, and programming under uncer-
tainty. The pressure to use the method is great, however, because the
computational algorithm is so powerful that systems containing hundreds
of equations can be solved. Appendix B contains a discussion of the
method.
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Game Theory

The theory of games is a mathematical treatment of planning under
conditions of conflict. The types of behavior that appear in such situ-
ations, of course, have long been observed and recorded. However, aside
from some attempts to set up models in which optimal courses of action
can be dealt with by the calculus, or, in more sophisticated form, by the
calculus of variations, the only mathematical theory so far put forth --
and that only relatively recently -- is thé theory of games. This theory
is concerned with the selection of an op;imal course of action taking into
account not only the possible actions of the planner himself but those of
his adversaries as well. The principal modes of resolution are collusion
and conciliation.

Game theory does not cover all the diverse factors which enter into
behavior in the face of a conflict of interest. There are certain impor-
tant limitations. First, the theory assumes that all the possible out-
comes can be specified and that each participant is able to assign to
each a measure of preference, or utility, so that the one with a larger
numerical utility is preferred to one with a smalier utility. Second,
all the variables which determine the payoff and the values of the payoff
can be specified; that is, a detailed description of all possible actions
is required.

Only an occasional problem associated with systems analysis has been
simple enough to solve by actually computing the game theory solution --
and some of these were only marginally related to the real world. Recently,
however, advances in our theoretical knowledge have given promise that the
situation may be changing. Game theory is now being successfully applied
to various tactical problems -- such as radar search and prediction, the
allocating defense to targets of unequal value, studying missile penetra-
tion aids, scheduling missile fire under enemy pindown, and other problems
as diverse as antisubmarine warfare and inspection for arms control.

In contrast to linear programming, which contributes mainly as a tool
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for solving specific problems, direct uses of game theory are relatively
rare. But, its contributions to policy analysis are possibly far greater
for it tells us how to think about situations of conflict with an intelli-
gent and reacting opponent who may have common as well as opposing interests
(Williams 1954).
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Monte Carlo

Monte Carlo may be described as a method for estimating the answer
to a problem by means of an experiment with random numbers. For example,
suppose one wishes to determine the probability of winning a game of soli-

Sl aritc skt s ot A

tare. One might attempt to calculate this directly, but would quickly

discover that the amount of computation required is staggering. Another
approach would be simply to play the game a large number of times, N,
count the number of successes, n, and then estimate the probability of
winning as the quotient n/N.! This estimate would be in error, but the
error could be decreased by increasing the number of trials. To speed up
this process, the game could be programmed for a high-speed digital com-
puting machine and the triais performed by machine rather than by humans.
But even with a fast computer the number of trials required to get a good
answer might still be overwhelming since the error may decrease very slowly.
In any event, however, a judicious mixture of analysis with random trying
is 1ikely to be more effective, and this is called the Monte Carlo tech-
nique.

The origins of Monte Carlo lie in the random sampling investigations
of statisticians. The Monte Carlo approach seeks answers to mathematical

! For the solution of many problems in probability it is necessary to
know how many different sets of r objects can be chosen from » objects. In
general, the number of permutations of n things taken r at a time is given
by the formula,

n!
(n - r)!

From this expression may be written for the number of permutations of »
things taken all at a time. '
P?’l
n

P: (n)(n-1)(n=2) ... (n-r + 1) =

= nf

Sets without regard to the order of drawing are called o mbinitione
In general, the number of combinations of »n things taken » at a twme is
given by the formula,

n n!
et - d

r r! (n - r)!
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problems and is dealing with an abstract, rather than with a real, popula-
tion. This circumstance, because it allows the population to be altered,
makes many refinements in technique possible. (Quade, 1964)

The use of Monte Carlo is now widespread in operations research,
basically because it is the easiest computational method to apply to the
large and complicated problems typical of such investigations. These
problems often have prominent random elements. They are frequently new
and difficult to formulate mathematically. Even if they can be formu-
lated, they almost never have known analytic solutions and the applica-
tion of the traditional methods of numerical analysis is difficult, if
not impossible. In order to apply Monte Carlo methods it is only neces-
sary to be able to model the physical process. Since high-speed machines
can take over the laborious part of the calculations, Monte Carlo often
allows one to substitute brute force for mathematical ingenuity and
thought. Furthermore, for a good many problems studied by operations
researchers and systems analysts there is no feasible alternative to Monte
Carlo -- especially if information on the probability distributions of
the outcomes is required as well as information about the expected values.
Traditional methods of analysis are ordinarily useless in such cases if
the problem is at all complicated.
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Queuing Theory

As the name implies, queuing theory is concerned with waiting times
for customers who arrive for service as these are affected by the rate at
which customers arrive and the rate at which they are served. Familiar
examples are aircraft waiting to land, machines waiting to be repaired,
telephone callers waiting for lines to clear, and postal patrons waiting
to mail packages.

The theory is easiest developed for a steady state as regards the
arrival of customers. The time between arrivals obeys an arbitrary dis-
tribution, fixed during the period of interest. The same is true of the
time needed to serve a customer once he has arrived at the head of the
queue for service. More than one server, a mix of interarrival distri-
butions and service distributions, "balking" by customers eligible for
service (as in lists) who refuse it, departure of customers before being
served, and priorities among customers are all aspects cf queuing which
have been treated. Quantities of interest in the proper sizing of ser-
vice capacity are the mean size of the queue, mean waiting time for a
customer, the mean length of a busy period for a server, the mean number
of servers idle and the mean idle time accumulated by servers. Other mea-
sures of location, variances, and distributions of indicated quantities
can be found by the methods of renewal theory.

In many cases, the expected number of arrivals during a service of
one customer yields a useful summary of the process. This number is the
process intensity. It must be less than one for the whole process --
arrivals and service -- to even have a steady state. If process intensity
is greater than one, then customers arrive faster than they can be served,
so that queues tend to grow indefinitely.

When interarrival times are exponentially-distributed, the mean and
variance of service time enable mean waiting time and queue size to be
calculated. When service times are also exponentially-distributed, the
probability that queue size is q is given by (l-p) pd where p is process
intensity. Waiting times and other measures of customer delay tend to be
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least (for a fixed average service time) when service variation is at a
minimum -- it is “deterministic.” Delays tend to be greatest when service
time is exponentially-distributed. These two cases are useful poles for
comparison with more elaborately described distributions.

In most cases it is costly to keep service available. But delay
in service is also costly, often within the same cost system as the
service. This is the case with machine repair. When service is part
of what is sold, then delay loses sales or customers, a real economic
penalty although sometimes difficult to quantify as such. For regulated
servers, like telephone companies and postal service, capacities which
must be attained by capital investment are adjusted to requirements on
the grade of service. Thus queuing theory is a generator of information
for cost and cost-grade of service tradeoffs in a great variety of set-

tings.
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STATISTICAL REGRESSION ANALYSIS

John E. Berterman

The Linear Model

Statistical Basis. The hypothesis that underlies least squares
analysis is that an observed outcome, Y, like the annual cost of tower
operations at a given airport, has an expected value which depends lin-
early on variables like the annual number of VFR operations, the annual
number of IFR operations, the peak distribution of those operations as
a function of time, and so on. A disturbance (error) is added to this
expected value to produce the observed outcome, the value of the depen-
dent variable.

Symbolically,
Y = bo + b] Xq * e bk Xk +u
where
Y is the observed cost, the value of the dependent

variable.

Xys +ees X are observed values of the independent
variables (regressors, predictors).
b, by, ... b, are regression coefficients, not
o’ 1 ;
known directly.
u is the random disturbance (error) contribution to Y.

The average value of u, the random disturbance is 0. (Any other
value for the average is subsumed by bo). Thus,
b0 + b] X e B bk Xk
represents the average value of Y given independent variables X wees X
It is the regression function of Y on these variables, by definition. The
whole regression function b0 + b] Xp+ oot bk Xk is exactly analogous to
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a mean. When the function is b0 alone, it is just a mean, unvarying with
independent variables X{s vens Xy Estimators bys b], ks bk for the
regression coefficients are derived from a sample by averaging methods
which are essentially those by which the arithmetic average of a sample
is used to estimate the population mean. The essentials are visible in
the character of the sample mean as an estimator.

The sample mean emerges as the value of the single coefficient b0
that minimizes mean square error in the data sample around the regression
function bo. This mean square error is,

1 L 7)2
;?Ui-%)- =L~ 3

where y is the sample mean. Setting b =y = b evidently minimizes the

+n (b - -)2

mean square error in the sample. It also y1e1ds the equation for b as
b, = 7.

For more general regression functions, the procedure of minimizing
mean square error in the sample produces just the same separation of mean
square error into two parts, the first depending only on sample values,
like %-Z (y; - 9)2. The second part increases with departure of combina-

tions of coefficients bo‘ b b from what are really averages calcu-

10 e
lated from the data samples in a way similar to the term ( - y)
Equating the combinations of coefficients to these data means yields a set
of equations for estimators b b1, s bk‘

b0 + b1 Xy i_;.. + bk X =Y

A - A 2 o = o

By X * By X7 F e * By Xk = X%y

boxk + b] XX e bkxk = X

The bar indicates averaging in the sample. The quantities averaged i
are values X1s coes Xy Y and, as in ;;7, Xfy, averages of quantities x]2

and X1y
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Estimation of coefficients Bo. B], e Bk enables calculation of a

'predicted' value for each value ¥; of the dependent variable in the sam-
ple,
¥y = B Ty Ny T B Ry
The variance of the disturbance term can then be estimated by, *
A A2
ot = EL¥ -5
n-(k+1)
Symbolizing the equations for bo’ - bk by,
58, = Uy
k
Variances and covariances of estimators bo’ S bk are entries in
the matrix o2 S'].
Like the sample mean, estimators bo’ cee by have "optimum" proper-

ties as the minimum variance unbiased linear estimators of the coeffi-
cients when disturbances in the data are independent of one another and
all have the same variance. Cases in which error correlations occur and
variances are unequal can be handled (when necessary scaling factors are
available) by what is essentially a transformation of the data into the
form presupposed by the linear model.

Application. Analysis of costs by use of the linear model involves
the following steps:

(1) Collection of data on the outcomes, Y, and
independent variables, x.

(2) Adjustment of the data for price level dif-
ferences and other possible inconsistencies
with the structure of postulated regression
functions.

(3) Estimating coefficients Bo, 51, s Bk by
application of the formulas relatin