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SECTION I

INTRODUCTION

* 1 .1 Purpose of the Study

The objectives of this anal y sis were to examine  a v a i l a b l e
• computer hardware verification methodologies app licable to

a Secure Communications Processor (SCOMP) and to recommend
techniques which accomplish each verification element .
Two major verification elements were identified for
analysis. They are:

• Probabilistic measures analysis of security
compromis e induced by hardware failure. For
this element, the impac t of unreliab ili ty in
the physical hardware on Secure Communica t ions
Processor performance mus t be analyzed and
quantified .

• Certification tha t the SCOMP hardware accomplishes
• the perf ormanc e requirements of its design

specifications. For this element , the hardware
cer ti fica tion cr iteria f or des ign analysi s,
design testing and produc tion produc t con trol
must be selected and specified . *

The objectives were accomplished .

1.2 Approach to SCOMP Hardware Verification Analysis

This study was acc omp lished in two phases.

In the fir st phase , a general investigat ion of the form
and charac ter of available analy tic tools and process
techniques applicable to hardware verifica tion was
conduc ted . The investigation served to establish the
spec ific tasks appropriate to accomplishing the
probabili stic mea surement analys is and the cer ti fica tion
of the SCOMP hardware des ign and physical produc t .
Addi tiona l ly ,  the range of the ava ilable me thodolog ies
for each task which should be a candidate for de tail
study and/or trade-offs was also determ ined in the
first phase . The first phas e of this study culmina ted
in October 1975 with the issuance of A Brief Technical
Note on SCOMP Hardware Verification Methodologies.
Contained in the note we re de scrip tions of the work elemen ts
necessary to achieve probab i listic mea surement and hardware
certification and an overview of candidate methodologies
which were to be examined in trade - off s tudies in the
secon d phase of the study .

In the second phase , the methodology trade-offs described i i
above were perf ormed and suitabl e cri teria were sel ec ted.

5 
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1.2 Approach to SCOMP_Hardware_Veri fication_Anal y~ js (Continued)

The trade-off results and recommendations are contained in
this final report. Where further trade-offs were inappro-
priate to a specific task , the task criteria have been
developed and specified . l’hese criteria are contained in
the appropriate Detail Specifications (l).S. Part I) for
the Security Protection Module and the MIJLTICS Interface
Unit , Quality Assurance Provisions sections. Paragraph 3.3
of Section III of this final report also contains a
summary of these criteria .

1.3 Observations on Sufficiency of Verification Methodolog ies

The course of this stud y has led us to a set of conclusions
which either define or scope specific SCOMP hardware
verification tasks. In arriving at these conclusions , we
have employed anal ytic , and sometimes subjective , tests
on candidate methodolog ies. Stated generally, these
tes ts a re :

• Appropriateness of the task to achieving Project
GUARDIAN objectives.

• Sufficiency of the methodology for accomplishing
a defined technical task.

Timeliness of the methodology for application
to the des ign  of a Secure Communications Processor .

Cost efficiency of the methodology, consistent
with technical sufficiency and timeliness.

In the specific circumstances where trade-off studies have
been pe r fo rmed  on cand ida te  p r o b a b i l i s t i c  m e a s u r e  and
hardware  des ign  anal ysi s m ethodologies , s u b j e c t i v e  v iews
of t echn ica l  s u f f i c i e n c y  and cost  e f f i c i e n c y  were neces sa ry .
I t  is impor tan t  to note tha t reasonably clear upgradin g paths
are i d e n t i f i a b l e  in the event t ha t  they  should  he requ i red
at some l a te r  da te .  These are discussed together with
the recommendat ions  in Sections II and I I I .

6
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SECT I ON I I

PROBABILISTIC MEASURE OF SECURITY COMPROM ISE

2.1 Objective s and Criteria for Probabilistic Analysis

The objective s of the probabilistic measure analysis are
three fo ld:

a.  T o es tab l ish  the nume r ical p r o b a b i l i t y  that  any SCOMP
hardware failure will induce a security compromise
condi t ion  w h i c h  remains  undetec ted .  The p r o b a b i l i t y
desired is an upper bound on failure probability
rather than its exact value .

b. To insure the hardware design effectiveness as it
add resses the prob lem of detecting security impacting
device fai lures.

c. To determ ine the need f or and frequency of SCOMP
system exercise by “health checking” diagnostic
software to supplement the hardware desigi .

Probabilistic me asures of security compromise due to undetected
computer hardware failures can be developed analyticall y using
either manual or computer-a ided me thods. Addi tionally, i t is
feasible to employ a physical fault imp lantation evaluation
tes t sequence which yields suffic ient fa i lure e ffe cts data to
establish a measure of security compromise.

Al l c lass es of probabilistic measurement methods conside red
herein result in a single indicator of desi gn effe ctiveness
in preclud ing secur ity comp r omise , a probab i l ity of securi ty
compromise due to hardware failure per unit time . The SCOMP
de si gn goa l fo r  the p robab i l ity th at a secur ity comprom ise due
to hardware failure will occur is less than 0.000001 per hour.
Restated , this equates to a steady state secure operat ion
99.9999 percent of the time . The objective of the probabilistic
anal ys is  i s to cstabli sh an upper b ound , rather than a precise
value , for the probability of compromise.

Three pre requisi te cri te ri a mus t be es tab l ished prior to pr oce eding
with any detail review of candidate probabilistic measurement
methodolog ies. The firs t , and most importan t criterion , is the
existance of a definition of the SCOMP operating conditions

• which represent a security compromise. Second , a baseline SCOMP
hardware system configuration is necessary to scope the analysis
task size for trade-off purposes. Third , specific technique s for
numerical probability assessment must be established. Failure
to develop these tools may result in evaluation of candidate
probabilist ic measure methodologies in terms of the entire
Secure Communicati ons Proc essor instead of smaller , m ore
manageable modules. This in turn could cause a methodology
to be discarde d because the technical or econ omic factors grow
exp onentiall y instead of linearly with module size .

7 
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2 .1.1 Failure Induced_Security_Comjromi ses

Hardware  f a i l u r e  induced computer  s e c u r i t y  compromises
fo r the  SCOM P s ta ted  in t e rms  w h i c h  ‘a n  he d i r e c t l y
co r r e l a t e d  w i t h  s p e c i f i c  ha rdware  mt t:~~a n i z a t i o n s
a r e esse n t ia l to the probabilistic measure analysis.
Because  the  i n t e n d e d  u t i l i z a t i o n  is to establish
t h e yar dst ic k s by w h i c h  security responsibilities
of s p e c i f i c  h a r d w a r e  f u n c t i o n s  a re  measured , the
hardwa re  f a i l u r e  t a b u l a t i o n s mus t  he c o r r e l a t a b l e
to i n d i v i d u a l  h a r d w a r e  e l e m e n t s  suc h as  f u n c t i o n a l
c i r c u i t  i n t e r f a c e s  and r e g i s t e r s.

I n i t i a l l y ,  it appeared  t h a t  a l i s t  of s e c u r i t y
co mpromises  could be assembled  eas i l y th rou gh
inspec t ion  of the  problem us ing  the SCOMP archi-
t ec ture  s p e c i f i c a t i o n  and hardware  f u n c t i o n a l
diagrams. Just such a list is shown as Table I.

Table I is presented in three parts:

Faults outside the SPM in de v ices h av ing
complex  f u n c t i o n a l  subsys tems  but  w i t h i n
a front end processor security perimeter .

Faults inside the SPM hardware within
f u n c t i o n a l  SPM s u b s y s t e m s .

D e t a i l  of c o n t r o l  and po we r dist r ibution
faul ts outside the .SPM as seen at the bus.

Th ese a r e iden t i f ied as Pa r ts 1, 2 a n d 3 of Table I ,
respectively.

While we do not believe that the technique of using
fault tables should be abandoned altogether , the rather
obvious  d e f i c i e n c i e s  of the  example  were a c l ea r
indication tha t a more ri gorous approach should at
least be explored . A readil y available alternate
method for  developing the d esi r ed tabulat ion of
security compromises for a dig ital computer was
no t  found . An a t t e m p t  a t  s t r u c t u r i n g  a s u i t a b l e
f o r m a l i s m  which  would r e s u l t  in the d e s i r e d  t a b u l a t i o n
was perfo rmed . By taking a functional view of the
SCOMP system (both hardware and software) , a more
precise and certainl y more ri gorous determination of
the results of any hardware malfunction can he made.
This approach is illustrated in a partiall y completed
exam p le in Appendix .\. I t  i s  u n n e c e s s a ry  a t  t h i s
t i m e  e i t h e r  to proceed f u r t h e r  w i t h  the  f o r m a l i s m
or to r e f i n e  Tab le  I .  The i n s ight pro v ided ~~ the
process  of t h e i r  d e v e l o p m e n t  to this p o i n t  i s
s u f f i c i e n t to support  the  p r o b a b i l i s t i c  m e a s u r e s
methodology trade-offs.

8
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2 .1 . 2 Baseline I> H a r d w a r e  Conf~g~pit i on

A representative SCOMP confi guration has been dete rm in ed
necessary to size the hardware certification and the
probabilistic measures task. The base l ine SFFP
(Secure Front End Processor) shown in Fi gure 2.1.2-1
is in tended to illustrate hardware elements and
lunctiona l in terconnections which mechanize SCOMP
architecture.

Initially, this diagram , and supporting functional
interface diagrams , have been used to assess the
scope of and the modularity with which the
p r o b a b i l i s t i c  measu re s  t a s k  and t h e  ha rdware  d e s i g n
certification task could he approached . Figure 2.1. 2-2
illustrates the Central Processor-Security Protection
Module (CPU-SPM) dedicated interface in this context.
Another utility of the functional diagrams is
determination of circuit comp lexity of major functional

:i elements. This was usefu l to the simulator trade-offs
(see paragraph 2.2.2 , especiall y Tab le V) .

These functional block diagrams of the Secure
Communication s Processor architecture are an effective
tool used to identi f y f u n c t i o n a l  e lement  i n t e r f a c e s
within the SCOMP and , together with the tabulation
of compromises , the security responsibilities of
signal sets within functional interfaces.

Resultant from our stud y of the relationships
shown on the diagrams and a review of the specifi-
cations is a Security Failure Model represented
in Figure 2.1.2-1 as the SFEP Security Perimeter.
This per imeter defines the approximate analysis
boundary for the probabilistic measures anal ysis
task .

9



TABLE I

Subsystem Elements Security-Related Processing
in Analysis by the Subsystem Element

1. Address bus ~ che cks Absolu te addre sses only ,  i f the new
and memory module address  is out of user ’ s space
address c ircu it ry

Address contro l Absolute addresses only, i f stuck
at Logic “1” f a i l u r e  ( t ime - out i f
con t ro l  is s tuck at Logic  “ 0”)

Data bus ~ checks On ly when pa s s ing  descr i p t o r- p a r t s ,
c r i t i c a l  s ta te  in fo rmat ion or
absolute device identification , and
class es of errors as on A-bus

Data control Stuck at “1” failure ; either
Absolu te  bus or V i r tua l  bus

Other bus controls For modules within the security
perimeter (see Item 3)

In ter rupt network Only for SPM security fault con -
priority-resolve d dition being transformed to

other fault condition

T im in g in f o r m ati on If  wi thhe ld from kern e l , or if a
“unique -name ” generated by the
clock is repea ted

Power and ground For modules within the securi ty
pe r ime te r  (see I t e m  3)

2 . Ins ide  SPM

Assoc ia to r  i d e n t i f y ing Only  for  fa l se  “ h i t ” i n d i c a t i on  in
descrip tor  the SPM Cache

Descri p to r  pe rmi s s ion  Only for  f a l s e  e x t e n s i o n  of
in fo rma t ion : p e r m i s s i o n  p e r m i s s i o n
checkin g log ic and storage

Address within descri ptor II the alte red address base is out
of the  user ’ s space

Limit within descriptor If the limit is effect i vely increased ,
and over laps  a n o t h e r  user ’ s resource

Current user id , Always potential breach regardless
operating ring of system operating mode

10 
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TABLE I

(Continued)

3. System Considerat ion s

• Device identification duplicated due to hardware fault

(double routing of message)

Device fails to recogn i ze its identifier

(da ta link cannot be established)

• Direc tion bit from device on bus (including SPM) stuck at
1 = output or 0 = input

(transac ti on is one way only to dev ice)

Tie break ing netwo rk f aul t which  perm its con fus ion  of con tro l
bu s pro tocols

Fun cti on code b it err or con fuse s read/wr ite

• Status word bits 1-5 inoperative

(stuck off)

Interrup t Le ve l - Interrup t may appear to have lowe r pr ior ity
than it should

• Byte Confused - Word format on memory tran sfers to bus is
confused , resulting in address , data or
descriptor bits being misinterpr eted

11 
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2.1.3 Techn iques for Numerical Proba~iility _Assessment

Calculation of computer hardware failure probability
requir es ef fec ti ve c i rcui t mathema t ical model s and
accurate device failure rate information . Both
of these are available within the industry in a
variety of forms. Contractor reliability eng ineering
groups typically develop and refine circuit reliability
models as the detail desi gn progresses. Specific
SCOMP calculation criteria are further described
below.

2 .1.3. 1 Syste m R e l i a b i l i t y  M o d e l i n g

The SCOMP Architecture Stud y Final Report
(Reference 2) describes the mathematica l
basis for reliability calculation and
modeling considerations. It specifically
describes the probability calculation
procedures to be used in assessing security
breach due to hardware ma lfunction . These
criteria are essentiall y complete and sufficient
to perform the probabilistic measures analysis
calculation s regardless of which probabilistic
me asurement analytic techniques evaluated herein
are utilized to define security breach criteria
or identify ass oc iated hardw are fa ilure modes .
Should a situation arise where state matrix
reliability calculation s are necessary (a case
not anticipated in Re ferenc e 1), the equation s
can he augmented with procedures from Appendix A
of Military Standardization Handbook 217 ,
Revis ion B.

2.1.3.2 Failure Rate Basis for Probabilistic Analysis

Accurate electronic compon ent part failure
rate data is essential to achieve a correct
probabilistic measure numerology. Incorrec t
failure rate assessment of circuit functional
elements can cause undes irable failures to be
tolerated because of their apparen t low
probability. Converse ly incorrect rate
assumptions can cause hardware or software
design modifications to be performed unneces-
sarily to eliminate apparent ly hi gh probability
events which in reality have little bearing
on system security. Because mans’ elements
of commercial minicompute r hardware are invol vLd
in the SCOMP mechanization , device fai lure
rates have been selected from experience
data banks rather than the in ii I tars’ handbooks.
Very hi gh statistical confidence supports
these failure rates due to the fact that
they are derived directly from mon i tored

14
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2 .1.3.2 Failure Rate Basis for Probabilistic Analysis
(Cont inued)

sys tem i n s t a l l a t i o n s  c o n t a i n i n g  p r a c t i c a l l y
iden t i ca l  hardware .

The m i c r o c i r c u i t  ra tes  are the mos t  c r i t i c a l
to the ca lcu la t ion  process. They are listed
in Table II and speci f ied in the SPM and

4 MSIU detail specifications.

2.1.3.3 Periodic System Health Checkir~g Software

The des ign of a Secure C o m m u n i c a t i o n s  Processor
requi res  pa r t i cu l a r  a t t en t ion  to the placement
of hardware f a u l t  de tec t ion  c i r c u i t s  if  the
p r o b a b i l i t y  of undetected s e c u r i t y  compromises
induc ed by failures is to be minimized .
P a r i t y  c i r cu i t s , because they are  e l e c t r i c a l l y
s t r a i g h t f o r w a r d  and econ omica l  to imp l emen t ,
are the most  commonly used form of hardware
f a u l t  de tec t ion . This  a d d i t i o n a l  c i r c u i t r y ,
however , can itself fail undetected , creatin g
a potential system security problem .

Fa i lu r e  of a p a r i t y  checking c i r c u i t , r ega rd le s s
of wher e it occur s, does not create security
breach .  Gene ra l l y ,  two separate  fa i lures
are then requ ired for a br each to be induced .
The p r o b a b i l i t y  of two or more unde tec ted
f a i l u r e s  occur r ing  in any shor t  t i m e  in te rva l
can be quite small. Nevertheless , after
some arbitraril y long elapsed t ime , the
failure probability will increase beyond
any acceptance limit we set for secure
computer performance. The r e l a t i o n s h i p  is
a s imple one:

P = 1 - e~~~~ - A7 )t

Wh ere:

P = the probability of undet ected
security compromise 01 the system.

the failure rate of the par i t v
checking circuit element.

A 2 = the failure rate of the circuit
whose performance is being checked .

t = the total time that the secure
computer has been used to process
secure data.

15 
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2 .1.3 .3 Periodic S s tem Health Checking Software
on t inu ed

I t  should be obvious t ha t  added f a u l t  check ing
hardware is not a perfect solution to the
problem of insuring secure operation in the
presence of f a i l u r e .  By ex tens ion  of the
above fo rmul ae , we can del ay compr om ise by
checking  the hardware  w i t h  redundant  p a r i t y
hardware .  Th is  approach can extend the time
to any acceptable compromise probability limit
out beyond the life of the computer and , hence ,
solve the whole problem. Un fortunatel y,
redundant parity circuits aren ’t either
straig htforward or economical in their
implementation , particu1arl~1 if many circuits
r e q u i r e  p a r i t y  check ing.

An effective solution to the dilemma is the
institution of periodic software checks ,
whose function is to exercise either the
circuit element having security related
functions and/or its parity check. The
probability of undetected compromise
resulting from hardware failure can he
reduced to a level which can he neg lected
provided at least one of the two failure
conditions is checked by the system software
per iod ical ly.

2 .1.3.3.1 Calculation Procedure

For any given Circuit , with security
processing , the probability of undetected
failures per hour , in the presence of
periodic diagnostics , can be developed
using the following five steps:

1. Single IC MSI typical failure rate:

A = 0.05 x l0~~

2. Probabilit y of parity chip (one MS1
circuit) failed:

Pp = l~ e~~ t

3. Probabilit y of single hit failure of
N hit word being checked:

= l~ e~ ’~~t

4 . F r e q u e n cy  o f  sys tern “lic a I th check”
software diagnostic of either the circuit
or its parity:

f = number of checks per hour

16 
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2.1.3.3.1 Calcula t ion Procedure (Con tinued)

5. Probability of bo th 2 and 3 s i m u l t a n e o u s l y
f a i l ed  per hour:

p = (p p*pW )/ f  (N* lO l4 )/ f

2.1.3.3.2 Ixa~ple of Heal th Checki~p~g A pp lied to a
Minicompute r  w i t h  P a r i t y

For a min icompute r  complex , i t  may be s a f e l y
presumed that less than 100 MSI m i c r o c i r c uit s
are dedicated to p a r i t y  genera t ion  or checkin g .
Hence , the total probability of all such
occurrences is expected to be less than :

i=m
0.5* ENi*10 l4/f hours (from Equation 5)

i=1

Where M is the number of p a r i t y  c i r c u i t s
and N 1 is the word length of the da ta
checked b y the i th  p a r i t y  c i r c u i t .  In
min icompu ters , N i is typ ica l ly small
(32 or l e s s ) .  Semiconductor memory
m a t r i x  elemen t (RAM) fa ilur e ra tes ar e
approx imate ly  an order of magn i tude
greater than our example. However , the
total probability for a SCOMP type
minicomputer is s till less than l0~~ 0/ fper hour . This  c a l c u l a t i o n  is , of course ,
ove r s impl i f i ed  in tha t  i t  assumes the
ability of a periodic sys tem diagnos ti c
to exerc ise  every c i r c u i t  or i t s  p a r i t y
check.

For our example , we can der ive a f irs t order
approximation of the probability of undetected
comprom ise using the formula:

M N • A 1 A 2

Where :

M = the to t a l  number of p a r i t y  c i r c u i t s .

N = the maximum bit length of any word
whose pa r i t y  is checked.

A 1 = the fa i lure rate of the p a r i t y
circui t

A 2 = the failure rate of the circuit
genera t ing the word whose pari ty
is being checked.

17
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4
2 . 1 . 3 . 3 . 2 Example  of Hea lth Check ing Applied to a

Minic omp~~ er with Parity (Continued)

f = the fre quency w ith wh ich sof twar e
exercise s either the word or its
parity.

Using: M = 100 N = 32

A 1 .5 x l 0 6 A 2 = l 0 6

The probability becomes 1.6 x 10 9/ f .

If our maximum accepta bl e probability is iO 6,
or .00001 , then f must be less than 625 hours.

18
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TABLE II

FAILURE RATE S FOR PROBABILISTIC ANALYSIS

M i c r o c i r c u i t  Device Type Fa i lur e Rate  (Per i0 6 Hours )

SSI , less than 20 gates 0.03

MSI , 20 - 100 gates 0.05

LSI , greater than 100 gates 0.1

Bipolar memory , 256 bit RAM 0 .3

MOS memory , 4 096 bit RAN 1.0

19 
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2.1.3.4 Circuit Failure Modes

In addition to fa i lure rate data on individual
l og i c  c i r c u i t  e l ements , i t  is neces sa ry  to
specif y the circuit failure modes which
will be employed in the assessmen t of hard-
ware failure effects. Essential ly, two
classes of failures cover the log ic; gate
failures and fli p-flop fa i lures. The modes
within these classes are stated in Table III.

TAB LE III

LOG IC FAILURE MODES

1 - Gate Functions

- Outputs failed to logic one or zero

- Individua l inputs failed to logic one or zero

2 - Flip-Flop Functions: Output Terminals Q = Normal
Q = Inverted

- Set or Reset failed to log ic one or zero

- Data inpu t failed to log ic one or zero

- Q outpu t failed to loc~ic one or zero
(without affecting Q

~
- Q output failed to logic one or zero

(without affecting Q)

- Input failed to Q and Q w i t h o u t  regard  to c lock

2 . 2 Review of Hardware Failure Effects Analysis Methods

Cand ida t e  manual  and computer simulation analysis methodologies
i d e n t i f i e d  d u r i n g  Phase 1 of t h i s  stud y are addressed  in
d e t a il  in the sec t ion . R e l a t i v e  cost , t a sk  c o m p l e x i t y  and
confidence data are discussed to facilitate a selection .

All candidate analytic techniques which support probabilistic
measurement serve one purpose:

- To identify specific circuit elements which have
failure modes that result in undetected security
compromise of the system .

It is only when these specific ph ysical poi nts have been isolated
that nume ri ca l as sessmen t, as described in Re ference 1 and
supplemented by paragraph 2 .1. 3 , can beg in.

- . ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~ - -~~~~~~~~~ -.-. -
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2.2 .1 Probabilistic Measure - Manual Analysis

Manual circuit reliability analysis technique s are
well established in the electronics equi pment indust ry.
Some of these failure modes analysis techniques are
readily adaptable  to p rob lems  such as the SCOMP .
There are two major classes of manual techniques;
fault imp lantation and failure modes and effects
analysis (FMEA) .

Fault imp lantation is a physical test technique where
individua l failures (shorts or opens) are inserted
in the hardware and the resultan t effects on
perfo rmance assessed. Obvious ly ,  at least prototype
functional modules must he available to use this
technique.

Failure modes and effects analyses are a standard
tool employed by Reliability and Systems engineers
in both the large computer and Aerospace industries.
The leve l of detail to which such analyses are
conducted are , however , subject to substantial
variation which affects both cost of and confidence
in the analysis output. The restrictions of these
analyses to the subset of hardware failure modes
wh ich induc e security compromise is i trivial change
from the original intended purpo se of FMEAs .

2.2.1 .1 Fault Implantation

Fault implantation tests can be emp loyed
to evaluate a computer system ’s actual
responses in the presence of a simulated
hardware failure. The available nodes at
which short circuit or open circuit
conditions may be inserted include :

Connectors

- pin-to-p in or p in-to-case shorts

- individua l pin open circuits

- entire connector unmated

Electronic Components or Modules

- individual leads open circuited
(including power and return terminals)

- inputs or outputs shorted to return
or to each other

It is also possible to insert series or
parallel resistance , capacitance and inductance
and even to inject currents of the above nodes.
By so doing, a wide variety of parame te r
shifts , leak ages and stray induc tance or
capa citance may he simula ted.

21
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2.2.1.1 Fault Implantat~ oi~ (Continued)

To e f f e c t  a f a u l t  implantation test requires
f u n c t i o n a l  compute r  h a r d w a r e ; pre f e r a b l y  of
a geometry closel y resembling the final
product  c o n f i g u r a t i o n . A l s o  n e c e s s a r y  i s
sufficient test equipment and operating
system software to rnechani -e an operating
unit. Lastly, and very i r1portan t to the
success of the test , a ~epresentativecomputer test program which exercises as
many system function s as possible is
required. It is desirable (hut not
mandatory) to know beforehand which computer
circuit nodes and wh ich failure modes are
of interest. This knowled ge can cut down
the amoun t of work invo lved substantially.

Given that the prerequisites stated above
are satisfied , the test may beg in. The
d u r a t i o n  of the  t es t  mig ht ran ge from
several days to several months dependent
on the nature of the test program ,
the number of nodes to be failed , and
the number of failure modes to he simulated
for each node. A scenario in which the
fault implantation test could be accomplished
would be as fol lows:

Open and short failure modes would
be individually failed for node s
of interest (as determined from
the tabulation of security compro-
mises , paragraph 2.1.1) using a
prototyp e SPM and Interface Unit in
a ruggedized minicomputer chassis.
Th e sys tem would be conf igured as
a front end processor . A sample
test routine deve l oped on an
instruction simulator developed
separately would be used to
exercise the system. * The prob-
ability of each node failure which
resulted in a compromising change
in performance which was not
detected would be calculated from
reduction of a data dump of
stored variables.

* Preliminary KERNEL software would he ut ilized.

Assuming that an ongoing prototype program
ex i s t ed , the cost of this testing could he
as little as a few man months of effort.

~Vhi le costs are attractive , there is little
else to recommend it. The advantages of
hard test data are offset by  a long list of
disadv antages. Among these are:

22 
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2.2.1.1 Fault Implantation (Continued)

1. The test program element in execution
at the instan t of fault imp lantation
may not result in a compromise while
a subsequent test may . Multiple
tests and special test routines
deve l oped for this test would be
required to overcome this.

2. Fault implantation is not timely
for  hardwa re proof ing  or analy sis
purposes , since most major design
decisions are completed by the time
the prototype bec omes ava ilable.

2.2.1.2 Failure Modes and Effects Analysis (FMEA)

2.2.1.2.1 FMEA - General Descript ion

FMEAs are a form of des ign ana lysis whose
purpose is to insure that all system level
failure effects which result from probable
hardware fa i lure modes are known. The FMEA
permits assessments to be made of the design ,
which  may re sul t in min im iz in g the impac t
or el im ina t ion of th ose f ai lure  modes
considered undesirable through c i rcu it
redes ign . Ideally, an FME A shou ld be
accomplishe d in parallel with the detail
circuit desi gn to be most efficient , though
the pace of many military hardware develop-
ments often precludes this. For the SCOMP ,
the undesirable system level failure effects
are those system operating states which
result in security compromise.

In performing the analysis , existing design
documentation (including block diagrams ,
circuit schematic diagrams and hardware
performance specifications) is used. The
analysis consists of a systematic review of
this documentation to obtain an ordered
understanding of the following factors:

1. The function of each hardware functional
item being analyzed (brief description)

2. Possible failure modes of each item
(an itemization).

3. Effects on item operation and system
interfaces of all failure modes (an
itemization )

4. Causes of each failure mode (an
i t e m i z a t i o n ) .

23
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2.2 .1.2 .1 FME A - Gener~~_Description (Continued)

S. Probability of occurrence of each
failure mode (calculated estimate).

2.2.1.2.2 FMEA Analysis Detail

The scope of the FMEA is determined both by
the complexity of the hardware being
analyzed and the leve l of detail to which
the anal ysis is conducted. Four different
levels of detail are generall y recognized.
Certain very sop histicated equipments may
require several of these analyses , or
conceivably all of them.

1. Functiona l Leve l FME A in which
circuit interface signal groups are
analyzed for their interaction in
the presence of a postulated failure
within the functional element. In
this sense , elements include CPU ,
Memory, device controller , SPM,
MSIU , etc. The signal groups are
bus data lines , address lines ,
control lines , power distribution ,
and SPM-CPU interfaces.

2. Part Leve l FMEA in which failures
at terminals of individual circuit
elements (i.e., microcircuit output
pins) are ana lyzed for their impact
on functional element performance .
The circuit element failures (shorts-
opens) are postulate d to occur due to
malfunction within the circuit. This
FMEA is a second leve l of detail
supporting (1) above .

3. Sing le Failure Analysis (SFA) iterates
(1) and (2) above another step into
the workings of comp lex circuit elements.
The SFA is employed where LSI elements
containing many hundreds of gates are
involve d , such as with microprocessor
chips. SFA is typ ically reserved for
space mission equipment and certain
classes of COMSEC equipmen t involving
key generators and related decrypting
equipment.

4. Piece Part Mechanical FMFA is very
similar to SFA hut is more concerned
with the circuit element geometry
and its p lacement in the functional
element assembl y . .-\ p ie c e part PHEA
would be used only to insure that

24
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2.2.1. 2.2 FMEA Analysis Detail (Continued)

elec tr ica l c ircui t redundancy was
no t reduced by par t charac teris ti c s
or assemb ly factors . Mechanical
FMEA cons ide ra t ion s include us ing
dua l tran sisto rs as a redundancy
s w i t c h  where  a s i n g l e  m e c h a n i c a l
failure could easil y disable
supposedly independent electrical
circuits.

2.2.1.2.3 FMEA Evaluation for SCOMP

For SCOMP , a system view of failure modes
and e f f e c ts is desi rable  to accompl ish  a
probab ilisti c mea sure. A baseline SEE P
system , such as is illustrated in
Figure 2.1.2-1 , is sufficiently general to
conduc t meaningful analysis. It is
obvious that the FMEA results mus t be
s ta ted  in terms w h i c h  apply to some
specific configuration . Thi s is not a
ser ious drawback due to the bus or ien ted
s t ruc ture  of the SCOMP minicomputer.
Tab le IV below shows typical man hour
costs for the candidate techniques based
upon the baseline SFEP confi guration .

TABLE IV

MANUAL FMEA COST FACTORS

FMEA Type Extent of Analysis Analysis Effort (MM)

1. Functional 15 Functional Units 3
10 Interfaces Each Unit

2. Part Leve l 3000 Parts 26
3 Failure Modes Per Part

3. Single Failure 20 LSI Types 25
A n a l y s i s

4. Piece Part 3000 Parts 2
Mechanical

2.2.2 Computer Fault Simulators

2.2.2.1 Fault Simulators - Genera l

I)ig ital fault simulators are available in a
variety of well develope d forms. Generall y,
they are structured to evaluate circuit
stimulus-response characteristics for the
purpose of generating fault detection

25 
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2.2.2.1 Fault Simulators - General (Continued)

tests for automatic tests and diagnostic
dictionaries. Typically, suc h simulators
consist of a collection of computer
programs wh ich analyze dig ital networks
so as to perform the following functions.

1. Test Generation

a. Generate stimulus and response
capable of detecting all functional
faults.

h. Overlay stimulus whose functions can
be performed simultaneously.

c. Provide an accurate worst-case time
analysis simulation , initializing
the ne twork f irst to a ll unknown
states (X) , so that the response
Os , is , and Xs may accurately
reflect possible races , X-propagation ,
and initialization shortages , thus
obtaining good test accuracy and
repeatability.

d. Utilize a criticality trace tech-
nique to d e t e r m i n e  fo r  each r espon se
p a t t e r n/ p in the set of failures
whi ch w o u l d  cause  t h a t  p i n to f a i l .
Reduce and process this informati on
to provide a hi gh - resolution fault
isolation file or “fault diction a r y .”

e. Given , in any spec i fic test case ,
the set of patterns/ pi ns ~hic li I a  t ied
the stimulus-respon se t e s ts , a t i l t :e
the fault dictionar y to ~i c t c r I I i n e
and print out  the most pr oba b le faults.

2. Design Veri ficat ion

a.  l i t  i i i  z o the accurat e s imli l a t or to
yen fv  th at the net~..ork does in fact
perfor m its int ended f u n c t i o ns . I f
not , ut  i i i  :e the fa~ i I t  — j ~ 01 at ion
c apa h i I t v t o  do t . rn  i n o  why n o t .

h .  l I t  i I i  ~e t h e  s iinu l i t e r ’ s accurate
wor~ t - c i  sO  t i m i n g  ana lv s i s  to
eliminate : 111 possible races , due
eithe r to cIo~e t m in ,z or to transient
sp ike s , so as t o  e l i m i n a t e  costl y
t r i a I — and — e r r o r  en ~ i n e e r I n ~ rev i s j en~~

a n d t o  v i e  Id m or re I ib le prodtic t
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2 . 2 . 2 . 2  Faul t  S i m u l a t o l - Q p ,e r at in g  C h a r a c t e r i s t i c s

Fault simulators can accomplish the same
basic tasks for SCOMP that are obtainable
by manual analysis means. Aigorithm i c
simulations by computer do not eliminate
all manual effort , however. Manual co ding
and manual interpretation of simulator
outputs are still both necessary and
significan t cost items .

The LASAR (Log ic Automatic Stimulus and
Response)  s i m u l a t o r  is typ ica l  and perh aps
the most hig h ly  dev el oped f ault s imula tor
ava i l ab l e .  O r i g i n a t e d  by Dig i t es t , th i s
simul ator has b een up graded both by
University Computing Company and Honeywell.
Basic  c i rcui t  e lements  are modeled by LASAR
as nand equivalents (mos t TTL small sca le
in tegra ted  circui t types have library mode ls
of t he i r  nand s t ruc tu res ) . These ca l l ab le
models greatly simplify the coding process.
Unfor tunately , the SCOMP minicomputer
circui try employs many MSI and LSI micro -
circuits of newe r types for whi ch li b rary
models must be deve loped. This  s i t u a t i o n
resul ts  in a f a i r l y  h ig h a d d i t i o n a l  cost
as the models are individually complex and
approximately one-third of the 100 p lus
integrated circuit types used in SCOMP
require modeling before system level
s i m u l a t i o n  could beg in .

LASAR type simulators are essentiall y data
ma trix manipulators. While this is both
accurate and complete , it requires a
substantial amount of CPU time to execute
all possible combinations . Matrix manipula-
tion by such computer prog ram is a very
limited technique due to the fact that run
t imes are p ropor t iona l  to N * * 2 . 5 , where
N is the nand e q u i v a l e n t s .  The LASAR
“fai l-all” mode, for example , will drive
all unique failure mode s and simu l ate
them one at a time , building a file which
sh ows for  ea ch f ail ure mod e the  output
pattern (including patterns which represent
compromise conditions) wh i ch it fails.

The fail-all approach , while simp le and
accurate , is costly since a 200 IC network
has about 2000 nands , 6000 failure s and
3000 stimulus pattern s to simulate for
each failure , or 18 ,000 ,000 simu lations.
Even at its fast 20 ms per pattern speed ,
360 ,00() seconds , or 100 hours , would he
required. For this reason , this most direct
approach to fault isolation file generation

L _ _ _ _ _ _  
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F 2.2 .2.2 Fault Simulators - Operating Characteristics
(Cont inued)

has been replaced by the DYSOGN or I SOGEN
approach w h i c h  is about  100 t ime s as f a s t .
DYSOGN’ s and ISOGEN ’ s accuracy ha s been
v e r i f i e d  by comparison w i t h  the f a i l - a l l
s i m u l a t i o n  ou tpu t .

If the user desires to fail only IC interface
p in s in order  to reduc e the run t ime , a mode
is available for this.

The Fast Sim mode performs the s ame funct ions
4 as the Fail-Al l mode , but in about one-fourth

the time . This speed-up is made possible by
carrying 100 failures per pass , ma in ta in in g
del ta  conf iguration s tates for each failures
so that only the area in the vicinity of such
de lt as need be processed and onl y to the
exten t  that  such area interacts with an
ac tive re gion of the network for that
stimulus .

F a i l - A l l  and Fast  Sim run t imes  are propor-
t iona l  to N * * 2 . 5 , where N is the number of
nands . Table V i l l u s t r a t e s  the re la t ive
fau l t  s imula to r  run costs for  va r ious  SCOMP
elements and approximate manual analysis
support costs .  I f  they take 100 hours and
2 5 hour s , respectively ,  for  a 2000  nand
( 2 0 0  IC) ne twork , then the y take rough ly
1 hour and 1/4 hour , respective ly , for a
30 IC ne twork , w h i c h  is thus about  t h e i r
appl icab le  l i m i t .  W h i l e  each may o c c a s i o n a l l y
find special application , both have essentiall y
given way to the ISOGEN sys tem because of its
greatly increased speed (about 50 minutes for
3000 patterns on a 200 IC network) .

ISOGEN accomplishes a similar function to the
techn iques described above using a criticality
trace to derive the fault dictionar y . This
results in a drastic reduction in run time
of about 1.00 to 1 when compared to Fai l-All.
Run time proportionality is just N**l .5 , a
substantial improvement. Inherent problems
plague criticality trace techni ques , wh ich
affects their accuracy and ease of use.
Multi-Zero and Zero-One effects (log ic states
and log ic state transitions) create discontinu-
i t ies  in some l og i c  c o n d i t i o n s c a u s i n g  a c t u a l l y
c r i t i c a l  nand f a i l u r e  e l e m e n t s  to  he ignored .
N e t w o r k s  i n v o l v i n g  memory e l e m e n t s  or coun te r s
require elaborate history maintenance to determine
t rue  e f f e c t s  of a f a i l u r e  o c c u r r i n g  a t  some
arbitrary time.
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TAB LE V

RELATIVE FAULT S I MIJLATOR RUN COSTS

Gate R e l a t i v e  R e l at i v e  Eng .  N o r m a l i z e d
C i r c u i t  to be S i m u l a t e d  Complex i ty  Run Cost A n a l y s i s  Cost Total  Cos t

1. Mul t i p l e  device  c o n t r o l l er  2 , 500 1.0 2 . 0  1.0

2 . Di rec t  i n t e r f a c e  uni t - 2 , 800 1.3 2 .0 1.1
S COMP side

3. Mul t i ple l ine  comm u n i c a -  4 , 700 ~ , 8 2 . 0  2 . 3
t ions :ontrol ler

4. Central processor unit 6,900 12.6 2.0 4.9

S. Direct  in te r face  uni t  - 8 , 300 2 0 . 0  2 . 0  7 . 3
m u l t i c s  side

6. SPM 9 , 600 2 8 . 9  2 .0 10.3

7.  Total  of 1 to 6 above; 34 , 800 7 0 . 5  12.0 2 6 . 8
taken i nd iv idua l ly

8. Total  of 1 to 6 above ; 34 , 800 7 2 2 . 0  12 .0  2 4 4 . 7
s imula ted  s imul taneous ly

9. SPM and CPU ; simulated 16,500 112.0 4.0 38.7
toge ther

10. SPM and CPU control  11, 325 4 3 . 6  3 .0  15 .5
in t e r f aces  onl y; s imula ted
together
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2. 3 Rec ommended_Pr obabi li s t ic Mea surement Me thodo iogy for S COMP
— The funct iona l level FME A , perf ormed manually, is sufficient

to  ach ieve  S COMP p r o b a b i l i s t i c  measurement  o b j e c t i v e s .
Desc r ip t ions  of s e c u r i t y  compromises , as in Table I , are
s u f f i c i e n t  to support  a f unc t iona l  FMEA. The advantage s
of t h i s  se lec t ion  are:

1. It’ s time ly because it requ i res  a minimum of
prerequisite data which are expected to be
available concurrent with detail design .

2. It ’s emphasis is on influencing circuit design
a r c h i t e c t u r e  w h i c h  shou ld  he the primary
objective of the probabilistic measurement.

3. It ’s cost effective , y ie lding high confidence
sys tem leve l anal ys is  at a fraction of the
e f f or t re qui re d by more detail evaluation .

Log ical upgrading of the confidence in probabilistic
measure data is achievable alon g severa l paths. While
confidence determination is perhaps the most subjective
elemen t in the me thodolo gy se lec ti on proce ss , the followin g
order of upgrading appears reasonable should it be desired.

Methodolo gy Confidence

Manua l FME A , Functional > 85%

FMEA , Part Leve l > 90%

FMEA , Single Failure Analysis > 95%

Fault Simulator; ISOGEN > 9 7 %

Faul t Simulator; Fail-All > 99%

Fault implantation and piece part mechanical FMEAs are not
recommended for SCOMP.
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SECT ION III

SCOMP HARDWARE CE RTIFICAT I ON

3.1 Object ive s and C r i t e r i a  for  Hardw a re C e r t i f i c a t i o n

Two ma jo r  objec t ive s must be addressed to achieve SCOMP
hardware c e r t i f i c a t i on. These are design v e r i f i c a t i o n
analyses and hardware v e r i f i c a t i o n  t e s t s .  Each of these
objec t ives  has i t s  own issues and c r i t e r i a  wh i ch e s t a b l i s h
b oundaries on candidate  methodolog ies  tha t  can be employe d
in s a t i s f y ing  the ob jec t ive .

The hardware design ve r i f i c a t i on ob j ec t i ve  is involved in
the issue of desired confidence level. While  design
secur i ty  is not d i rec t ly  at issue here , two re la ted
c r i t e r i a  require tha t  r e l a t ive ly  h igh  con fidence be
es tab l i shed. These are :

1. C e r t i f i c a t i o n  that the SCOMP design accomplishes
the performance requirements  of i t s  des ign
s p e c i f i c a t i o n s ;  and

2. Verification that the hardware design is closed;
that is , its me chanization does only that which
i t  is spec i f ied  by design to do.

Hardware ve r i f i c a t i on  tes t ing  must  address the i n i t i al
performance tes tin g , as well as the controls  upon which
phys ica l  c e r t i f i c a t i o n  of product ion hardware are to be
based.

3.2 Hardware Design Verification Analyses

The logic design ver i fica tion te chniques are primar i ly
c i rcu i t  design analyses  to some leve l of de ta i l  which
v e r i f y  tha t  the s t a t ed  per formance  spec i f i c a t i ons are
accomplished by the dig i t a l  log ic mechan iza t ion . I f
we assume tha t  the SCOMP hardware f unc t i ona l  desi gn
s p e c i f i c a t i o n s  for  the SPM and I n t e r f a c e  Uni t  ( I U )
correspond to the Secure Communications Processor
archi tec ture  s p e c i f i c a t i o n , we may proceed d i r ec t l y
to ana lyze  t h e i r  c i rcu i t  design mechan i za t i on  in terms
of design s p e c i f i c a t i o n  requi rements  (DS Par t  I ) .

In Section 3.2.1 which follows , the charac teris t ic s of
ava i l ab le  design a n a l y s i s  tools  wh ich  accompl i sh  des ign
v e r i f i c a t i on are descr ibed .  Recommendat ions  are con ta ined
in Section s 3.2 .2 and 3.2.3.

31 

-~~~~~~--~~~~~ .- -.- - - - . - -~~~~~ - - -~~~~~ -~~~~~~~--~~~~~~~- -



~~- - -., .- - - -. - -.~~~- - .-- -. ---.--- - _____

3.2.1 Hardware Design Verification Descriptions

3.2 .1.1 Manual  Analys is

Ci rcu i t  des ign  analys i s can be accomplished
manua ll y by the  des igner  or an independent
r ev i ewer .  Th e re is a long l i s t  of design
anal y s i s  types ;  each type of anal ys is
addressing a spec i f i c  design ob jec t ive .
The l i s t  includes logic correctness
ana lys i s , circuit t iming analys i s , wors t
case c i rcui t  loading ( e l ec t r i ca l  s t r e s s )
anal ysis , structural and thermal analysis.

Of greatest interest and necess i ty  fo r  SCOMP
is a log ic correctness  analysis. The SPM
and the 6000/60 IU are the only functional
elements of the SCOMP minicomputer which do
not ye t have the bene fit of suff icient
correctness analysis. The functional
comp lexity of the SPM (and perhaps also
the 6000/ 60 IU) could requi re a ve ry
substantial manual effort to thoroughly
exp lore the many intricate circuit interactions.
The manual te chnique doe s not lend itself
to effective documentation ; and, by its very
na ture , is prone to human in t roduc ed
analytic errors.

3.2.1.2 Ins tructi on Simulator Descrip tion

The function of an Instruction Leve l S imulator
would be to perform the same functionality
as the minicomputer CPU and SPM hardware .
This functionality would primarily be used
to run and debug SCOMP tes t s oftwar e. The
intende d li fe of the simulator is until the
har dware is ope rational. As such , it will
be used to give sof tware des ign the oppor tun ity
to deve lop functioning software prior to
the hardware availability. Hardwar e elemen ts
such as re gis ters , memory , accumu lator
states , compare states , etc. ,  as spec i f ied
by the CPU and SPM specif ica t ions , wou ld be
simulated and available for interro gat ion
and modif ication . The s tandard minicomputer
orde r reper toire , inc luding a l imited I/O ,
and s ecu r i ty  unique i n s t r u c ti o n s  would be
avai lable.

The following definition s apply for the
Inst ruc t ion Simulator:

Orde r - The group of words  r equ i r e d
to d e f i n e  I computer func tion
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3 . 2 . 1 . 2  Ins t ruc t ion  Simulator  Descript ion (Cont inued)

to be per formed.  The order
comprises from 1 to n computer
words .

Instruction - The firs t word of the group
of comp uter words that
comprises the order.

The i n i t i a l  input / output for the s imula to r
takes two forms . The f i r s t  form is the
actua l minicomputer  sof tware  program to be
s imula ted  along wi th  the related suppor t ing
I/O . The second form is the data input/
output processing the s imulated program w i l l
use to manipulate the actual program data.
The output is to be in the form of one
MULTICS segment (file). The actual data
f i l e  man ipulat i on is in i t i a t ed  from the
program by special simulator I/O orde rs .

The interfa ce be tween the user and the
simulator will be minimal. The interface
consists of a numbered set of sub-commands
wi th  subsequent paramete rs as needed.

This in ter face  supplies the fo l lowing
cap ab i l i t i e s :

1. Exe cute 1 or more orders .

2. Dump memory in decimal or hexadecimal .

3 . Print  value s of program counter ,
accumulator , base reg is te r  or
current memory locat i on .

4 . Pr in t  machine s t a tu s ;  reg is te rs
and las t  ins t ruc t ion .

5. I n i t i a l i z e , te rmina te , r e s t a r t  and
continuous execut ion .

6. Load reg is te rs  or memory .

These cap ab i l i t i e s  can provide s u f f i c i e n t
v i s i b i l i t y  of hardware func t ions  to
e f f e c t i v e l y  evalua te  t he i r  pe r fo rmance .

33

~ 

-~~~~~~~~~~~~ -- . - ,-  - ---~~~-—— ~~~ 



- -- - - -~ - ,— -
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — --— —-

~~~————~~~
--— .

3.2. 1 .2.1 Adaptation of the CPU-SPM Instruction
Simulator for Hardw are Veri fica t ion

The existing CPU-SPM Instruction Simulator
is basicall y a software development tool
fo r  SCOMP Kern el sof tware and new se cur ity
instructions adde d to the existin g mini-
computer CPU instruction set. In the
form necessary for these tasks alone ,
this simulation is not sufficiently
detailed in its view of the SPM hardware .
To use this approach , the CPU-SPM Instruction
Simulator would have to be modified to
provide a detail view of SPM hardware
functionality. One method of achieving
this is shown in Figure 3.2 .1.2.1-1.
This structure provides for both detail
(complex ) and simple views of SPM function-
ality in one simulator. The require d CPU-SPM
simulator modificat ions are a straightforward
process involving the following fou r task
elements:

Mod i fy 12 of the existing CPU subroutines
to accommodate SPM functionality.

Create four administrative subroutines
to provide both simple and comp lex SPM
algorithms and input/output routines.

Create nine SPM service routines based
upon DS Part I description s of SPM
functionality. These service routines
would describe the following SPM
function s and call to lower level
register control routines.

- Address Translation

- Ac cess (Cros s Ring Valida tion)

- Effective Ring Calculation

- Argument Validation

- Memory De scri ptor h andler/Interprete r

- Device-to-Memory Interface

- Device-to-Processor Interface

- Processor-to-Processor Inte rface

- Operator-to -Processor Interface

34
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3.2.1.2.1 Ad aptation of the CPU-SPM Instruct ion
Simulator for Hardware Verif ica tion (Con tinued)

Cre ate an SPM reg is ter con tro l routine
based on SPM c i rcu i t  in te rconnec t ions
and register functional links. This
routine would con tain entries to the
above descr ibed serv ice routines and
would s imula te ind iv idual SPM reg ister
ac tions.

Thes e mod i f ica tions ef fec tive ly overlay on-
going effor t to deve lop Kernel sof tware.
The interaction of these task activities
is shown f o r  the Ins t ruc t ion  S imula to r
approach ia Figure  3. 2 .1 .2 .1- 2 .

This has definite advantages in that the
sof tware analyses are always in step wi th
the hardware ve r i f i c a t ion ana lyses .
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3. 2 .1 .3 Reg i s t e r  Tra n s f e r Log ic S i m u l a t o rs ( RTL )

The Reg ister Transfer Level (RTL) simulation
is a set of computer programs designed to
assist in the formulation and verification
of dig ital device structure and operation
at a level hi gher than the gate-level logic
and/or detail circuit implementation .

The ty p ica l  p rocess  of Log ic I ) es ig n i n v o l v e s
manual preparation of machine description s
at three levels: specification s (English
language) , flow charts and algorithms
(graphic) and gate-level logic (Boolean).
At each level , the process involves a
choice between various alternatives ,
feedback resulting from that choice and
modification based on the feedback. The
feedback at the flow-chart and gate-level
stages is primaril y a matter of review.
At the gate-level stage , illogical circuit
operation and timing factors are considered
(see Log ic Circuit Simulators , 3.2.1).
These are mostly related to the mechanics
of the implementation , rather than the
conceptual integrity, of the desi gn.

Significant feedback often beg ins only
after the design is released , the prototype -j
is built a:,d hardware debugg ing beg ins.
However , the advent of committed logic MSI
and LST has made it hig hly desirable to
have the desi gn debugged before a prototyp e
is built. This is due to the hi gh cost and
long delay times required to make changes
to designs based on committed logic.

One method of verif y ing desi gn integrity
b e f o r e i t  is ac t u a l l y b u i l t  is to simulate
the gate-level log ic descri ption of the
d e s i gn .  T h i s  me thod  has m a n y  d i s a d va n t a g e s ,
p r i m a r i l y the amoun t of descri ption modifi-
cation required to make a ma ior signi ficant
change. A lso , at the gate-lev e l stage , it
is usually too late in the design cycle
to m a k e  si gn i  l i c a nt  c h a n g e s .

Improved desi gn verific ation can he achieved
w i t h o u t  si m u l a t i  ~n at an earlier stage i n  the
d e s i g n  whe n the  dev ice  is desc r  ih e d  a t  the
less  d e t a i l e d , hu t  co n c e p t u a l l y  comp l e t e ,
reg ister transler level.

A m a c h i  ti e des i gn can be d esc 1’ i bed a t v a r i o u s
le vels of ’ d e t a i l  in t he  R e g i s t e r  ‘l’ r a n s f c r
l e v e l  ( RT I.) I a ngiiage . Pu r I ng  t lie p r e  I i m i n;I r v

~~~~~~ 38
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3.2 .1 .3 Register Transfer Logic Simulators (RTL)
(Continued)

stages of machine design , the log ician may
be interested only in outlining the data
f low , whereas at later stages , he will
want to includ e more detail by specif ying
intermediate reg isters and portions of
the control logic . Simulation of an RTL
logic descri ption provides the logician
with an opportunity to evaluate machine
algorithm s with a minimum of design data.
Thu s, a number of alternate approaches
may be explored and compared earl y in
the design cycle when conceptual changes
are far less expensive to implement.

RTL simulation of a design is accomp lished
by programs which create a simulation model
from the register level description and
then run des igner specified test programs
throug h the model . The va r i ous  con t ro l
s t a tes  through which the model cycles
and the contents of the simulated
registers and memories may be checked
against precalculated results . The
simulator may be instructed to report
the state of various model elements
under a variety of conditions. Should
the model not produce the correc t results ,
these reports may he used to locate the
design errors.

There are several important advantages
to this typ e of simulation . The final
design is conceptually debugged before
build documentation is generated . For
example , R ead On l y  Memory (RON) algorithms
can be verified pr ior to detailed desi gn
of the ROM word layout. Also , very
early in the design cycle , the log ician
can vary parameters , change al gorithm s
and receive results for evaluation of
speed , efficiency, etc .

The same preciseness and lack ol ambi guit y
that are required for simulation conceptuall y
allow gate-level synthesis from the R’I’l.
machine design. The initial gate-l e vel
description may he written directly from
R T L  reports , with the a d v a n t a g e  that
gate-level design is performed w i t h
verified conceptual integrity.

39
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3 . 2 . 1 .3.1 Use of RTL Simulator s fo r  ~COMP

An RTL s i m u l a t i o n , if selected for SCOMP ,
would have to he wr itten from the beginning,
RTL providing only the framework and
convention s for circuit definition . To
do this would require two major tasks:

Create the simulations of the CPU
and the SPM in RTL .

Develop an input problem to run
on the new simulator.

While both tasks are substantial , the
creation of the input problem is the
larger technical challenge. It is believed
that the only effective SPM exercising
problem will come from the CPU-SPM simulator
used for Kernel development. Unfortunately,
RTL pr ovides  on ly batch operation on the
H6080 computer and the Instruction Simulator
is interactive on the MULTICS system .
The creation of an P T L simulation therefore
requires a complex translation from MIJLTTCS
to get its input problem . Fi gure 3.2.1. 3.1- 1
illustrates the approach.

40
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FIGURE 3.2.1 .3.1-1
RT I.  SIMIJ LATI ON APPR OACH 
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3.2 .1.4 Logic Circuit Simulators

When circuit detail design has been sub-
stantially completed , logic circuit
algorithmic simulators offer a hig h
confidence Path to hardware design
cer tification. These simulators could
be developed specifically for circuit
component analysis , or could be used to
extend a register level simulation to a
greater level of analytic detail.

3.2.1.4.1 o n Log ic Simulators

The famil y of Boolean Log ic Simulators
are employed at the circuit gate level
to determine that the log ic design of
a device is correct. The algorithm s
utilized in Boolean Logic Simulators are
simple algebraic relationships. Boole an
gate level simulators are among the
earliest automated digital logic design
tools.

Circuit timing factors are typically
ignored in Boolean simulations. It
is assumed that the circuit log ic
stabilizes before the next test or log ic
sequence occurs. This is , of course ,
not always the case ; timing considerations
being critical to the success of modern
hig h speed log ic designs.

Most Boolean simulators accommodate only
two states: 1 and 0. Modeling of one-shots ,
tristate logic or indeterminate state
devices is generall y not possible , except
where logical 1 or 0 may he assumed to
apply.

The Boolean simulator is , therefore ,
severely limited in its ability to
effectively simulate real circuits.

3.2.1 .4.2 ~~~Jc Device Simulators

These simulators attempt to dup licate the
detailed functioning of a logic device
in terms of si gnal values as a function
of time . All simulators of this type
look at the log ic in terms of how each
p iece of hardware performs. For example ,
actual propogation delays are used.

The simulator used at the Aerospace l)ivision ,
called III S IM (h oneywell Inc. Simulator) ,
is typica l of ~he class , It h a s  five
states: 0, 1 , X (static unknown), 2 (tn-
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3 .2.1.4.2 Logic Device Simulators (Continued)

state high impedance) and I (initial
undefined) . It uses real time circuit
delays for 0-fl , l-~0, 0-’-Z , 1-~Z , Z+0 andZ-’-l . It simulates synchronous and
asynchronous log ic for gates , flip-flop s,
one-shots and MSfs. The MSIs may contain
RAMs , ROMs and/or truth tables , as well
as gates.

It optionall y detects failure to stabilize
time(s) and stops or continues at user
discretion. It detects inputs less than
gate delays and ignores inputs less than
a user specified min imum pulse width. It
has several diagnostics for RAMs and ROMs ,
such as: detecting an undefined RAM
address while write enabled , und ef i ned
RAM/ROM content , and reading and writing
the sam e RAM addre ss if it ’ s illegal.

HISIM uses two libraries: a log ic library
that contains gate and MSI logic ; and , a
RAM/ROM Truth Table library which contains
the data for each device. HISIM has a
formattable output that can he in any
arrangemen t desired , with or without labels
and a line printer plot as a function of
time.

3.2.1. 5 Security Proofs for Operating System Software

Correlation between the software certification
methodology and the probabilistic measures
and hardware certification methodologies
is not  i m m e d i a t e l y  o b v i o u s .  The approaches
to the problems are , however , similar in
several respects. The need to employ a
modular view of the system is evident in bo t h
hardware and software certification tasks.
In the hardware case , partitioning of the
SCOMP into functional modules is particularl y
useful to the stud y of f a i l u r e in du ced
system effects.

In the course of our trade-offs , an extensive
review of published articles pertaining to
software systems was conducted. Unfortunatel y ,
there is little evidence that the theor etical
development work now in progress could he
app lied to the SCOMP hardware certification
in any meaning ful way a t  this time. \n
approach s m i  lar to the software m athem at ica I
model and spec if icat ion l a n g u a g e  p r o o f  H
( such as those a d v a n c e d  by  R e t  I and lap a d ula
and N eumann , !.ev i t t , e t a 1 ) ap p i  i cal ) le to

L 
_ _ _ _ _  

43

-4--- - -4--- —- ---- 4--- - - - . .- ---4- - 4----____



- -  - —- -—~~~~~-.‘- -- . . - ~~4-•~~ 4 - 4 -4 - -~~~~ 4 - —

3. 2 , 1.5  S e c u r i ty_Proofs for Operating System Software
(Continued)

software certification may eventually
become a viable alternati ve. In this regard ,
Neumann and Levitt , et al (Reference 2)
offer a five-stage decomposition of proof
in wh ich the fifth , and last , stage is
“the actual imp lementation in term s of
hardware or a programming language.”

We determined that the current state of
deve lopment of these software techn iques does
not prov ide a clear and bounde d me thodology
wh ich could be ef fe ctively evalu ated in our
hardware v e r i f i c a t i o n  t r a d e - o f f  s t u d i e s .

3.2 .2 Recommended Hardware Design Analysis for SCOMP

A CPU-SPM Instruction Level simulation is recommended
for the SPM and the minicomputer CPU logic dedicated
to the SPM interf ace. The need for add itional
s imula t ion  of the 6000/60 rnterface Unit is believed
to be of lesser priority. In making this selection ,
both manual circuit analysis and software proo f type
approaches were determined to be inappropriate
to the problem .

While RTL simulation is a powerfu l tool that can be
very effectively app lied to log ic as complex as that
of the SPM and the minicomputer Central Processor ,
the unique character of the SCOMP problem (security
Kernel software) causes RTL to be a second choice.
By using a complex , as well as a simp le , view of the
SPM in the SPM-CPU Instruction Simulator , the r i go r
of analysis , which is RTL’s strongest recommendation ,
is equalled . Rib would have provided simpler
upgrading paths if additional detail analyses were
desired at a later date .

Logic circuit level simulations are always viable
contenders as a design analysis tool. Of the two
circuit level simulator types , the IIISIM type would
have been preferred ; the Boolean approach be ing
technically obsolete . The cost of circuit level
simulation s is , however , relatively high , al though
its algorithms yield the most precise simulation
available. The design verification testing (see
paragraph 3.3 .2) can accomplish much the same
confidence in the hardware. As some design verifi-
cation testing is considered essential in any event ,
detail circuit level simulation must he viewed
as less cost effective.

3,3 Hardware Verification Tests

Hardware ver ification testing is necessary in b o t h prototype
and production environments. The elements of which hardware
verification is comprised are described below.
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3.3.1 Proto type and Production Log ic Test Criteria

Functionality of the hardware security function s of
the phys ica l hard ware  is ver i f ied in the cours e of
prototyp e and production produc t performance tests.
These tests need to be structured to ensure that
the functionality of each hardware elemen t which
has a reference monitor function is correct. Whil e
it is probabl y impractical to exhaustively exercise
every el emen t of the SPM, it is practical to expand
performance testing to include typ ical routines which
exercise the operational characteristics of each
SCOMP performance specification. The most efficient
method of achieving this is to develop test software
in a systematic way structured toward this objective.

It is recommended that evaluation software be developed
with the aid of a CPU-SPM instruction simulator having
the characteristics described in paragrap h 3.2.1. 2.
This approach insures that functional acceptance
tests will have desired and predictable characteristics.

3 . 3 . 2  Des ign  V e r i f i c a t i o n  T e s t i n g

Design Performance Verification Test techniques are
intended primaril y to ensure that the logic design
(and analog support circuit designs) maintain the
spec i f i ed  performance characteristics over the
environments of the application . These elements of
the hardware verification include voltage and timing
margin tests and environmental performance tests , such
as temperature extremes , vibration , etc . Trade-offs
are not appropriate for the design verification test
element of the hardware certification task. The
hardware design tests that are appropriate to the
SCOMP include the following:

Temperature Altitude Testing

Humidity Exposure - Endurance Testing

Physical Shock Testing

Sine Vibration Testing

E l e c t r o m a g n e t i c  C o m p a t a h i l i t y  (E MC ) T e s t i n g

These tests are the qualification tests estahl ishcd
for the ruggedized minicomputer , which has been
selected for app lication in the SCOMP . It is not
n e c e s s a ry  to repea t t h e s e  t e s t s  fo r  the  Sl~’I o r t h e
( 0 0 ( ’ / ( O  I I I . ‘ I h e  SPM and  I I I  s h o u l d  he c on s i d e r ed
q u t i  i t i e d  he structur a l s i m i l a r i t y  to the minicomputer
due to the s i m i l a r i t y  o f  i n t e r f a c e s  a n d  f o r m  f a c t o r s .
Q u a l i f i c a t i o n t e s t s  a r e  p l an n e d  f o r  t h e  m i n i c o m p u t e r
as  part of a separate pro ject.
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3 .3 . 2 Des ign  V e r i f i c a t i o n  T e s t i n g  (Con t inued)

It is necessary to augment these qualification tests
for both the SPM and the IU with selected circuit
performance t e s t s .  These add i t iona l  t es t s  should
be s t r u c t u r e d  to exerc ise  c i r c u i t  pe r fo rmance
operating marg ins in at least the following areas :

1. Wors t  case vo l t age  extremes of input  power
and of in te rna l l y  gen era ted lo g ic opera t in g
voltages.

2 . Worst case clock frequency variation to
i so l a t e  c r i t i c a l  t iming  chains  ( i f  any)
and establish operating margins.

3. High and low temperature operating tests ,
including mon itoring of cr itical performanc e
pa rame te r s .

3 .3,3  Acceptance  C r i t e r i a  for  Product ion  Hardware

It is not practical to attempt a complete design
certification of production computer hardware in
the absenc e of a controlled build environment.
There is a wide range of techn iques available to
establish a controlled build environment for
digital computers such as the SCOMP. These range
from s imp le confi guration inspection of the
finished product which accomplishes a verification
that the product is like its design drawings to
elaborate access controlled build areas where
acce ss to the hardware is l im ited to cl eared
personnel who are t rusted not to m a l i c i o u s l y
modify the hardware. Regardless of the extent of
manufactur ing l ine controls , which though not
trivial can be left to the Quality Control
discipline , it is necessary to perform product
acceptanc e tests which verify that security related
hardware functions of the SCOMP are operational.

The following SCOMP production item control elements
have been spec i f i ed  in the PS Par t I s p e c i f i c at i o n s
for both the SPM and the 6000/60 IU.

Configurat ion

Each produc ti on SPM shal l be visua lly exam ined in
ind ivid ual par ts kit form prior to issuance to
assembly and , again , upon comple ti on pr ior to
acceptance  t e s t i n g .  C o n f i g u r a t i o n  e x a m i n a t i o n  sha l l
i n c l u d e :

V e r i f i c a t i o n  t h a t  co r rec t  p a r t  types have
been issued for manufac ture.
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3. 3.3 Acceptance Criteria for Production Hardware (Continued)

Completed assemblies are complete and
visuall y identical to a standard reference
SPM or photograp h thereof.

E l e c t r o n i c  Pa r t s  I n s p e c t i o n

The l og ic  f u n c t i o n a l i t y , damage and m a r k i n g  of
in t eg ra t ed  c i r c u i t s  to be assembled into production
SPMs shall be ver if ied by inspection and test
prior to assembly. Appropriate quality control
sampl ing plans based on lo t to tal per cent defe cti ve
(LTPD) acceptance criteria shall be employed for
mark ing and damage.

Production Acceptance Testing

Acceptance Tests

Production acceptance tes t s  shall  be conducted
under the superv is ion of quality control using
approved test procedures , equipmen t and sof tware .
Each SPM shall be accep ted w ith the SCOMP unit
for which it is intended. Spare SPMs may be
acce ptance te sted in any SCOMP of compa t ible
configuration provided that all functional
elements used in the test have been inspected
f or as semb ly workmanship.

Produc tion Tes t So f tware

Software used for acceptance testing of produ ct ion
SPMs shall be derived from the prototype software
(see paragraph 3.3 .1) or other suitable source which
insures that each SPM mediation function is
exerc i sed .

Production test software shall be formally issued
and controlled.
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SECTION IV

CONCLUSIONS AND RECOMMENDATIONS

The hardware verification methodolo gies investigation
has resul ted in re commenda tions in three ar eas:

1. P r o b a b i l i s t i c  measures  anal ys is  t echn iques

2. Hardware design cer ti f ica tion techniqu e

3. Physical product test and certification
c r i t e r i a

A manua l analysis probabilistic measures anal ysi s
technique was selected . A SCOMP functional level of
a n a l y s i s  was determined to be more su i t ab l e  than a
deta i l  e lec t ron ic  c i r c u i t  anal ys is  of every component .

A CPU-SPM Instruction simulation is recommended to
acc omplish the SCOMP hardware de sign cer ti f ica t ion .
The s imulation would encompass the SPM and the port ions
of the CPU dedicated to support the SPM interface . The
techn ique may be extended for the Series 6000/60 Interface
U n i t .

Test and inspection criteria were developed and specified
for SCOMP hardware new design elements. These criteria
include ref erence monitor func tiona l ex ercising to be
developed on an ins truc t ion simulator , ele ctronic  par ts
log ical tes ts for  produc tion un its and conf iguration
inspections to insure integrity of produc tion pr oduc t .
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APPENDIX A

A FORMALISM FOR DESCRIPTION OF

SCOMP SECURITY COMPROMISE

SEPTEMBER , 1975

53

———-4-

~~~ PAQ~ ~LA~~..NOT 1W4~D
— — — --4-’--- ‘ -4 - - -- .  — — 4- ~~ — ———— _ _ 4 - __p-_-. — - ~_____ ._ __.,_,,~

_ _ . —~~ — - -----4-—- -4- —.~~~~~ ~~.



- ‘  ‘~~~~~ ‘ 4 -  4-~~~~~~~~~~~~~~~~ ’ ’ 4 - 4 - ’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘-“ 4 - ’  
~~~ ‘~~~~~~~~~~~~~~~

‘

1. 0 1 NTRODIJC ’l ION TO .\Pl’I \l)l \ .-\

iii i s A ppend  i ~ con t a I us an e -‘ ~flI f ) I c of a ri g o r o u s  I og i cal iota t ion

wh I c h could be u - e d  t o  e ~ t a1 I i s Ii func t i ona 1 fa ii ure catego r I es

in a minicomputer system . These failure categories can he

evaluated by inspection for securit y breach characteristics

and he directly t ranslated to an Eng lish equivalent table of

possible security coinl)romises w h i c h  could be induced by hard-

ware failure . This formal notation was developed in an effort

to improve upon ea r l i e r a t t e m p t s  to cre a t e  t a b l e s  o f p o s s i b l e

securit y compromises in a minico ~:iputer using only computer

system ar chitecture d a t a  and functional diagrams .

2 .0  !) E S C R I P T I O N  OF THE F OR M AL I SM

This formalism has four major elements which s h o u l d  be rev i e w e d :

~\ . Each secure in i n  i computer opera t ing  function involving the

CPU or the SPM must he i dent i f i ed . A few are listed in

Table I. These functions involving the system of both

hardware and software are anal yzed as defined in the three

following elements of the formalism.

B . The system result of a ha rdware  failure defined in terms

of a change in value of some system parameter. These must

he accounted for all system parameters pertinent to the

opera ting functions defined above .
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C. The sets of consequences for each possible change in value

of each system parameter. The sets must he iterated to

successivel y smaller subsets such that all possibilities

of interest are described in detail.

D. The system view of the consequences defined above at the

lowest leve l of consequence subset. These system

views of failure consequences are stated in terms which

have meaning to the user , user files , th e normal hardware

fault circuits and the computer control panel. The

major system views of failure consequences are listed

in Table II.
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TABLE I

SCOMP FUNCTI ONAL BREAKDOWN INVOLVING CPU ~ SPM

- Re qu es t f o r  Leve l 6 CPU Bus action

- Request for Internal Bus action

(several - within specific hardware module as in

Figure 2.1.2-1)

- Request for firmware action

(Control Processor , Security Protection Module , Multi-time

Communication s Processor)

- SPM , fast access store action

- SPM descriptor cache action

- Standard  Bus I / O  i n t e r f a c e
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TABLE 11

SYSIEM VIEWS 01: FAI LIJRIi

PLRR Pr og ram err or , incorre ct execu t ion , etc.,

hut not security related

SLRR Security error , fault mask , etc. .

FAULT Normal fault

Normal INTT Normal interrupt to processor

NO ACTION H a l t

NORMA L ACTI ON Norma l con trol action on sys tem bus

ABNO i~MAL ACTION induced by fa ilure : unexpec ted illegitimate

control action .
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TERMIN OLOGY

— : defined equality

defined variable

K Kern e l

S System (operating supervisor)

A Application (user program)

) log ical or

and

change due to hardware fault

INTT normal interrupt

PERR program error (incorrect execution)

FAULT hardware trap (aborts at memory cycle) - calls
a r o u t i n e

SERR serious (security ?) error (incorrect mediation )

(V) virtual (subscript for PERR , SERR , FAULT)

(A) absolute (subscripts for PERR , SERR , FAULT)

M o d u l e  any functional unit interfacing the SCOMP bus

Support timing and/or power inputs necessary to facilitate
bus cycle
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