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ABSTRACT

The five technical working papers that compose this document (which appears in
two volumes) were prepared as part of the Dialogue Modeling Project at ISl Though
diverse in scope, all are related to the problem of creating a valid process model of human
communication in dialogue. All are unpublished and all but one are in a form intended for
internal use by the project team; however, they are of interest beyond the boundaries of
the project and have implications for related work in modeling human communication.

In Voiume 1 both papers are on reference as a phenomenon in text. The first
surveys reference identification and resolution methods in various existing natural
language processors. The other paper explores the broader problem of reference,
focusing on text reference and propositional reference. It develops problems and
proposals for defining these categories of reference phenomena and for detecting
instances of them.

In Volume 2 the first paper concerns study methodology. It raises some of the
following issues: how to choose between system-building and process-building, why
studying cases is preferable to implementing general language-use functions as programs,
how io control ad-hocness of results, why it is important to orient toward communication
phenomena (in contrast to form phenomena) when studying natural language. The second
is a design paper on the Match process of the Dialogue Model System, exploring methods
for making it efficient and selective in its actions. The third concerns the structure of
persuasion dialogues, in particular how justification of actions appears in argumentation.

Each working paper appears with its original abstract or introduction.
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One of the challenges in modeling human language capability is the fact that
words are used to convey different meanings in different contexts. For example, the
meaning of a pronoun is heavily dependent on the context in which it occurs, since it is
used to refer to some entity mentioned eisewhere and has the same referent as this
other expression. The meaning of instances of "it" may change radically from occurence
to occurence, even within the same utterance. In the following portion of dialogue * :

“0: Did Runoff produce any output?
L: | dont know but | thought it would ask me what name it would be.”

In the secand utterance, the two "it"s reter to compietely different things expressed in
the first uiierance, the tirst to "Runoft" and the second to "output™.

Many of the process models of language understanding have dealt with this issue
of repeated reference, in which one expression (often containing a pronoun or a
determiner) derives meaning from some other expression in the discourse. Generally,
these models contain a set of heuristic rules for ordering possible co-referential
expressions and for testing them for appropriateress. For these models, the rules form
a "bag of tricks" approach to repeated reference, rather than a systematic theory, '

In this paper, we will examine in detail several models of language understanding
that deal with repeated reference. After examining the opevation of these models on a
simple dialogue, we will classify the assembled "bag of repeated reference tricks" into
two categories, and from this classification, propose a new approach far the process
modeling of repeated reference.

1. Repeated Rejerence

Repeated Reference occurs when two sets of words in a discourse refer to the
same concept. let us call a set of words in an utterance defined as a unit on syntactic
grounds an Expression. A Co-referential Expression is an Expression that has the same
referent as some other Expression. Not all E::pressions are Co-referential Expressions,
Sometimes definite noun phrases are used to refer to generic concepts ("Co you know
how the mail systein works?). Other limes, an Expression can introduce a unique
concept ("..the ISI line printer..”), or a concept that is unique in the given situation ("
just used a system called XOFF and it didn’t give me the normal outpur”). Other
Expressions in fact don't refer to anything ("/i% 5 oclock.™).

it is important to distinguish between Expressions and Concepts. Expressions are
sets of words, while Concepts are the abstract entities which are the referents of
Expressions (as well as 1eferents of other non-verbal stimuli).

t Unless otherwise specified, all examples in this paper are taken from naturally
occurring cialogues collected by the Dialogue Modeling Project at ISI. These dialogues
are between a computer operator (labeied "0") and a coinputer user ("L"). The
participants communicated remotely by typing into computer terminals using the TENEX
"link" facility: whatever either person types appears siruitaneously on both terminals.



We can easily detect Expressions hecause they are defined on a syntactic basis.
In fact, we could use one of the existing parsing systems to mechanically detect
Expressions, However, this isn’t true for Co-referential Expressions. Some people
(Baranofsky, 1970; Olney, 1969) have investigated the detection of Co-referential
Expressions (sometimes called "anaphoric expressions”) using certain syntactic aspects
to distinguish the Co-referential Expressions from non-repeated ones. The language
understanding systems described here all approach this detection problem by delaying
the decision until it is trivial. They all look for preexisting referents for all Expressions,
and those that have referents that are also the reterents of other Expressions are then
Co-referential Expressions.

2. Repeated Reference in Existing Systems

We will now concentrate on the heuristics for finding an existing referent, given
an Expression. The operation of some of these will be illustrated on a simple dialogue,
shown in figure 1. This is a real dialogue between a computer user and a computer
operator typing over computer terminals using the "link" facility.



LINK FROM (L), TT

1 2 3 4 S

Y 42

6 7 8 9 18 1112 13 14 15

HOW DD 1 GET RUNOFF TD WORK, 1 KEEP XEQTN IT BUT IT JUST GRABS

16 17 18 13

26 21 22 23 24 2526 27 28

MY INPUT FILE AND THEN SAYS DONE BUT GIVES ME ND DUTPUT? GA

1 2 3
THE OUTPUT COMES

1 2 3 4
THROW iT AWAY BUT

1 2 3
CONFIRM YOUR COMM
13 14
ETC. GA

1 2
THX MUCHD

BREAK (LINKS)

Figure 1:

4 S 6 7 8
CUT ON THE LINE PRINTER

S 6 7 8 39 18 111213 14
CAN I GET IT TO GENEO TO A FILE? GA

4 S b 7 8 3 18 11 12
ANDS WITH A COMMA AND YOU'LL BE QUERIED FOR FILES,

Gialogue between a TENEX Operator ("0") and a User ("L")
{The numbers and speaker labels have been added).



Our Dialogue Modeling Project at ISI has developed a procedure to gather
annotations from observers of a dialogue transcript to use in evaluating dialogue
models. Figure 2 shows the annotation produced by one observer of repeated
reference phenomena in the dialogue in figure 1, using our repeated reference
instructions (given in Mann, Moore, Levin & Carlisle, 1975). We will use these
observations to evaluate the various repeated reference heuristics.

2.1 Repeated Reference in Verbworld

Verbworld (Rumelhart o Levin, 1975) is a recent language understanding sysiem
that deals with repeated reference in some detail.

There are two parts of this system where repeated reference is handled: the
heuristics for handling pronoun reference (developed by Art Graesser) and the
heuristics for handling definite determinerc (developed by Donalc Norman).

Pronouns

Third person pronouns (HE, SHE, IT, THEY, THEM, HIM, HER):
1. Look in the previous clauses for uses of this same pronoun.
If one is found, it is a Co-referential Expression.

else
2. Examine the noun phrases in the previous clause,
looking for a concept that matches the number and gender constraints,
Examine each clause in the following order: subject, object,
prepositional phrases. If a match is found, it is a Co-referential
Expression,

else
3. Start over with step 2.

Reflexive pronouns: (HIMSELF, HERSELF, ITSELF, THEMSELVES)
Examine previous noun phrases in this same clause for a concept with
the appropriate gender and number. If there is one, the phrase is a
Co-referential Expression.

Possessive pronouns: (HIS, HER, ITS, THEIR)
1. Examine noun phrases within the sentence, as in the case
of reflexive pronouns. If there is a match, it is a Co-referenitial
Expression.
else
2. Examine noun phrases in previous clauses, as in the case of ! yird person pronouns.

Determiners

1. Evaluate the noun phrase. If the value is a unique concept, then
that value is the referent.

else
2. Evaluate any relative clauses in the noun phrase, und if this
results in an unique instance, this instance is the referent.

else
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LTNK FROM (L), TTY 42

How do | get RUNOFF to work, I keep executing it but it just grabs
v N 7. 4&:)

<
my nput file ard then says done but gives me no output? Go ahead

S

0: The output comes out on the line printer \» : e
L: Throw jt away but van | get it to go to a file? Go ahead
1 {— J
0: Confirm your commands with a comma and uou'll be queried for files,
1 1 ]
etc. Go ahead
L: Thanks much

BREAK (LINKS)

Figure 2: Dialogue annotated for Repeated Reference
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3. Examine recent concepts mentioned in this and previous clauses

and if there is a match with the features of the rest of the

noun phrase, that concept is the referent. in particular,

if an exemplar of the general concept was recently mentioned,

that exemplar is the referent.
else

4. Assume that this determiner is being used in an indefinite sense,

and create a new instance as the referent.

This system (like many of the others described below) was designed to be a
participant in a dialogue rather thun an observer of it. To enable it to operate as the

observer of a dialogue, we must make one minor modification to the above

heuristics: the first person pronouns ("I, "my", "me", "mine") take as their referent the

present speaker; the second person pronouns ("you", "your", "yours") take the other
participant as their referent.

Let us examine a nand-simulated operation of Verbworld on the dialogue in figure
1.

It would do well on all the personal pronouns in the dialogJe, using the modified rule
described above, assigning as referents the participants O and L.

In handiing the "it" at 1.11, Verbworld finds "Runoff”
Expression because {1, There are no "it"s in previous cla
previous clause "I" isn’t neyter and (3) The object "Runoff"

(at 1.5) as its Co-referent:al
uses, (2) The subject of the
is neuter.

For the "jt" at 1.13, Verbworld finds ihe previous "it" at 1.11 and takes it as
co-referential (and therefore » RUNOFF as its referent).

Both of these assignments correspond to the annotations by the cbserver (figure
2).

However, in turn 2, Verbworld runs into trouble with the definite noun phrase

("the output™ at 2.1-22. Depending on what referent the Expression "no output”
1.26-1.27 has, the heuristics will either find no repeated reference, or, worse, will find
that expression ("no output™) as co-referential becayse (1)"output” can’t be evaluated to
a unique concept, (2)there are no relative clauses, and (3)if "no output” is stored as a
kind of output, it will fit the constraints of the Expression.

In turn three, the pronoun heuristics also run into trouble. The “it" at 3.2 is
assigned "the output” (2.1-2.2) as co-referential. However, the annotations show "the
output” as the generic class, and "it" (3.2) as an instance of that class,

Furthermore, the second "jt" (3.8) is assigned the first "jt" (3.2) as co-referential,
The observer distinguishes these as different, as we can easily see from the semantics
(You can't throw something away and then get that same thing to go to a file).

Finally, the observer annotated the generic “files"
indefinite "a file" at 3.13. The Verbworld system wo
because of the way the indefinite article "a" is defined.

v at 4.12 as a superset of the
uld also make this assignment,




2.2 Repeated Reforonce in SIIRDLU

One of the most impressive language understanding systems to date is SHRDLU,
developed by Winograd (1972). This system keeps track of "overall discourse”, and

looks in this overall discourse context for referent concepts. Winograd implemented a
set of heuristics for repeated reference, most of which are summarized below:

General Tricks for Determiners

1. Find the set of all known objects that match the rest
of the noun phrase.
then

2. If the right number are known, the object or the set of objects
is the referent.

else
3. If there are too few objects, try to reparse the sentence (if

this fails, print out a stored phrase asking for what the person
meant).

or
4. If there are too many, try to find which were mentioned most
recently. (if the right set of objects cannot be found,

try reparsing as above, but with different error message about
which were meant.)

O T o T A

General Tricks for Pronouns ("IT")

L. If there is another "IT" previously in the same sentence,
it is a Co-referential Expression.
else
2. If there is another "IT" in the previous sentence,
it is a Co-referential Expression,
else
3. For complex embedded NP’s, check whether the "IT"
is a reference to the NP it is in.
else
4. Look through previous clauses, looking for possible co-referential expressions,
assigning plausibilities on the basis of the following:
a. Subject > Object > Prep Phrases
b. Main clause > Subordinate clause
¢. "Focused” objects > non-focused
Choose the most plausible matching concept as the referent.

LTt it

Special Case Tricks

IT: if used as propositional reference, the most recent action mentioned
by the other participant is the referent.

THAT: if used as propositional reference, the most recent action mentioned
by either participant is the referent.

i T = PIE—E e L — i
e e
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I: tho roforent is :FRIEND
YOU: the referent is :SHROLU

Now, despite the differences in SHROLU's heuristics from those of Verbworld, it
would produce the same referent resolutions on the figure 1 dialogue, incorrectly
assigning the same referent to the “it"s in turn 3 and running into problems assigning
“the output” in turn 2.

Why do these systems do so poorly on this simple dialogue? The Verbworld
heuristics, for example, correctly found co-referential expressions for pronouns in 907
of randomly chosen text from an encyclopedia (Rumelhart & Levin, 1975). This
disparity in performance gives us a hint of what the problem is. The encyclopedia
contains only well-formed grammatical sentences, while the dialogue in figure 1 contains
many ill-formed utterances, as is typical of real dialogue. Since most of the heuristics
discussed so far are based mostly on surface syntactic features, its not surprising that
they do poorly on the syntactically ill-formed utterances in real dialogue.

Now, this shouldn’t be taken as a claim that syntactically based heuristics are
useless - only that there must be additional heuristics using semantic and pragmatic
features that contribute to determining that Expressions are Co-referential.

2.3 Repeated Reference in Semantically Oriented Systems

Some systems find the referents for Expressions solely on the basis of semantic
features, completely ignoring syntactic aspects. Quillian (1969) described such a
system, and Reiger (1974) used a similar approach to do the repeated referencing for
definite noun phrases within the MARGIE System (Schank, Goldman, Rieger & Riesbeck,
1973)

In this approach, a set of specifications for the referent are collected and a match
process is conducted over the set of concepts in the current context (concepts that
have been recently mentioned or used recently in some inference). A concept in
context that matches the specifications is then a prime candidate for being the referent
of the Expression,

Let us look at how a semantically based repeated reference system would deal
with the dialogue in figure 1. As with the syntactic system, it handles the personal
pronouns, given the modification to make the present speaker a specification of the
referent of the pronoun "I, and the other participant a specification of the referent of

you".

For the "it" at 1.11, the partial specification of this referent is a non-human thing
that can be XEQTed. ("XEQT" is an abbreviation for "execute”, which is the action of
starting a computer program). Given that XEQT was known to be an action applicanle
to programs, and that RUNOFF is known tc be a program, this semantic approach could
find RUNOFF as the referent.

There is a slight problem with the "it" at 1.13. For the correct referent to !
found, the system would have to regard RUNOFF as an animate agent, since the referei
is specified to be something which "grabs".

|
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For the first Expression in turn 2, the semantic approach has the same problem as
discussed for the syntactic approach here: it may find "no output” in turn 1 as
co-referential,

The second Expression "the line printer” isn’t a repeated reterence, but the
semantic approach may handle this correctly, depending on the exact comprehension
and reference processes it nas. If the knowledge by both participants about RUNOFF
and TENEX systems includes line printers, and if this knowledge is accessed in
understanding the dialogue to this point, then the correct referent for this Expression
will be correctly found, even though it hadn't been mentioned previously.

In turn 3, the semantic system may see “the line printer” as co-referential to "it"
on the basis of pure recency. The semantic system may be able to reject this,
depending on what it knows about line printers and files. But this is a case in which
syntactic clues would help a pure semantic system, since these clues would suggest "the
output” as a better possibility.

There are cases in which ignoring syntax will cause a pure semantic system to
fail.
".. there is a system that you can use that will 'et you manipulate your unsent mail. [t
is called mailstat, | believe. .."
In this case, there are least two possible co-referential expressions to "it", "a system”
and "your unsent mail”, both of which fit the constraints. On syntactic grounds, we can
see that "a system” is the co-referential expression. Clearly, we want to combine all
the available syntactic, semanlic, and pragmatic cues to repeated reference into one
integrated approach.

3. Classification of the Bag of Repeated Reference Tricks
Let us look at a set of repeated reference tricks, shown in figure 3. These
include the ones we have discussed already, plus additional repeated reference

heuristics described in papers by Warnock (1972) and Baranofsky (1970).

We can classify the bag of repeated reference tricks into two categories, aspects
of the possible Co-referential Expressions and aspects of the current Expression.

= = = T
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Proximity: The closer an utterance containing another Expression is to the current

Expression, the more likely the other is to be Co-referential with the current one.
"I can’t find any documentation on the ~rogram. | have a tape here at Purdue and
I can’t figure out what format it’s in."

The "it" refers to the tape, not to the documentation or to the program,

Syntactic role in the sentence:

2a. Subject/Object/Preposition phrases: The syntactic subject of an utterance
is more likely to be an Co-referential Expression than the syntactic object, which
is more likely than the preposition phrases.
"0:  The output comes out on the line printer.

L: Throw it away ... "
The "it" refers to the output (the syntactic subject of the first utterance) rather
than to the line printer (the syntactic object).

2b: Superordinate/subordinate: Concepts expressed in a superordinate clause
are more likely to be Co-referential that those in any subordinate clauses.

" .. the tape that file is archived on seems to be a bad tape. We can’t seem to
get it toread ... "

The "it* refers to the tape rather than to the file (in the subordinate relative
clause).

2¢:  Topicalization: Some special syntactic constructions (such as cleft
sentences) can be used to emphasize one element of an utterance. These
emphasized Expressions are more likely to be co-referential than unemphasized
ones.

" .. there is a background job running here that checks to see if there is any
unsent mail. Once it finds some, it tries to resend it."

The two “it"s are co-referential with the lopicalized "background job" rather than
with the "unsent mail".

3. Centrality: an concept which has previously been referenced more than once is

rore likely to be referenced again than one referenced only once.
"L: .. Any chance | can recover [file name] from the most recent system dump?
O: Probably, let me look for it and get back to you, 0k?
L: Could you SNDMSG to me, one way or the other? | won’t be doing anything
about it tonight. If it is there, | will be forever grateful to recover it."
The "it"s by L all refer back to L's file, rather than to the system dump or the one
way or the other, at least partially due to the previous reference by O.

4. Current topic: An Expression which refers to a concept in the current topic is more

likely to be Co-referential. Deutsch (1974) observed that repeated reference
can rormally be made only to concepts that are part of a currently open topic.
Once a topic is closed, it must be reopened before concepts within it can be
referenced again.

[:}‘ i
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= "L: .. Can you recover those files for me..as tar as | know they were in the
3 directory on the 16th..the names are .

[ intervening dialogue ]

- G:  OK I have found the files you want | will retrieve those for you.. "

In the second utterance, O had to initially specify the files in some detail, but once
the topic was re-established, she could use just "those".

Figure 3a: Aspects of Possible Co-referential Expressions
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1. Specification by the current Expression:
la: The the pronoun or determiner in an Expression often specifies that the
referent concept be a particular number and/or gender.
"How do I get Runoff to work?"
The pronoun "I" completely specifies the referent to be the speaker.
lb: The other words in the current Expression often further specify the
referent,
"I have found the files you are concerncd about ... "
2. Specification by the verb in tt same utterance: The verb in the same utterance as
the Expression often specifies that the referent have certain properties.
"Throw it away."
The verb (and verb particle} "throw away” specifies the referent to be something
of little value to the speaker.

3. Specification by the whole clause containing the current expression: Sometimes the
particular combination of a verb and its noun phrase arguments puts constraints
on the referent.

"Did it produce any output file?"
The combination of the verb and the object limit the referent tc being a computer
program of some kind.

Figure 3b: Aspects of the Current Expression
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3.1 The Possible Co-referential Expressions

The heuristics that deal with aspects of the possible co-referential expressions
are a diverse lot, covering both syntax and semantics. One thing seems to he a common
teature - each seems to reflect contributions to the salience of the various concepts in
awareness. Some of the heuristics capture what is called "focus"; others reflect the

tact that concepts in awareness are temporary, disappearing if they aren't repeatedly
refreshed.

3.2 Aspeets of the Current Ex pression

Initially, the referent of an Expression is completely unspecified . Each of the
repeated reference heuristics given in the figure 3b can be seen as contributing
specifications to this unspecified concept. Each heuristic may operate independently in
adding its constraints to the referent of the current expression. And the end result is
the partially specified referent.

This classification of the repeated reference heuristics into these two categories
is straightforward, However, it suggests a general approach toward modeling repeated
reference abilities in process models. There are two parts of a model - all those
processes that contribute specifications to the referent of the current expression, and
the processes that affect the salience of all the other currently active concepts.

4. An Aetivation Model of Repeated Reference

Let us assume we have some standard parser, that takes an utterance and chunks
it up into Expressions.

Let’s put each of these units into one place, called a Workspace, and give it a
numeric value, called its Activation Rate. This Activation Rate reflects the momentary
salience of the unit (it is similar to the “importance" metric discussed by Warnock
(1972)). When a cc.aprehension process altempts to put an Activation in the
Workspace (to represent some new intermediate result), the Activation Model will first
look for an identical existing activation. If none exists, the Model will create a new
Activation with a specified Activation Rate. However, if an existing Activation is found,
the Model instead increments its Activation Rate by the specified amount,

There is a Threshold value for exislence of an Activation. Those Activations with
rates below the Threshold are removed from the Workspace.

One part of the Activation Model is a set of rules for modifying the Activation
Rates, derived from the heuristics in figure 3a. These rules are given below. The
contents of the Workspace will he undergoing continual change, with new activations
being creaied, and existing activations being deleted whenever they fall below
Threshold. The contents at any one moment serves as the current context for
reference resolution.

Let us exploie the operation of this Activation Model of Repeated Reference by
hand-simulating its ocerformance on the dialogue in figure 1. To do this, we first have
to specify a number of parameters (in a somewhat ad hoc manner) for the rules given

i
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below. The first part of each rule doscriptiun covers general aspects, and the second
part gives a precise specification (with ad hoc parameters) that will be used to show the
operaticn on the example discourse.

4.1 Rules for Modifying the /lctivation Rates of Possible referents

1. Recency of utterance rule:
As each new utterance comes in, decrement the rates of all the preexisting
activations.
For the example below, decrement ali existing activations by 507.

2. Primacy within utterance rule:

Increment the activation rate of the concept representing each unit of an
utterance as it enters, but by a successively smaller amount. A subclaim of this
Model is that the three separate syntactic factors 2a (Subject/object/preposition
phrase), 2b (Super/subordinate clauses), and 2¢ (Topicalized constructions) in
figure 3a can be captured in this one rule.

For the example, increment the activation for the first expression by 10
(arbitrary) units, the next by 9, etc.

3. Centrality:
When a concept has been referenced more than once, the same activation will
have been incremented by each reference. Thus it will be more salient than if
referenced only once, and so more likely to be selected again as a referent.
The centrality aspect is already captured by the Activation Model itself, so we
need no separate rule.

4. Current topic:

Given a comprehension process for detecting topic structure, a rule that
incremented the activation rates of all components of a newly detected topic
would capture the current iopic aspect. We don't yet have a model of this
process, so we can't use this rule. But this illustrates the way that progress in
modeling other aspects c¢f natural language can be easily interfaced to this
Activation Mode! extending its capabilities.

The operator-linker dialogues, such as the one in figure 1, generally contain only
one topic throughout, so the present lack of a topic structuring process isn’t very
noticeable for reference resolution in the cases we hava been considering from
these dialogues.

Now what do we do with an Expression? Well, we treat it much like any other unit.
We create an activation for it, and start constraining what can fit in this spot by adding
specifications. In the particular repeated reference model we are developing here,
there are a set of rules for adding to this specification of the Expression, which are
derived from the heuristics described in figure 3b.
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So far, we have specified the aspects of possible co-referential expressions
(figure 3a) as a set of rules for modifying activation rates within the Activation Model.

Now we have to specify the other part of the model, capturing the aspects of the
current expression (figure 3b).

4.2 Rules for Specifying the Reoferent

1. Definitions of the reference words:

The reference words (pronouns & determiners) themselves contribute
specification of number and/or gender.

For the example, we need to define only the following words, so that these
specifications can be added to the referent o/ the expression that they are in.

"I" or "me" or "my" --> singular and human and current speaker
"you" or "your" --> human and currenl hearer

“it" or "this" --> singular

“these" or "those" --> plural

2. Explicit modifiers in Expressions:

lf there are other words in the current expression, these further specify the
referent. These include adjectives and nouns, prepositional phrases, and
subordinate clauses.

The following are words which are in expressions in the example dialogues and

which add specifications to the referent: input, file, output, line printer, commands,
comma.

3. The verbs in the same ciause as the current expression:
The kind uf action described by the verb often adds further specifications to the
referent.
These are the verbs that occur in the example dialogue, most of which add

specifications to their arguments: get, keep, xeqt, grab, give, come out, throw
away, confirm, query.

4, The clause that the current expression is in:
The event described by the rest of the clause also helps specify the referent.

The model then applies a match process between the partial specification of the
referent of the current expression and the salient concepts in the Workspace, and
selects the most salient concept that best matches the specification.

Let us now examine a hand-simulated operaticn of this Activation Model on the
dialogue in figure 1

For all the instance of first person pronouns ("I" at 1.3, 1.8, 3.6; "my" at 1.16;
"me" at 1.25), the referent will be specitied to be the current speaker and the
expression will acquire that person as the referent.

The second pronouns ("you" at 4.8; "your"” at 4.2) will all acquire the current
hearer at turn 4 (the person L) as their referent and thus be co-referential expressions.

Let us focus on the "it"s, since these are the most challenging cases. When the
"it" at 1.11 occurs, there are only a few activations in the workspace: person L (rate
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4.5) and Runoff (rate 4). "It" spoaifies the referent to be singular; the verb specifias
the referent to be a program. The only match is with Runoff, so that is acquired as the
referent concept.

For the "“it" at 1.13, the workspace now contains the same activations, but with
different rates: person L (rate 7.25) and Runoff (rate 6.5). The specification of the
referent are singular, animate, and involved with input files. Again, Runoff is acquired
as a referent, making the expressions at 1.3, 1.11 and 1.13 all co-referentiai. This
agrees with the annotations of the observer (figure 2).

Things are a little more complicated for the “it"s in turn 3, since there are more
activations in the workspace at that time. These are the activations: specific output
(rate 5), specific line printer (rate 4.5), person L (rate 3.3), non-existent output (rate 2),
the word "done" {rate 1.1), Runoff (rate 1.9), and specific input file (rate 0.8). The
specification of the referent include singular, movable, valueless to person L. The best
matches are with the specific input and the specific output, and since the specific output
is more salient, it would be acquired as a referent. This differs slightly from the
observer's annotation, since he noted "it" as referring to a specific instance of the
concept referred to by “"the output”.

Finally, the referent of "it" at 3.8 will be specified as being singu!ar, movable, and
an entity internal to computers. The state of the Workspace will be similar to that for
the previous "it", with the Activation rates of the specific output higher and all others
lower. The "it" would acquire the specific output as a referent. At one level the two
“it"s in turn 3 are co-referential, but their low level referents are different and at this
level they are not co-referential. We will examine this issue in more detail in section 7.

5. Complex Repeated Reference

So far, we have been primarily concerned with simple repeated reference, in
which the co-referential expressions are simple noun phrases with relatively concrete
concepts as referents. However, Expressions are often used to refer in much more
complex ways. Our Dialogue Modeling Project at ISI has investigated two kinds of
complex repeated reference. Text Reference and Propositional Reference (Mann, et.
al,, 1975; Archbold, 1975).

People sometimes use Expressions to refer to words or phrases that have been
previously said. For example, we can talk about the last sentence or about this
sentence - two text references. People more commonly use Expressions to refer to
whole propositions that have been uttered previously. For example,| can refer to the
previous description of repeated reference tricks - a reference to a concept that
spans several pages.

These two kinds of references and their attendant complexities are discussed at
length by Archbold (1975). To illustrate some of the many levels of text and
propositional reference, consider the following (constructed) examples:

1. Four. That rhymes with score.

2. Four. That is a four letter word.

3. Fourscore and seven years ago. That's eighty seven years ago.
4, Four score and seven years ago. That’s the opening phrase of a
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farous speech given in 1863.
5. Four s-nre and seven years ago. That was 1776.
6. Four score and seven years ago. That was 1888,

(See Archbold (1975) for a set of real examples that make this same point.)

Basically, people are able to reference a whole spectrum of concepts, including
those concepts that represent intermediate results in the comprehension process.
Among these are: a particular feature of the pronunciation of words, a specific use af
a werd, the word in general, a phrase, clause or sentence. These are all clumped under
the category of text refarence.

At a deeper semantic level, people are able to reference the concepts that
represent various levels of comprehension and understanding. These include: actions,
simple low level propositions, and larger scale units like topics. These are all types of
proposition reference, and, like text reference, the referents are intermediate results of
a comprehension pr.cess.

5.1 Complex Repeated Reference and the Aetiration Model

Existing models or repeated reference have had difficulty with these more
cemplex kinds of reference. The few systems that address propositional reference at
all handle it in an extremely limited and ad hoc way (for example, Winograd's SHRDLU),
and none tackle the problem of text reference.

What about the Aclivation Mode! presented here? For this model to find a
referent, the concept has to be in the Workspace. If we can get our language
comprehension processes to put all their intermediate results into this Workspace, then
these results will be temporarily available as possible referents of a text or
propositional Expression, The Workspace wili contain the whole spectrum of currently
active concepts, all of which will fade away if not referenced again soon.

This way of expanding the scope of the activation mode! fits very naturally within
a recently proposed general framework for process models (Levin, 1975). In this
frame work, called Proteus, all processing, at all levels, takes place within such a
Workspace. However, even with more conventional language comprehension models,
copies of intermediate results can be added to the Workspace, thus broading the scope
of the referential processes.

5.2 Quotes

Quotes generally play a big role in much of the philosophical discussion of text
reference. They are generally interpreted as signifying that the word itself is meant,
rather than the underlying concept for which the word is the name.

However, in real dialogue, quotes (which occur rarely) are used in a broad variety
of ways. (Sce the discussion of many of these by Archbold (1375).) One reaction to
the hodge-podge of actual usage of quotes is to retreat to the performance/competence
distinctions of linguists, However, once we take the actual uses seriously, we can see
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that quotes are used as a "warning signal” to the hearer that the intorpretation of the
quoted word or phrase is meant to be different from the usual interpretation. Now, as
we have seen in our examination of text and propositional reference, there are concepts
at many different levels in the comprehension of a word or phrase that can be referred
to. S0, as a first approximation, we can extend the Activation Model of Reference to
deal with quotes by suppressing the initial interpretation of a quoted word or phrase,
thus allowing some less salient concept to be selected as tle referent. This hypothesis
for modeling quotes thus approximates the wide variety of way., in which quotes are
actually used.

6. Non-Repeated Reference

People often use Expressions to introduce concepts not discussed previously.
One way in which we do this is to refer to concepts not explicitly mentioned, but which
are closely related to those that were. To account for this use of Expressions, Chafe
(1972) introduced the notion of "foregrounding”, in which the mention of a concept made
closely reiated concepts available for referencing.

A classic {constructed) example of this is: "| rode a train today. | was allowed to
toot the whistle". The phrase "the whistle" is a forepround reference. We dont just
want to fall back on our default action of using the specification of the referent ~f the
current expression (that this is some whistle that can be tooted). Instead, we are able
to further determine that this is a specific whistle, which is controlled from the engine
cab, etc. The first sentence "foregrounded" the knowlecge about trains, so that the
reference to "whistle” in the second can be determined to mean a very particular kind
of whistle.

There are two systems which allow kinds of foreground .-eferences, Rieger’s
inference component of the MARGIE system (Rieger, 1974), and the SAM system (Schank,
1975).

In the MARGIE system, cxpressions were detected by the parser and passed to
the inferencing system for resolution. The set of possible referents considered by the
inference system included not only those directly derived froin previous utterances, but
also those derived from any inference made from these utterances. In this way, the
"inferred” concepts were "foregrounded” and thus available for referencing.

The SAM System (Schank, 1975) is an implementation using Scripts (Schank &
Abelson, 1975) as a high level organization for language understanding .

In comprehending a particular set of utterances, a Script is found and used to
guide further comprehension. Since a Script is an corganized body of knowledge, the
system can use it to generate expectations of future utterances. More interesting for
this discussion, it provides a set of "closely related” conzepts, all available for
foreground reference.

ﬁ
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6.1 Foreground Reference and the Activation Model

The Activation Model of Reference can be extended to deal with foreground
reterence in the same way as we extended it to deal with complex repeated reference.
We put all the intermediate results of our inferencing and comprehension processes into
the Workspace. For example, if we use higher level organizing concepts in
comprehension, then whenever these concepts are used in comprehending an input,
they will be put into the Workspace, and thus all the components will be available for
referencing,.

This proposed solution illustrates (and utilizes) the dependence of reference
processes on other comprehension processes. Whenever some new comprehension
process is developed, the capabilities of ihe referencing processes will also be
expanded if the "results” of the new processes are added to the Workspace.

6.2 Failure to Find aReferent

What if we still don’t find a referent concept? We already have a partial
specification of the referent, and in many cases, this is all we need to know about this
concept. Many Expressions seem to need no definite referent at a' for comprehension
to proceed satisfactorily. These cases are explored by Martin (1975) in some detail. In
considering these cases, he developed a generalization of the notion of a simple pointer
to a concept as the "referent” of an expression. These are “descriptions” with varying
degrees of detail. These descriptions, which are partially specified referents, can be
utilized in performing inferences, and also stored as knowledge known about the
concept.

7. Referents and Reference

So far in this paper, the term "referent” has been used 128 times. Let us now
examine explicitly how this term is being used, and therefore, what position on
reference has been implicitly assumed.

We have talked about Expressions as sets of words which have concepts as therr
referents. One might be tempted to claim that the referent concept for an expression
is the "meaning” of that expression. However, we have seen several ways in which this
has to be modified. First of all, the particular concept which is the referent of an
expression depends on the current context - the same expression can have two
different referents in two different contexts. Given this observation, one might be
tempted to view the referent of an expression as entirely context-dependent, and
therefore that expressior.~ by themselves have "no meaning”.

However, our further investigation of complex reference and non-repeated
reference have led us to a poscible reconciliation of these two views of reference.
Instead of a single referent concept, we found that an expression has a whole family of
referents at many different levels. As the comprehension of a given expression
proceeds, intermediate interpretations of the expression are generated, at successively
more abstract levels. The initial referents represent the surface characteristics of the
expression - the set of component letters, the shape or sound of the words.
Successive levels include the low level semantic specifications - number, gender, the
superset concegts.
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The lower level referents of a given expression will be the same across context,
while the more abstract referents will differ from context to context.

Now, we can consider two expressions to be co-referential whenever they have
identical referent concepts at some level. That is, if expressions El in context Cl has
referents (R11, R12, R13, .. , RIN) and expression E2 in context C2 has referents (R21,
R22, R13, .. , RIN), then the two expressions are co-referential because they have the
same referent concepts at level three and beyond.

For example, "Mzvina del Rey" and "Marina del Ray" are co-referential a a fairly
low level; "La Jolla", "the place where UCSD is located”, and "The Jewel of the Pacific"
are co-referential at a slightly higher level, and "it" and "Runoff™ are co-referential at a
higher level in the utterance "How can | get Runofs to work? | keep xeqtn it ...".

Co-referential expressions are tius "the same" above a certain level, but
different below that level. This difference is the reason why statements like "La Jollia is
The Jewel of the Pacific" aren’t empty tautologies ( X is X ).

A referent concept is then one of the family of concepts that represent an
expression at some level.

8. Summary

in this paper, we have examined a number of the repeated reference heuristice
used by language understanding systems. After observing the difficulties that existing
models have with repeated reference in real dialogues, we divided these heuristics into
two categories, those dealing with aspects of the possible co-referential expressions,
and those dealing with aspects of the current expressions. Working from this
categorization, we were able to propose an Activation Model for simple repeated
reference, and then to extend it to text and propositional repeated reference, and
finally to non-repeated reference. Some general issues of reference were examined in
light of the Activation Model.
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REPEATED TEXT AND PROPOSITIONAL REFERENCE: CONCEPTS AND DETECTION
INTRODUCTION

l. INTRODUCTION

When people engage in dialogue, they quite frequently, at sore point, refer back to
and talk about somecthing that hac already been said in the dialogue, or refer forwards to
something that is about to be said. In some cases, they may refer to a string of words
uttered at some nearby point in the dialogue, thereby making a “(repeated) text reference”.
In other cases, they may talk about some state of atfairs, some statement, some bhelief,

which is described, made, expressed or referred to nearby in the dialogue, thereby raaking
a "(repeated) propositional reference”,

Both text reference and rcpeated propositional reference are of interect to the
Dialogue Analysis Project. Two questions immediately arise concerning these dialosue
phenomena, however., First of all, there is the conceptual problem: {a} is it possible lo
define these phenomena at all clearly? (b) if there are several different feasible defintions
available, which should the Dialogue Analysis team choose, given its goals and interecte”
Secondly, there is the detection problem. Given a definition of these twgo phenomena, how
can one determine what expressions may be involved in them, and which particular
expressions are involved in a particular instance of them?

The present paper addresses these two problems. The first section will survey
some philosophical and linguistic literature’s treatrent of the notions of "text" and
"proposition” and of problems associat 4 with these notions. The available notions will
then be discussed and evaluated in the light of the team’s interests and goals, and in view
of some of the data that the team will have to account for. The second section will
discuss various “clues" which might be relied upon to determine whether a given
expression is being used in a dialogue to rmake a lext reference or a repecated
propositional  reference. The focus will be upon the question: are there any
operaticnalizable procedures for detecting pairs of expressions which are involved m
repeated text or propositional reference?
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REPEATED TEXT AND PROPOSITIONAL REFERENCE: CONCEPTS AND DEIECTION
THE NOTIONS OF TEXT AND REPEATED PROPOSITIONAL REFERENCE

SECTION I:

CONCEPTS OF
TEXT REFERENCE
AND |
REPEATED PROPOSITIONAL REFERENCE

In this section, the concepts of text reference and of repeated propositional reference wilt

be examined, first as they are presented in some philosophical and linguistic tradilions, arc
then in view of their operationalizability for the tearn.

Below, we shall use the following terminclogy and abbreviations:
REXPR a referring expression, i.e. an exprassion which is
used by a speaker in a dialogue to refer to, mention,
or pick out an "object” or a set of "objects” (where
"object" is taken in its wigest possible sense, to
include physical objects, people, states of affairs,
events, actions, processes, abstract constructs such
as the numbers or the quality of beauty, intentional
objects such as thoughts or beliefs, hypothetical
or fictional objects such as the child X and Y would
have conceived together had they not separated, or
Pegasus, and so on).

TREF text reference

PREF propositional reference

RREF repeated reference: the use of two separate linsuistic
expressions to refer to (designate, mention, pick out,
etc.) the same "object". The first referring expre<sion
involved we call "the anlecedent referring expression”
(AREXPR); the later of the two expressions involved we
call "the consequent referring expression” (CREXPR).

RPREF repeated propositional reference. '

.1 TEXT REFERENCE

1.1.1 NOTIONS OF TEXT REFERENCE IN THE LITERATURE

the noticn of text reference is closely bound to the distinclion
between the use of language and Ihe mentioning of languaze. We ordinardy wse languiec
to talk about the world ; but we ray also use language 1o talk aboul language, to discusr
linguistic expressions - words, phrases, sentences, or whole texte or discourses. In the
tatter case, we mention or refer to linguist

In the literature,

ic expressions in order to <ay something about
their phonetic, orthugraphic, syntactic, semantic, logical or pragmatic features. (1]




REPEATED TEXT AND PROPOSITIONAL REFERENCE: CONCEPTS AND DETECTION
THE NOTIONS OF TEXT AND REPEATED PROPOSITIONAL REFERENCE

Traditionally it was thought that the use and mention of expressions were very

distinct operations, and that to ignore the distinction was te run the risk of creating such
nonsense as:

il

My dog contains three letters.
or

My "dog" is a hearty eater.

i Though it was allowed that one could mention expressions by the use of proper

names or definite descriptions, the traditional paradigm of text reference was text
reference by quotation. A quotation-expression - i.e. a quoted expression plus its

surrounding quote rmarks - is usually analysed as a name for the expression within the
quote marks.

There is an important ambiguity in the notion of mentioning expressions. Teut

reference is not refercnce only to individual sounds or inscriptions.  When we refer to
linguistic expressions, we may refer cither to tokens or to types. Tokens arc particular,
unique strings of marks or sounds, Types are not single homogeneous entitics (there is no
such thing as a typc-word), but are rather classes of individual tokens grouped together

ETRRES

by reference to sore set of taxonomic criteria [2], which can be referred to by the use of
[1] The fact that natural language can be us

ed to talk about natural languagse expressions
(to "talk about itself" in some sense) leads

to well known antinomies. Consider the next
sentence.  The third sentence of footnote 1 cf this paper is false. lo the precedin:
sentence true or false or both or neither? In order to avoid such paradoxes, logirians wio
have taiked about hinguistic expressions in order to define their truth conditions have
distinguished between the languagze they examine - the object-language - and the
languaze they use in their analyses - the meta~language. Cf. Alfred Tarsh, “The
Sernantic Conception of Truth”, in Leonard Linsky, ed., "Semantics and the Philosophy of
Language”, University of lilinois Press, Chicago, 1952,

[2] Two remarks are in order here. First, we ma:

y very well be unable to explicit!y
specify some or most of the criteria which we use to group tokens into classcs, ie. to

decide when two different tokens are of the same type. Secondly, it is probably wWrong 1o
thing that we sort tokens into types by reference only to orthographic or phonic critcria,
without any consideration of their semantic role  What we refer to when we perforr: a
text reference to a token is a sound or a mark which belongs to a language, which was
produced fer a characteristic linguistic purpose, or was produced in a context in which
describing the sound or mark in terms of its syntax, relative to a framework in which such
events or marks can be systematically described, is an appropriate activity to engaze in.
And we disregard orthographic differences between tokens which would have no impact
upon their semantic ro.es.. Cf. DV.C. Lincicome, "Systeratically Ignored Differences and

the Identity of Propositions”, Foundations of Language, Vol 12, No. 1, September 1974,
Section 2.
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REPEATED TEXT AND PROPOSITIONAL REF
THE NOTIONS OF TEXT AND REPEATED PRO

ERENGE: CONCEPTS AND DETECTION
POSITIONAL REFERENGE

spccics-words similar to “dogs"
which one might adopt to av
by means of gstens
name. For example,

(which refers
oid confusion here
ion or definite description,
the mark an the next line
animal
one could call Tom, Species-~words
tohens; specics-words
between the letters,
Thus if the two marks

to the class of all dogs). A convention
is to refer to tokens by singling them out
and then christening them with a proper

can then be used to refer to clas

ses of such individual
could be formed by spe

lling the token backhwards, inserting dote,

on the next line

animal towards
are christened Dick and Harry, one could say that both Tom and Dick are Larminas - thet
is, they are hoth tokens which are of the lLamina class or species [3]  Given tlo
distinction between tokens and types, one must clarify one's analysis of the role of
quotation-marks, and separate out those cases in which quotation-rmarks form the name of
a token, and when they form the name of atyp i individual quoted CXpression
token belongs.

Let us consider Some exarples of TREF, The ex
concocted for purposes of illustration -
refer to the same text; s
being performed,

amples helow - all partly or wiwlly
involve two or more underlined expr

essions which
uch repeated reference is

simply designed to highlight the TREF.

(1) A: The third letter from the top of the list on the
blackboard is "D",
B: Yes, | know. It’s written in red chalk. But

I'can't make out the letter directly below
it

(2) A: John Smith s caliing hirmself "Hiroto Texagewish"
these days.
B: His assumed name is certainly hard to pronounce!
(3) A: On checklist G/&8-2 under step 5, there's a statement
“disable all jets on two adjacent quads”. |5
that what you are talking about?
B: No, “disalle all jets on two adjzcent quads"” 1s not
what | was referring to,

(4) A: SHOULD | TYPE ATT LINKER (PASSWORD), JOB NUMBER?
B: YES, THAT'S WHAT YOU SHOULD TYPE IF YOU WANT
TO RE-ATTACH,

A: John gave me a 300d example of a tongue-twister
yesterday. What was it now? Ah ves, |
remember. How rmuch wood would a wood-chuck
chuck if a wood-chuck would chuck wood?,

B: Well, the tongue-twister he Proposed was eacier
to pronounce than the one Mar

(5)

Y catne up with.

(B1L. Goddard and R. Routley, “Use, Mention and Quotation", The Australasian Journal of
Philosophy, Vol. 44, No. 1, May 1966,
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(6) A: You're coming in a little louder now.
B: Fred, you'll have to say that again. | couldn’t
hear you; there’s too much background noise.
A: Okay. |said, you're coming in a little louder
now.

Consideration of the above examples leads to the foliowing remarks:

(1) The linguistic expressions which are used to refer to (mention) other linguistic
expressions are of two types. The first type exhibits or replicates the
expression to which it refers. Thus in the two following sentences

John wrote "Today’s lesson is Chapter V" on the board.
Should | type TTY or TTY:?
the underlined exprcssions are used to refer to expressions which they
replicate or exhibit. The difference between exhibiting and replicating can be
shown by the foliowing examples:
The following letter, "D", was not written by hand.
(exhibition)
Yesterday, John wrote “Today’s lesson is Chapter V"
on the blackbhoard.
(replication)
In the first case, one is exhibiting a token and talking about that very token,
and no other. In the second case, one is talking about a token John produced
yesterday, and one is doing so by exhibiting a token of the same type as the
token he produced yesterday; in that sense ore is replicating a token, by
producing and exhibiting a "copy”, a token of the same type.

The second type of linguistic expression which is used for TREF neither
exhibits nor replicates the expression to which it refers. An exarpie of such
an expression would be "The sentence John wrote on the board yesterday".

(z) Exhibiting or replicating text referential expressions may or may not uce
guotation marks: compare the examples (1-3) and (4-6). This fact flies in the
face of the traditional view according to which one only exhibits or replicates
expressions to which one wants to refer by using quatation-marhs,
qguotation-marks being seen as operators which form a proper name of the
string enclosed within them. One can exhibit or replicate a linguistic
expression not only by quctation, but also by capitalization, pauces,
indentation or spacing, intonation and many other ways besides. There thus
seems to be no one reliable orthographic sign of exhibition or replication;
there may, however, be a list of such signs. In any case, the function
traditionally assigned to quotation marks can be performed by many other
marks or sounds. (One should also note that quotation marks are sometimes
used in complex ways which “ear only a faint resemblance to their
stereotypical use, as when they are employed in ironical remarhks, as shudder
quotes or snigger dquotes. Examples: “These days, one never gets price
stability, only decreases in the rate of increase of inflation. That’s
"progress™.”, or Lenin's statement "We will "support” the Mencheviks as the
rope supports the neck of the hanged man!")
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(3) Text referential expressions which are not of the "exhibition" or "repiication”
types may be (a) pronouns or (b) noun phrases. The noun phrases may be
proper nouns (think of referring to a string of marks on a picce of paper as
"Tom"), {modified) cormon nouns ("a password”, "the loud shout") with or
without relative clauses.

(4) Text referential cxpressions which are not of the “exhibition” or “replication”
type may be combined with those that are to form complicated text referring
expressions. Consider example (4), where "(PASSWORD), job nurmber” are
used alongside two replication text expressions. It is interesting {o note that
the order in which these referring cxpressions occur is the same as the order
in which the referents ¢i each individual expression must occur in order to
form a token of the type which the entire string "ATT LINKER (PASSWORD),
job number” denotes.

-
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Onc might conclude that text reference 1s a pure mention of phonetic or orthozraphic
tokens or classes of tokens. However, the traditional clearcut distinction between use and
mention has been attacked of latc - and justifiably so. Things are not so simple.

“There are .. many sentences in which an expression 1s both
introduced and 15 also used; in particular, sentences which are
used to convey hoth linguistic and factual information.  This i
especially 50 in sentences containing the words ‘call’, ‘distinguish’,
‘dotermine’, tis called’, ... ‘satisty’, or compounds of such words.
Consider, e.g. ‘That sleek red-coated dog is Rover’, "The "Queen
Elizabeth", which is so-named (s0-callzd) after the present Queen
Mother, sailed for Southampton yesterday’, ‘What is nalva?, "Call
her a shrew’,

i R,

‘If triangles arc taken as three-sided figures then they
have..’, and also indirect spcech forms in which the spcakers
actual words are reported."[4]

There are sentences containing text references in which the text refered to must not only
be considered as an uninterpreted orthographic object, but also be “read with
understanding”, i.e. interpreted. Somne examples of such sentences are:
(1) The sign says, "George Washington slept here", but
I don’t believe he ever did.
(2) Whenever Fred sighs "Boy, do | need a drink", he expects
you to fix him one.
(3) What he actually said was "It's clear that you've given
this problem a great deal of thought, but he meant

il Al R

‘H

§ quite the opposite.

z (4) " talk better English than both of youse", shouted

= Charles, thereby convincing me that he didn't.

— in all of the above, the presence of pronominalization, ellipsis or semantic anaphora

y [4]L. Goddard and R. Routley, op.cit., pg. 22.
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involving terms both within and outside of the quotation marks shows that the quoted
sentences must have been interpreted.(5] Thus if we say that text reference involves the
mention of a linguistic expression, we must allow that sueh mention may he accomprnied
by use, and thai therefore we must connt as lext reference not only reference to tol:ens or
types alone, hut also reference to tokens or types paired with their meaning, some

interpretation, the statement they were used to make on some oceasion, or the proposition
they express,

I.1.2 THE TEAM'S INTEREST IN TEXT REFERENCE.

In light of the concepts introduced above, let us now consider the notion of text
reference which the team is interestad in.

in "Observation Methods for Human Dialogue®, we find the following explanations of
the concept:

..a so-called ‘Text Reference’, made to a string of words in the
preceding dialogue itself (and not to the referent of that
preceding string of words!)." (pg. 22)

"A Text Reference occurs whenever reference is rmade to
previously occurring words within the transcript. For example,
in the sentence 'Go 3 blocks and turn North; by North | mean
towards the rountains.’ the second use [i.e. occurrence - A.A]
of "North" is a Text Reference to the first. We call this a Text
Reference because it refers to the previous use [occurence] of
the word itself, rather than to its meaning.” (pgs 26-27)

These passages indicate that |he team 1s interested only in singular text references to
words previously used in the dialogue. Note that if we interpret these indications strictly,
we raust conclude that only TREF to previously used tokens are to be focused upon - since
word-tokens, and not classes of word-tokens, are used at a particular time and place by
participants in a dialogue. On this strict inlerpretation, the example given, viz.

Go 3 blocks and turn North;

by North | mean towards the mountains.
is of interest only if one reads the second sertence as equivalent to ‘I intended to use the
token of type "North" which occured in my previous sentence to mean towards the
mountains.” It would not be of interest if the second sentence were read as equivalent to
‘All tokens of type "North" which | utter | use to mean towards the rmountains’, for in that
case the second occurence of "Norlh" would refer not to the previous token but to a class
of tokens of which the previous token is a member.

However, examination of the examples given in "Observation Methods in Human
Dialogue” and discussion with tearn mermbers indicate that they are concerned with a much
wider variety of phenomena. What they are concerned with and what they wish to refer

(5] Barbara Hall Partee, "The Syntax and Semantics of Quotation”, in S.R.Anderson and Paul
Kiparsky, "A Festschrift for Morris Halle", Holt, Rinehart and Winston, New York, 1973.
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to by the term "T'ext Refaranca”™ consists of:

(1) Stugular text reference where au expression is used to refer to cither (a) a token
whieh is used either hefore or after it in the dialogue, or (h) a class of tokens
of which oue or wore tokens used in the dialogue are mewmbers.

(2) Repeated toxt reference where the AREXNPR and the CREXPR refer to cither (a)
the same tokew, or (b) the suwme type, or (¢) a ty~e and a tokeu which is «
menther of that type, or, lastly, (d) two token-elasses (i.e. iypes), one of
whieh is a subset of the other. LKither or hoth of the referewis of the
AREXPR and the CREXNPR may either he or comtain as a wember a token
used in the dialogue.

We may repeat here what we have stressed above: if an expression El is used in a
dialogue, and 15 elsewhere referred to by means of another expression E2, E2 ic a
text-referring oxpression which is involved in a singular text reference (in the sen.e of
(1)) it it is used to refer to E1 as a token, i.e. if it is used to refer to some inwcriptional
or orthographic features of E1. However, E2 may also (at the same time) be used to rcfer
to the meaning, the referent, or some other non-textual feature of El. Text reference
does not exclude interpretation.

I
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2.1 PROPOSITIGNS AND PROPQSITIONAL REFERENCE

Whereas the notion of “"text" is relatively unproblematical and unconfusing, given
certain simple distinctions, the notion of "proposition” is a difficult one to formulate clearly.
Unlike "text", "proposition” is very much a technical philosophical term. We find thrce
main concepts of what a proposition is, formulated and used by (1) linguists, (2) logicians

or philosophers primarily concerned with logical matters, and (3) by speech-act theorists.

1.2.1.1 Those linguists who make use of the term "proposition” often equate it with
the meaning, reading or semantic interpretation of a semciace . Let us consider for
example the Katzian tradition of transformational semantics. In this tradition, the meaning
or semantic interpretation of a sentence is a set of sets of structured markers which are
assigned to the sentence on the basis of (a) the semantic markers assigned to the
component words by a dictionary, (b) the syntactic structure of the sentence, and (c) a et
of semantic "projection rules”. The semantic interpretation of a sentence is a theoretical
construct which is adequate if in conjunction with the rules of a semantic theory can
predict the semantic propertics of sentences (such as synonymy, ambiguity, redundancy,
presupposition, entailment, and so on). Each set of structured markings is a "reading" or a
"proposition”. If a sentence is assigned several sets of structured markings il is
ambiguous and is said (according to the semantic theory which assigns the markinygs) to
express several different propositions .

"Sentences are frequently ambiguous, that is, they express more
than one sense. Thus, we shall frequently say that an n-way
ambiguous sentence expresses n distinct propositions. (We have
faken the term meaning’ to refer to the sum of the propositions
expressed Dby a sentence ...). We also understand "proposition’ to
cenvey what synonymous sentences have in common by virtue of
which they are synonymous. Sentences that are synonymous on
a sense {i.e. on one of their readings - AA] are thus sad to
express the same proposition, and fully synonymous scntences
are said to express the same set of propositions. Semantically
anomalous sentences cxpress no proposition at all."[6]

Note that if one regards propositions as the ‘readings’ ¢ sentences, one ¢llows that not

only declarative, but also interrogative, impcrative and hortatory sentences express
propositions.

1.2.1.2 The logicians’ notion of proposition is distinct from the linguistic notion, at
least prima facie. Logicians are concerned with formal constraints on inference, and with
the notions of truth and falsity which are needed to account for formal validity of
arguments. They have thus made use of a concept of "proposition” which is tantamount to
the notion of a "truth-vehicle"

"On the logical account of propositions, propositions have heen regarded, first
and foremost, as truth-vehicles. That is, propositions are taken to be either
the things or some of the things which are true or false. There are several

[6] Jerrold J. Katz, "Semantic Theory", Harper and Row, New York, 1972, pg. 120.
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motivations for this view of propositions. Ore historically important motive
has been to provide a subject matter for logic, something for lozic to be
about. Logic is, in the first instance, the study of inferences. Whether an
inference is valid or invalid depends neither on the particular subject of
discourse nor on the determinate mode of linguistic expression but <olely
upon the formal relations between premices and conclusion. Propositions
may thus be conceived as sorts of entities which stand necessarily in such
relations as entailment and contradiction, and it is these relations which
constitute the grounds of vaid and invalid inference and are reflected in
particular linguistic embodiments.

A second motivation for the logical account of propositions is found in
the classical correspondence theory of truth. On this view, truth is regarded
as a relation between what is the case in the world, the facts, and the thin:,
whatever it is, which is true. Propositions have traditionally been cast in the
role of ti.e second term of this relation.” [7]

Thus on the logicians’ view, as on the linguists’, there is a distinction between
sentences - i.e. strings of inscriptions or sounds which belong to sore languaze - and the
propositions which sentences express. Thus the following distinct sentences (taken either
as tokens or types)

(1) The moon is smaller than the sun.
(2) The sun is larger than the rmoon.
(3) La lune est plus petite que le soleil.
(4) Le soleil est plus grand que la lune.

would be said to express the same proposition, and to be true because they all express
the same true proposition.

One rmay to some extent distinguish between a traditional logician’s t:otion of a
proposition, and more recent notions,

1.2.1.2.1 My own stereotypical characterisation of the traditional notion is as
follows:

(1) a proposition is an abstract object;

(2) there are non-denumerably many propositions;

{3) propositions exist independently of language (ie. there are many propositions
which are not, may never be, and perhaps zould not be, exprecsed by a

sentence;

(4) a propusition is something which is itself true or false in an absolute (timelecs<)
sense;

(5) some propositions are expressed by declarative sentences;

7] Resenberg, Jay 7., and Travis, eds., Charles, "Readings in the Philosophy of Languaze”,
Preniice-Hall, New Jersey, 1971, pgs.219-220.
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(6) if two scntences express the same proposition, then they are analytically
equivalent (ie. their meanings constrain their truth conditions in such a way
that they are either both true or both false in any situation, state of affairs,
or "possibie world");

(7) however, if two sentences are analytically equivalent, they need not express the
same proposition: analytical equivalence is lecs stringent a requirement than
identity of proposition expressed (thus though ‘John is a bachelor’ and ‘John
is an unmarried adult male human being’ are analytically equivalent, we do not
want to have to say that they express the same proposition);

(8) if two sentences are logically equivalent, i.e. have the same truth-values in all
models, then they need not express the same proposition (for example, "x=x’
and 'Fx or ~Fx’ are logically equivalent, because true in all possible worlds,
but we do not want to say that they express the sarre proposition);

(9) propositions are whai are believed, doubted, hoped for, etc,, i.e. they are the
objects of belief, doubt, hope and the other so-called "propositional attitudes".

1.2.1.2.2 The traditional logical notion of proposition, though it can be made precisc
to come degree [8], has been much criticised as ontologically unnecessary and obscure [9]
Logicians are interested in what is true or false. What we usually term true or falce arc
sentences uttered by people in certain contexts and interpreted in certain ways . |t
was argued that to postulate the existence of propositions above and beyond uttered
sentences was simply to complicate furthur an already vexing question with such additional
quandries as the exact nature of the relationship between propositions and the sentences
which "express” them. It was felt that the real problem is o determine the nature of the
dependency of the truth of sentences upon the context of their use:

"A sentence is not an event of utterance, but a universal: a

repealable sound pattern, or repeatedly approximable norm.

Truth cannot on the whole be viewed as a trait, even a passing

trait, of a sentence merely; it is a passing trait of a sentence for
. a man. ‘The door is cpen’ is true for a man when a dcor is so
situated that he would take it as the natural momentary
reference of ‘the door’ and it is (whether he knows it or not)
open. The individual event of utterance can still be described as
true absolutely, since a time and a man are specific to it; but tal
of sentences as true for men at times covers more ground, for it
includes cases where the sentence is not uitered by the man in
question at the time in question,

B o ol B,

[8] Cf. Jan Berg, "What is a Proposition?”, Logique et Analyse, Vol. 10, Dec. 1967
(sumrarized).

[9] Cf. the arguments summarized in Howard Pospesel, "The Non-Existence of
:-f_ﬁ Propositions”, The Monist, Vol. 53, April 1969 (summarized).
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Relativity to times and persons can oe awkward on account
of the supplementary specifications in which it keeps involving
us. This is no doubt one reason why philosophers nave liked to
posit supplementary abstract entities - propositions -  as
surrogate truth-vehicles."[10]

If a person utters a sentence in a certain manner in a certain place, at a certain
time, to a certain interlocutor, in brief, in a certain context and “"cotext” (verbal ur diaigsue:
context), he has said something, made a statement | by vsing « sentence in « cortain way
(11} Many contemporary philoscphers rezard statemonts as "primary truth-bearer. ™
they regard statements as what are (timelessly) true or talse. Some furthur clann tiat
statements are representable by eternal sentences | e, sentences the valucs of all of
whose indexical terms have been explicitly specified, whose truth-value concequently
stays fixed through time and from context to context. One might thus think of a statecit
as a pair comprising 3 sentence and a complete interpretation of that sentionce; the
interpretation of the sentence would ideally provide a complete function from pocsibis
states of affairs (possible worlds) to truth-values for that statement. Such a function,
other werds, would be a complete and precice specification of the truth-conditions of that
sentence as used; it would include a set of specifications of truth-conditions which stein
from the conventional semantic ricanina of the senterice taken just as a sentence of the
English (or other) language it belongs to, plus complete specifications of the values of all
the indexical terms in the sentence, ziven the context of use, and unambizuous definite
descripticns of the referents of the ambiguous or vague definte descripiions in the
scntence.  Such interpretations correspond 1o what <ome formal iogicians have callcd
intensions in their models. Such complete specification is possible by fiat in the dowiam of
forrnal semantics. It is a moot point whether such a cormplete specification is possible fcr
a natural language sentence uttered in everyday circumstances.

it is irmportant to note that philosophers may speak of propositions being cipresccd
by sentences, and of statements being made by uttering sentences, but they do not tali of
sentences denoting or referring to propositions - except in one cae. Thes do taik of
norminalized sentences in modal or intentional contexts as beinz "proposition-denotinz
cxpressions”.  Consider the sentences "It is impossible that Mary is sick” and "John
believes that Mary is sick™ In boih of these cases one finds the noiminalized sentence
“that Mary ic sick”. A traditional analysis of the logic of such sentences claims that the
expression "that Mary is sick” is an cxpression which denotes the proposition expreciec
(but not denoted) by the sentence "Mary s sick” when occuring outside such "opague”
contexts as modal or (especially) intentional contexts.

[10] Willard V.O0. Quine, "Word and Object”, The M.LT. Press, 1960, pas. 191-192.

[11] For important articles which make use of this terminolozy, cf. EJ  Lemicon,
"Sentences, Statements and Propositions”, in JF. Rosenberg and Charles Trawis, cdo.,
‘Readings in the Philocophy of Lansuage’, Prentice-Hall, Englewood Cliffs, Mew Jeree s,
1971, and the two articles by P.F.Strawson - "On Referring”, Mind, 1950, and “identiiyin;
Reference and Truth-Vaiues”, Theoria, Vol. XXX, 1964. All of the three above-mentioncd
articles are suramarized.
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The two differences between the linzuistic and the logical notion of 'proposition’ (or
‘staternent’) which are most relevant to us are well summarized by Katz:

“.[a] point about our [ie. some linguists’) use of the term
‘proposition’.. is that the class of propasitions cannot be
identified with the class of statements, where statements are
understood as the logical objects that are the bearers of truth
vaiues (i.e. as the objects that obey the law of the excluded
middle). The fact that our characterization of the class of
propositions  encompasses a multitude of nonassertive
i propositions {questions, requests, etc.), for which it mares no
sense to talk about truth and falsity, makes this amply clear. But
we cannot even identify the class of statements with the class of
assertive propaositions, since a proposition with a token indexical
element cannot have a fixed truth value."[Ibid., pgs. 122-123]

The third notion of ‘propaosition’ which one can pick aut of the literature is that of
the speech act theorists. To put it rather vaguely, for speech-act theorists, the
proposition expressed by someone who utters a sentence-token is what is lefi,
syntactically and semantically, in the uttered sentence token after all of its constitvents
relevant to a determination of its illocutionary foree have been abstracted from it [12).
Let us examine Searle’s notion of proposition which is of this type.

“Imagine a speaher and a hearer and suppose that in appropriate
circumstances the speaker utters one of the following sentences:
1. Sam smokes habitually.
2. Does Sarn smoke habitually?
3. Sam, smoke habitually!
4, Would that Sam smoked habitually.

..anyone who utters one of these can be said to have
uttercd a sentence formed of words in the English language. But
clearly this is anly the beginning of a description, for the speaker
in uttering one of these is characteristically saying something and
not merely mouthing words. In uttering | a speaker is making
{what philosophers call) an assertion, in 2 asking a question, in 3
giving an order, and in 4 (a somewhat archaic form) expressing a
wish or desire. And in the performance of each of these fou
different acts the speaker performs certain other acts which are
common to all four: in uttering any of these the speaker refers to
or mentions or designates a certain object Sam, and he
predicates the expression "smokes habitually" (or one of its
inflections) of the object referred to. Thiis we shall say that in
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% [12] Cf. John R. Searie, "Austin on Locutionary and lliocutionary Acts®, in J.F. Rosenbersg
2 and C.Travis, eds., op.cil.,, E.Stenius, "Mood and Language Game", Synthese, Vol.17, 1967,
4 Lennart Agvist, "Semantic and Pragmatic Characterizability of Linguistic Usage", Synthese,
= Vol.17, 1967.
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REPEATED TEXT AND PROPOSITIONAL REFEREMCE: CONCEPTS AND DETECTION
THE NOTIONS OF TEXT AND REPEATED PROPOSITIONAL REFERENCE

the utterance of all four the refcrence and predication are the
same, though in each case the same reference and predication
occur as part of a complete speech act which is different from
any of the other three. We thus detach the notions of referring
and predicating from the notions of such complete speech acts as
asserting, questioning, commanding, ctc., and the justiiication for
this separation lies in the fact that the same reterence and
predication can occur in the performance of different complete
speech acts.  Austin baptized these complete speech acts with
the name “illocutionary acts®...

Whenever two illocutionary acts contain the same reference and
predication, provided that the meaning of the referring
expression is the saine, | shall say .the same proposition is
expressed.  Thus, in the utterances 1-5, the same proposition is
expressed. And similarly in the utterances of:

6. If Sam smokes habitually, he will not live lonz,

7. The proposition that Sam smches habitually is
uninteresting.
the sare proposition is expresced as in 1-5, thouzh in both 6
and 7 the proposition occurs as part of another proposition.
Thus a propesition is to he sharply distinpuished from an
assertion or statement of it , since in utterances of 1-7 the same
proposition occurs, but only In | and 5 is it asserted. Stating
and asserting are acts, but propositions are not acts. A
proposition is what is ascerted in the act of asserting, what is
stated in the act of stating. The same puint in a different way:
an assertion is a (very special hind of) commitraent to the truth of
a proposilion.

I right summarize this part of my set of distinctions by saying
that | am distinguishing between the illocutionary act and the
propositional content of the illocutionary act.” [13]

Scarle propoces an analysis of uttercd sentence tokens which would distinguich between
(a) an illocutionary force indicator, representing those aspects of the uttered centcnce
relevant to the determination of its illocutionary force (such as the presence of certain
performative verbs, word order, stress, the mood of the verb, and so on), and (i) a
propositional indicator, representing that aspect of the utterance which is neutral fo
illocutionary force, viz., the proposition expressed. This propositional indicator might alceo
be called a "sentence radical”.

We have a wealth of different notions of ‘propecition’ to choose hetwecen. Ratier

than debate their respective valucs, we must now ask what notion is closest to that whicl
the team would like to investigate.

(13] John R, Scarle, "Speech Acts”, Cainbridge University Press, 1969, pgs.  22-30.
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l.2.2 THE TEAM’S NOTION OF (REPEATED) PROPOSITIONAL REFERENCE

The dialogue analysis team is at present seeking to formulate a notion of proposition
congruent with its research interests, and to employ that notion in selecting a set of
phenomena which it feels it is presently ready to examine.

.2.2.1 The team’s notion of proposition. No description exists in print as yet of
what the team’s concept of proposition or of propositional reference might be
(propositional, as opposed to text reference, was not mentioned in the "Observation
Methods" report). The following remarks are therefore based on discussions | have had
with members of the team, particularly with Jim Levin,

It wound seem that the team is moving towards a notion of proposition which is much
more akin to that of Searle and of some linguists than to that of the logicians’. The teain
is employing a notion of proposition as a theoretical notion employed in the context of the
mocueling of dialogue by means of semantic nets. This notion is to be understood by
reference to a certain form of representation of utterances in a dialogue. In order to see
this more clearly, consider the utterances in (1)-(3) below, accompanied by one form of
representation which the team might employ. (In these examples, we suppose that Bill is
addressing his utterances to John.)

(1) Bill: You will shut the door,
(SAY
(BILL
TIME-1
JOHN
(SHUT
(JOHN
DOOR-1
TIME-2))))
(2) Bill: Will you shut the door?
(ASK
(BILL
TIME-1
JOHN
(SHUT
(JOHN
DOCR-1
TIME=-2))
(3) Bill: John, shut the door!
(ORDER
{BILL
TIME-1
JOHN
(SHUT
(JOHN
DOOR-1
TIME-2))))
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The three representations have a cornon element, namely, (SHUT (JOHN DOOR-1 TIME-2)).

! This common element is very similar to what Searle calls a proposition: it is a predication
: abstracted from different illocutionary acts (and not only from statements or assertions).
This common element is part of what is a proposition expressed by a declarative sentence,
e.g, in the case of (1), the proposition expressed by a sentence such as "Bill asked John at
time tl to shut the door at time t2". This matrix sentence or proposition contains an
B illocutionary verb ("say", "ask", “order", etc.) and thus conveys not only the proposition
e | expressed by the common element, but also the illocutionary force with which that comraon
b | element was produced. Notice, however, that the representation is one in which indexicals
| are filled in, and in which the referents of noun-phrases in the utterances are
| unambiguously specified (thus DOOR-1 is a GENSYM); in this respect the representation i.
E | akin to the logicians’ representations of statements.

Given this form of representation, one might define proposition in one or rmore cf
several ways. One might reserve the term for the representation of an act of uttering a
sentence taken in its entirety. One might term proposition any complete representational
unit, i.e. any verb and its arguments; a proposition in this sense would include, of cour«c,
propositions in the first sense above. Or one might exclude the matrix represcntation, and
only term its components propositions; these propositions would then correspond to

il

THMTE it e
fl il

(nominalized) sentential clauses in the utterances. To illustrale these possibilities, let us
consider the utterance and its representation below:
Bill: | am sick, and | believe that | am going to faint.
(SAY
(BILL
TIME-1
E JOHN
c (AND
: (IS BILL SICK TIME-1)
(BELIEVE
(BILL
3 TIME-1
(FAINT
(BILL
g | TIME-2]
‘ § The entire representation, [SAY ..] is a proposition in the first sense. Propositions in the
: second sense include (a) [SAY..], (b) [AND..], (c) [IS..], (d) [BELIEVE..] and (e) [FAINT...].
i | Propositions in the third sense include only (b)-(e), and not (a).
]
- At the present stage of discussion, | can only throw out these alternatives for the
! sake of debate.

L

1.2.2.2 The team currently has a clearer notion of just what it is that they wish to
explore under the heading of the term "repeated propositional reference” than they do of
what they wish to define their notion of proposition as. S0 iet us now turn to a
consideration of some dialogue phenomena which the team (a) fecle are inctances of
repeated propositional reference, and (b) are interested in investigating.

LR T SR 1 !

v iy

The following is a series of constructed examples of dialogue excerpts which the
team would feel involve instances of repeated propositional reference phenorena of a
type currently worthy of analysis.




memmwmmmwwwmmmnmwmwmmmWmmmmmmuwwwwﬂﬂmﬂmmmwmmmmummwwww

il

=
E
z
g
E
=
=
=

[ E SN

T T T T o A T

i

g

O RABRRANG i
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(1) A: Mary is sick.
B: That’s unfortunate.
(2) A: | have no money. Five members of my family
are deathly ill. |can't sleep at

night because | have to keep fighting
off the blood-thirsty rats in my
vermin-infested apartment block.

B: Your story is not so different from the
stories most other peopie in the
neighborhood could tell.

(3) A: My daughter is expecting a child.
B: Yes, but it’s a great secret; don’t tell
anyone else about it.

(4) A: John said that Mary is sick.
B: Paul told me that piece of bad news yesterday.
(5) A: John said that Mary is sick.
B: if what he said is true, we can’t have our
picnic.
{6) A: John believes that Mary is sick.

B: Yes, but Paul doubts it.

(7) A: Johri helieves that Mary is sick.
B: What he believes is true, unfortunately.

When one first rapidly glances at the above examples, one feels that they are similar in
that in each dialogue some pronoun or noun phrase is used to talk about something which
has previously been talked about by the use of some sentence(s) or nominalized sentential
phrase. One also feels that this similarity can only be specified in very vague terms, as
was just done. And a closer look at the exaniples shows why: there is an extraordinary
variety of things going on. In (1), the first sentence is used to describe a <tate of affairs,
which is then referred to and commented on by the second utterance. In (2), the first
turn involves a description of a state of affairs, and the second utterance comments not <o
rauch on that state of affairs as on the description which was made of it (even though one
would clearly hesitate to say that a tex| reference was being made). In (3), the fir<t turn
involves the imparting of a piece of information which is a description of a state of affairs,
but which is commented upon as a piece of information in the second turn (the information
is true, but its a secret - i.e. it is a piece of information which has not been imparted to
many peopie). In (4), indirectly quoted speech is reported, and then is said to be identical
with some other reported speech; (5) azain involves reported speech, but the statement
which was said to be made is then treated as a proposition in a "transparent” context. In
(6) and (7), an intentional object ~ a belief - is talkea about, but in (6) it is talked about
within an opaque context by both participants, whereas in (7) a belief is taiked about once
in an opaque context and again in a transparent context.

This heterogeneity is not such as to indicate that the PREF phenomena which the
tearn currently wishes to study are cormpletely ili-defined, however. First of all, the team
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is wcll-united on the decision that they do not wish to study PREF phenomena which
involve relationships between two synonymous seatences used in a dialogue; nor de they
wish to study under the heading of PRLF the relationship which holds between two
utterances in a dialogue such that the participants who uttered them thereby “said the
same thing” or made the same statement. Thus the following pairs of sentences, though
they are instances of PREF, are not of current interest.

A: Mary is sick.
B: Mary is il

A: You are hot.
B: Yes, | am hot.

Secondly, there would seerm to be some consensus on not including in the study of PREF
an investigation of the relationship of co-referentiality between noun-phrazes whici
denote what we would ordinarily recard as propositions or statements,  NP-MP
co-reference is thus outside of the scope of current PREF analysis, and such dialogues as
those below are not to be studied under that heading:

A: John’s assertion is simply not true!
B: | can’t see why not. FHis claim seems well
supported by all the available evidence.

A: De Morgan’s law is a very important one.
B: Well, his theorem has certainly been useful.

Thirdly, there are certain referential phenomena which are, intuitively, quite distinct from
what we are groping at above. Onc is reference to physical objects; another is refercince
to text per se. A third phenomena which is distinct is reference to actions, as in (8) and
(9) below:

(8) A; John went fishing yesterday.
B: Mary did so too.

(9) A: Sky-diving without any training is exhilarating.
B: It’s also foolish and suicidal. [14]

The distinction between propositional reference and action reference is often intuitively
clear, but it is very hard to formulate. It cannot be pinned down in syntactic terms alone,
Onc is tempted to say that neither the "it" nor the "so" in the above eramples are
propositional references because they cannot be analysed as standing for sentence<,
nominalized or no. The second turn in (8) could be rendered as "Mary did go fiching
yesterday too” but not as "Mary did J an went fishing yesterday tco”. However, the
second turn of (9) could be rendered as "For people to go skydiving without any training
is also footish and suicidal”. And the noun phrases or pronouns involved in PREF oflen

[14] An interesting example of reference to an action which cay occur in dialogue is
reference tu a performative act previously performed by a participant, as in:

A: You're a bastard!

B: That’s un-called for!
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cannot simply be replaced by sentences: consider "your story" in example (2).

Given the above, we will say that repeated propositional reference of the type the
team is currently interested in studying occurs in a dialogue when

(1) a sentential or multi-sentential utterance in the dialogue is subcequently
mentioned by means of a pronoun or noun-phrase in such a manner that what
is being mentioned is not the utterance considered purely as text (ie. as an

uninterpreted phonetic or graphic token, or as a member of scme class of
tokens).

(2) Some sentence uttered in the dialogue contains a nominalized sentence which
refers to a state of affairs, a statement, a reported utterance or an intentional

object, and some subsequent pronoun or noun-phrase is co-referential with
that nominalized sentence.

Syntactically speaking, then, PREF involves only sentences and nominalized sentences on
the one hand, and noun-phrases and pronouns on the other (see diagram overleaf).

The above delimitation of PREF is highly criticisable: it is a description by exclusion
(ef (1)), and contains highly problematic terms (e.g. "state of affairs”). However, it is the
lcast bad proposal | can come up with.

There is a terminological problemn which remains to be dealt with. it is
unsatisfactory to use the term “"propositional reference”, to describe a phenorrena which
covers some phenomena (those described in (1)) which do not involve reference in the

usual sense at all. 1 shall continue using the term PREF, but only untii a better term is
found.
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SECTICN It:
DETECTION PROCEDURES
FOR
TEXT AND REPEATED PROPOSITIONAL
REFERENCE
In this section, we will discuss constraints on TREF and PREF, as
described above, which might be of some assistance in detecting their
occurence by analysis of dialogue transcripts.

These constraints will be induced from an examination of dialogue sarples in which
TREF and PREF appear to occur., The examples will be of three types: some will bhe
examples of real dialozue, some will be examples of dialogues drawn from literary warks,
such as plays or short stories, and some will be examples which have been made up

(constructed) to illustrate a point or a difficulty. Each example provided will be marked by
an R, an L or a C, according to its source.

The first observation which one makes when one considers actual dialozue is that
TREF is much less frequent than PREF. Since TRcF is more of an exceptional phenomena,

we will examine it first, with the hope that occurences of it may be signaled more
explicitly than are occurences of PREF,

II.I THE DETECTION OF TEXT REFERENCE

As we have defined or described it above, TREF always involves the usc of at lcect
onie cxpression to refer to text. A text-referring expression (TREXPR) [15] may be an
ordinary noun-phrase ("his name", "what John wrote on the board"), or may be «n
expression which refers to text by either exhibiting or replicating it. So if we wich lo

detect instances of TREF, we must (a) find ways of determining wheti 2r an expression i<
being used as a TREXPR.

But once we have determined that a given expression is a TREXPR, we are nol
thereby assured that we have before us an instance of TREF as we have conceived of it.
For a particutar TREXPR, say El, to be involved in TPEF, one of the followinz two cases
must obtain. (i) There is another token, say E, used in the dialogue, which 1s not a
TREXPR, and which is either identical with or a member of the referent of E1. (ii) Thaere is
another TREXPR, say E2, used elsewhere in the dialogue, whose referent is either identical
with, a subset of, or a member of the referent of EI. Thus, once we have detected tha
presence of a TREXPR in a dialogue (a), we must (b) compare its referent to olher
non-TREXPRs in the dialogue and to the referents of other TREXPRS in the cialoguc, if
there are such, and (c) decide on the basis of this comparison whether a TREF is occuri,
and if so, what other expression is involved.

The above suggests an outline of a procedure for detecting TREF:
1. Find all occurences of TREXPRS.
2. For each TREXPR:

[15] For the remainder of section lI, unless otherwise specified, we will use the term
"expression” to mean expression-token.
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2.1 Draw up a list of candidates for comparison
with the TREXPR. This list will include
- other TREXPRs, if present
- "suitable" tokens, not TREXPRs,
which are used in the dialogue.
2.2 Compare the TREXPR with the candidates,

- If the candidate is a TREXPR, determine
whether its referent is identical with,

a subset of, or a member of, the referent
of ine TREXPR under study.

- If the candidate 15 a non-TREXPR, detemine
whether it is identical with or a member of
the referent of the TREXPR under study.

if no comparisons suceed, conclude that no TREF is
ocecuring,

If only one comparison succeeds, return the pair
of successfully compared expressions as the
TREF which is occuring,

If several corparisons succeed, continue.

2.3 Apply some evaluative criterion {or criteria) to

the pairs of expressions which have been successfully

compared. if one pair is clearly a "best" match,

return it as the TREF; if several pairs are almost

equally "good", return the TREXPR under study

along with all other members of these pairs as

the (multiple) TREF which is oceuring.

With this vaguely defined procedure in mind, let us turn to a consideration of a
corpus of examples of text reference (listed overleaf).

The corpus consists of dialogue exarples which are either real or literary (fictional).
The real examples are either examples of written dialogue or of oral dialogues which were
subsequently transcribed; the literary exariples were written, We will give less weight to
confirmation of procedures by transcribed examples when those procedures rely upon
orthographic cues (such as the presence of quotation rarks or capitalization), The reason
for this is that orthographic cues are furnished not by the original participants in the
dialogues but by the transcriber, and are the result of a decision by the transcriber that
some expression was being used as a TREXPR; to rely upon orthographic cues. in such
cases is a ‘cop-out® from the point of view of someone who wishes to to specify computer
programs which will detect TREF independently of human judgments,

We will consider examples in turn, proposing subprocedures or criteria for each
which will then be applied to subsequent examples. We will at first only deal with noun
phrases, which present - on the whole - fewer problems for analysis, and then go on to
deal with pronouns.

Let us begin with example (1) below. (In all of our exampies we will italicise the
expressions which we feel intuitively are involved in a TREF, and number them for ease of
subsequent discussion.
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L: Yes, | linked to PARC-MAXC and transferred a file - but couldn't run
it at PARC-MAXC - T1DFAS? (1)

O: What's IDKAS? (2)

L: Sorry, mistyped - ideas?

(REAL - WRITTEN - SOURCE: OC32.PROTOCOL)

= We intuitively perceive the second occurence of "IDFAS", (2), as a TREXPR. This
suggests thal we regard expressions which are not in our lexicon either as words of
English or as names as TREXPRs; but this principle is wrong, because it would lead us to
mark tihe first occurence of IDFAS, (1), as a TREXPR also, wheras we clearly percieve it {o
be a simple expression (albeit a mistyped version of an exprescion) which L use:.
Sircalarly, simple capitalization is not a cue, for both occurences of "IDFAS" are capitaliznd.
What scems to indicate to us that (2) is a TREXPR is not anly that it is an unrecoanized
syrbol, but that it is the subject of a question. 5o this leads to the formulation of a
principle of TREXPR detection (TD):
(TDL.1)

If an expression is not in the lexicon, then
if it is the subject of a question,
it is a TREXPR,
This principlie in the case of example (1) allows us to conclude that there is one and only
onc TREXPR. What are candidates for comparison with it? intuitively, we perceive that
, there is only one non-TREXPR candidate: the first occurence of "IDFAS", (1), which is a
token of the type of the TREXPR (2) (this is an instance of TREF by replication). This
leads us to formulate the following principic of candidate selection (CS):
(CSl.1)

“WTHWWWWHWWWNWW”"Hﬂmm‘""’“‘”mm

if there is a non-TREXPR expression in the dialogue
which is orthographically identical with the
TREXPR under study, then it is a candidate.

Since there is only one candidate, our procedure returns the two occurences of "IDFAS" as
a TREF.

Let us now consider exampie (2) below:

L: Guess what ... that didnt work either. [t took "TTY¥" (1) to be a
filename.

=5
£l 0: Did you say TTY (2) or 1TY: (3) ?
3 L Just TTY. (4) :

0: If you append the colon, then it will be recognised as a device
designator instead of file name (I hope).
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What arc the TREXPRs here? Principle TD1.1 picks out expressions (2) and (3). But

intuitively we know that the quotation-expres. ‘on (1) is a TREXPR, because it is explicitly
quoted. Wo we have a new TD principle:
(TD2.1)

If an expression is enclosed in quotation-marks,
then the quotation-expre=sion (i.e. the
quotation-marks plus what they enclose)
is a TREXPR.
We still do not have sufficient TD principles, however, for intuitively we perceive the
occurence of "TTY" in L’s second turn (4) to be a TREXPR also, and neither TD1 nor TD2
would mark it as such. | feel that | recognise that token to be a TREXPR for two reasons:
(a) it is an expression which is not in the lexicon, and (b) it is said to have been uttered by
someone, viz. L (L's utterance is elliptical, but expandable irto "l just said TTY.") In all of
the constructed sentences below, cne would detect a TREXPR:
John said/is saying/says/will say blurpagg.
Mary shouted/is shouting /shouts /will shout ARRGGHH.
I wrote/am writing /write /will write Xuytmon.
Note that linguistic-reception verbs have the same effect as these linguistic~production
verbs ("hear" as well as "say"). So we modify TD1 as follows:
(TD1.2)
It an expression is not in the lexicon, then
if it is the subject of a question,
it is a TREXPR;
if it is the object of a verb of linguistic
production or reception,
then it is a TREXPR,
S0 now our principles allow us to recognize four noun-phrase TREXPRS: (1) in turn 1, (2)
and (3) in turn 2, and (4) in turn 3. Applying CS1.1, we find that there are no

non-TREXPR candidates. So we are left to take each of the four TREXPRs in turn and
compare them with the three others.

We percieve (4) to be co-referential with both of the other 0ccur;ences of "TTY", and we

formulate the following principle of co-referentiality of TREXPRS (CR) to account for that
fact:

(CRIL.1I}
If there are two TREXPRs, E1 and £2, and one of
them, say El, is a quotation-expression, then
if E2 is orthographically identic: with
the quotation-content (i.e. the string
between the quotation-marks) of E1,
then E1 and E2 are co-referential.

We perceive the first and second occurences of "TTY", (2) and (4), to be co-referential,
which can be explained as foilows: :
(CR2.1)
if there are two TREXPRs, El and £2, and they are
orthographically identical,
then they are co-referential.

We also perceive each of the occurences of "TTY" to be co-referential with each other and
with "“TTY"". This can be seen as a logical consequence of the fact that co-referentiality
is an equivalence relation. One would be wrong in so concluding, however, for one rust
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remember that we are counting as co-referentiaiity in matters of TREXPRs (&) identity of
referent (b) subset-superset relations of referents, and (c) member-set relations of
roferents.,  And of course, if x s & subset/member of a set 2, and y is also a
subset/member of z, it does not follow that x and y are either identical or bear
subset-superset/member-set relations to each other. Nevertheless, | will temporarily
adopt the folle-ing heuristic, with full knowledge that it is false, but with an eye to the
fact that its falsity may not br revealed in most dialogues,
(CRG.1)

For any three TREXPRs, E1, E2, and E3, if El

and E2 are both co-referential with E3, then

El and E2 are co-referential with each other.

Lastly, we do not perceive (3) to be co-referential with any other noun-phrase TREXPR.
This follows from the above CR principles,

In exarple (2) above, we relied upon the presence of verbs of linguistic production
and reception to detect TREF, Certain nouns may also signal possible TREFs. Consider
exalnple (3) below:

O: Yep, and | will do my best to help. What s it you want? [name 1] Go
ahead.

L: | would like to unarchive tapes 1120 and 1121 programs are called
[name 2] (1) mvansaaa(interrupt here)va~aanaa

We would like to unarchive these.
O: In?

L: We are in directory [iame 3] but the tapes were archived from the
name 4)directory. Go ahead.

Ok, but you will have to give rae those names (2) again...

(REAL - WRITTEN - SOURCE: 0C636.PROTOCOL)

We perceive expression (2) to be a TRFXPR because of the meaning of the word "name":
name is a type of sound or inscripticn vhich we use to refer to individuals. So we aclopt
the following TD heuristic:
(TD2.1)
If an expression is a me nber of the set of conventional
TREXPRS (C- TREXPRS), then it is a TREXPR,
(TD3.1)
The set of C-TREXPRS is <naine(s)>,
We also perceive the expre. .1 (1) to be a TREXPR. The reason for this at first cecms
that it is the indirect object of the verb “call", which suggests the following ceneral
princinle:
{TD4.1)
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If any expression is the indirect object of the verb
“call", then it is a TREXPR.
The principles TD3 and TD4 seem to be borne out by the following example (4):
A: Our president calls us “Nubassadors of Friendshi)". (1)

B: Beautiful mouta, | winder if y

Ou know a conductor by the name of
George Whipple (3) ?

A: George Whipple? No. | knew a George Calloway (2),
B: This is George Whipple.

A: |l dor’t recall the name (4).

(LITERARY - WRITTEN - SOURCE: THE TRAVELLOR)

We can see that (3} and (4) are TREXPRs using TDA4.1,
Processing to establish that "by the name of X"
name,

(4), of course, requires semantic
introduces a textual object, X, which is a

We have been concentrating so far on noun-phrases
are TREXPRs, and what other noun-phrases or ex
associated with in occurences of TREF. Given the pr
cxarmple (4), we should begin to consider examples
it is useful to consider certain general rules
are useful in cases of repeated reference no
propositions. We shall only be concerned he
the antecedents of the pronouns "it", "that"
referred to by the pronouns "he"

» trying to decide whether they
pressions TREXPR noun-phrases arp
esence of "this" in B's second turn in
of TREF which involve pronouns, Here
for finding the antecedents of pronouns whicis
t only to text, but also to actions, objects and
re with general rules for the deterriination of
and "this", given the fact that text is never
or "she", because of Jender considerations.,

(GRLI) IF A PRONQUN = “IT", "THAT" OR "THIS":

(1) If there is another previous pronoun of the same type in the sare

sentence, then that pronoun is a candidate of priority 1 for
co-referentiality;

(2) If there is a pronoun in the nth preceding sntence (where n is less

than some parameter ), then that pronoun is a candidate of
priority n+l1 for co-referentiality.

(3) If no pronominal candidates are found, then preceding noun-phrasec
are candidates,

(a) Noun phrases within same sentence have a higher
priority than noun phrasés in preceding sentences,

(b) Noun phrases in nth preceding sentence have lower
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priority than noun-phrases in mth preceding sentence,

where n and m are both less than some parameter |
and n<m,

{¢) Within a sentence, noun phrases in subject position
have a higher priority than noun phrases in Gbject
position; noun phrases in object position in turn have a
higher priority than non phrases ‘n prepositional
phrases,

(d) Within a sentence, noun-phrases within a main

clause have a higher priority than noun-phrases within
a subordinate clause.

o R
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(e) Within a sentence, focused noun-phrases have a
higher priority than noun-phrases which are not
focused. (Focused noun-phrases are those moved to
the front of sentences by such transformations as
extraposition or tough-movement.)

(GR2.1)

Candidates for co-referentiality are to be selected by comparing the
tollowing features or predicates of the pronoun v.ith those of the
candidate: (a) sex and number (b) case or type constraints. If
such considerations fail to select one candidate, rely on more
specific plausibility considerations. [16]

Let us see how these general rules, in conjunction with the rules we have specified
so far, allow us to detect TREF. Consider first the following example (5):

T T A T

A: You've surely heard me speak of Bugene Tesh (1)!

=
(==
B B: | can’t say that | have,
i
é A: Well, his name (2) is always in the newspapers; he's a dramatic star.
%1 Everyone | know would recozgnize it (3).
% B: | am not familiar with the names of dramatic stars (8). | have never
g . s seecn it (5) before.
E £
% (CONSTRUCTED)
=
% %
- 5
E

(16] These general rules were suzgested by Jim Levin, on the basis of his own work and

the work of others in the Al field. | do not claim that he would endorse the orm that |
have given them here,
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According to our present rules, "Euzene Tesh" is marked as a TREXPR because it is not in

the lexicon. When we get to expression (2), which is marked as a TREXPR by rules TD?
and TO3, (1) is the only candidate for partnership in a TREXPR. Now we understand that
when reference to an individual is made by the introduction of his/her name, two pieces of
information are imparted: (a) that there is an individual names X, and that there is a textual
object, viz, X itself, which bears the relation name-of to that individual. And in this

5 particular case, we understand that (2) is a reference to the name "Eugene Tesh", and not
to the individual named Eugene Tesh. We might capture this by the following crude rule:
(CR4.1)

If there are two TREXPRs, one of which is or contains

the word "name" or “names", and the other one of which

has been interpreted as referring to an individual by

name, then they are co-referential,

We are supposing that the phrase “interpreted as referring to an individual by name" has
s0me rmeaning in terms of syntactic and semantic programs yet to be specified. When we
come to the pronoun (3), the general rules comes into play, According to these rules, the
first expressions which would be considered as candidates for antecedents of (3) would be
noun-phrases, since there are no “it"s, “that"s or "this"s in the preceding sentences.
Noun-phrases having higher priority than (2) would be rejected because of sex or number
constraints (e.g. "a dramatic star"). And (2) would be sclected. When we come to {4),
CR4 would mark it as co-referential with (1), and CR3 would mark (1), (2), (3) and (4) a=

co-referential. Lastly, the general rules would mark (2) as the antecedent of (5), and CR2
would again chain (1)-(5) together as co-referential.

Another example in which our pres

ent rules would give us a satisfactory result
would be the following exarple (6):

A: Fine! The other one is a L.V.N.

(1) down at Permanente on Sunset
Blvd.

B: LUN., (2).. Thats (3) lanky vertiginous nurse?

A: Right,

E
=

(REAL - ORAL - SOURCE: BLIND-DATES.PROTOCOL)

Our rules would mark (1) and (2) as TREXPRs, by TDI.
co-referential, by:

(CR5.1)

We perceive (1) and (2) to Le

If two TREXPRs are not in the lexicon, then
if they are orthographically identical,

then they are co-referential,
When we core to the pronominai expression (3), the general rules would mark (2) as beinz
the first noun-phrase acceptable candidate for being (3)’s antecedent. MNote that thic

conclusion is very fragile. If B had not repeated "LVIN", the gencral rules would have
selected "Sunset" as (3)'s antecedent.

i
3

A furthur example showing the

additional development of the general rules is the
following, example (7):

i
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A: | wonder if

YOU know a conductor by the name of GCeorge Whipple
(1)?

B: George Whipple? No. | knew a George CGalloway (2),

A: This is George Whipple,

B: | dont recall ¢he name (3).

TR ———

L S

(LITERARY - WRITTEN - SOURCE: THE TRAVELLOR)

-

Our rules mark (1) as providing a TREXPR; as

will, in the interpretation of A% first turn, (i) introduce an individual named George Whipple
and (ii) introduce a textual object, "George Whipple", which bears the relation name-of to
that individual, Similarly for (2). But now a difficulty becomes apparent. The pronoun
"this" in "This is George Whirple" clearly refers to the individual referred to in the firsi
turn, and not to his name. Our gencral rules would probably bind "this" to "Georg
Galloway", and if they did not (on general grounds of the implausibility of the resullant

conclusion that George Galloway is George Whipple), Ihey would bind "this" to the nam=
“George Whipple”,

above, we shall assume that the procescor

Tie above gives the flavor of the process of gradual development which mizht well

lead to some acceptable rules for detecting TREF. Obviously, what has been said above
only represents the beginning of suth a process. | would like to end this section (wp

raentioning soine of the difficullies which the construction of TREF rules will undoublediy
cncounter,

First of all, there are instances

in which people make spurious use of orlhographic
cucs of TREF. Co--'der example (8)

A: Hello. Got a couple of guestions about "runoff® to on-line. Go
ahcad.

[

BT TRTR T Se—— Y T

B: Okay. I've got a manual here, and although | don't know t0o much
about it, we'll see what | can find. Hold a =ec .. OK. Shoot.

A: | have a rather old manual and | ain

trying lo get runoff to print to
my TTY on line...

G e

(REAL ~ WRITTEN - SOURCE: 0C370.PROTOCOL)

T e T

The use of quotation-marks around “runoff" in the first turn might well be regarded #.

simple mistake (though there is an allernative interpretation, to which we will return

below). If it is so regarded, the question arises: should one build rules that will test for
and eliminate mistakes?

z
z
3
§
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Secondly, there is the problerm of TREXPRs which contain variables, An exampie
would be "When making a new connection type ATT LINKER (PASSWORD), job number®,
Here only the "ATT" is a replication of its referent; "LINKER" stands in for a variable string,
or a variable class of strings. Logicians have wrestied with the problem of variables
within quotation contexts because they needed to be able to have variables ranging over

text when constructing truth definitions; there are considerable problems here,

Thirdly, there is the problem of the usc of quotation-marks in irony, the use of
so-called snigger quotes. Jim Levin has suggested what is undoubledly the right approach
to such problems: regard quotation-marks in general as a signal that come peculiarity in
processing the quoted words is required. The most frequent peculiarity thus signaled ic
that the words themselves should be retained, but other peculiarities should be allowed
for. For example, quotation-marks may signal that a word is being used in a scnse very
different (perhaps opposite) from that in which it is commonly used, or that some
presupposition of the use of that word is not obtaining. To return to example (8) above,
for instance, it is possible that the user was quoting "runoff" to show that thousgh the term
usually is supposed to denote a program that runs off formatted copies, he is unwilling to
use it in that way, because his experience leads him to believe that the program in
question ohstinately refuses to run off copies!

Despite these difficulties, | believe that one might well be able to devise a set of
heuristics which would detect TREF correctly in a satisfactory number of cases. TREF is
on the whoie much less intractable than PREF, to which we now turn.
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I.2 THE DETECTION OF REPEATED PROPOSITIONAL REFERENCE

Our general approach to the detection of repeated propositional reference will be
largely similar to our approach to the detection of TREF. That is, we will first look for
certain proposition-referring expressions, PREXPRs, and then, once PREXPR(s) have been
found, look for other expressions which may be involved with those PREXPR(s) in repcated

propositional reference. Lastly, once we have a PREXPR and a list of "candidates”, we will
select candidates by some criteria.

There will be important differences, however. PREF involves (a) a noun-phrase or
pronoun on the one hand, and (b) a scntence or nominalised sentence, on the other. Now
the first conclusion one reaches when one considers instances of PREF is that just ahont
any sentence or nominalized sentenee is capable of participating in a PREF. As a recult,
it is not functional to first pick a sentence or nominalized sentence and then look for a
noun-phrase or pronominal candidatc - there would simply be too much useless processing
involved in such a procedure. Rather, one must first find a noun-phrase or pronoun
which, because of its meaning, grammatical position or features (i.e. because of what is

predicated of it) is succptible of being involved in a PREF, and then look for sentence or
nominalized sentence candidates.

Below, we will first analyse examples of PREF which involve noun-phrases, and then
look at examples of PREF which involve pronouns.

First, let us consider example (1) below:

A: You know, | just.. The second question (1) would be: why wasn't this
done before | went through all these hone seaus, thyroid seans,
aud you kuow.. (2)

B: Well, that's a...

A: I'll die of radioactivity.

B: Yes, that’s the logical question (3) and...
(REAL - ORAL - SOURCE: MEDICAL-CENTERED.PROTOCOL)

We sce intuitively that "question" is a noun-phrase which refers to what we would call a
proposition, o that both (1) and (3) are noun-phrases which might he involved in a PREF.
Other noun phrases are similar to "question" in this respect, for example "statement”,

“request”, "order", "demand", "query" and so on. This suggests the followina principle for
detecting PREXPRs (PD):

(PD1.1)
If an expression is a member of the set of
conventional proposition-referring expressions
(CPREXPRs), then it is a PREXPR.

(PD2.1)

|
i
|
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The sct of CPREXPRs is <question(s), request(s),

order(s), demand(s), assertion(s), clairm{s),

query(ies)...>
We also sce that (2) is co-referential with both (1) and (3), because it is an expression of
the interrogative form. What we are relying on here is a syntactic requirement which
derives from the meaning of the noun "question". Certain other CPREXPRS impose
syntactic requiremerts upon candidates, for example, "advice" in the following example (2):

A: And now | shall give you an extra picce of advice (1). Stop
disgracing your daughter with your company on the streets -
and, ahove all, at the theatre... (2) or she will soon have every
door to advancement shut to her!

(LITERARY - WRITTEN - SOURCE: MOTHERLOVE)

"Advice" is a CPREXPR, and we know that (2) is a candidate for PREF because it is in the
imperative mood. A third example of a dialcgue in which syntactic cues deriving from the
meaning of a CPREXPR are used in deterrmining PREF is (3) below:

A: General, | only want to keep one little private letter. Only one. lLet
me have it. (1)

B: Is that a reasonable demand (2), madam?
(LITERARY - WRITTEN - SOURCE: THE MAN OF DESTINY)

Here again, we see that (2) is co-referential with (1) because dernands are (usually - | ain
being sloppy here of course) expressed by means of imperative sentences. One may
therefore adopt the following heuristic:
(TD3.1)

Given a CPREXPR, if that CPREXPR denotes a type of

proposition which is usually expressed by a sentence

of a certain grammatical mood (declarative, interrogative,

imperative, horartory, etc.), then any nearby sentence

or clause which is of that mood is to be considered as a

PREXPR cadidate.
We have included the phrase "sentential clause” in TD3.1 because we want to account for
cases like “Sam is curious to know whether or not the Socialists will take over the
Portugese government. - That’s a good question”. In such cases one finds that embedded
questions participate in PREF.

Many instances of PREF involving noun-phrases require a pretty completa
understanding of the meaning of the noun-phrase in question in order to select candidates.
| will give three examples below. First, example (4):

A: Just a passing comment (1), Joe. We're having lunch right now, and |
just made myself a hotdog sandwich with catsup. Very tasty and
almost unheard of in the old days. (2)
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(REAL - ORAL

- SOURCE:
CORRECTION-ACTIONS-CORPUS.PROTOCOL)

(I will suppose that the ellipsis in (2) has been filled out.) In deciding that (2) rather than
the preceding sentence is a candidate for PREF involvement with the CPREXPR (1), we rely
upoh wur understanding of whal a comenl s, e, an observalion o1 remark CipleLsin
an opinion or attitude. Similarly, in exarrple (5) below:

A: .. And, Mary, | can tell YOU a seeret. (1) It's still a great secret (2),

rind! They're expeeting a grandehild, (3) Isn’t that aood news
(4)?

(LITERARY - WRITTEN - SOURCE: THE LONG CHRISTMAS DINNER )

our selection for candidates for (1) and (2) and for (4) depends (a) on our knowledse of
what a secret and what news is, and (b) on what kind of information would probably count

as a secret or ac news to the participants given the situation and the participants’
knowledge. Lastly, consider exarnple (6):

i

i wmm

A: So, anyway when we got there the funniest thing (1) happened.

They sat doun and they passed out these little hoaklets (2),
because we went to their suite.

B: Uh-huh.

A: Nnd, they started preaching ahont their religion the whole three

hours (2) and we were just crawling the walls to get out.
(REAL - ORAL - SOURCE: BLIND-DATES.PROTOCOL)

This is a coriplex example. Firsl, we recognize (1) as being a PREXPR, not because it i-
itself a CPREXPR, but because it js the subject of a verb which takes as subjects noun-
which refer to events, e.g. the verh "happen”. This lcads to a new principle:

(PD3.1)

If an expression is the subject of an event-ver,
then it is a PREXPR.
(PDA4.1)

The set of event-verbs is <happen, oceur, ..>
We also know that candidates for involvement in PREF with event-nouns rust
declarative senlences which describe events or states of affairs, c.g.
general laws. | hesitate to make a ruie of candidate
however, because | can think of no operationalizable w
sentence describes an event or siatc of affairs,
loast!) But let ue return to our previous comrm
rmeaning of PREXPR-nouns in order to
or funny thing that the speak

e
they canno! expres.
selection out of this intuition,
ay of detecting when a declarative
(This requires furthur work, to sav the
ent about the need to understand the
select candidates. We intuit that it is not a stranze
er and the group of people the cspeaker was with "started
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crawling the walls to gct out", given the circuristances. It is this complex undarstanding
which allows us to decide that the last part of the third turn is not part of the PREF. We
also intuit that the last clause of the first turn is not part of the PREF, and we do so not
only because we understand that, in the circumstances described, it was not a
thing for the speaker to 80 to their suite, but also because of our unders
semantic function of the clause "because we went to their suite".
functions of clauses prefaced by the word “hecause”, illus
sentences:
(a) John is not coming to the meeting tonight,
because he is sick.
(b} John is not coming to the meeting tonight,
because he just phoned me from Australia.
“Because” can either be used to talk about causes, as in (a), or to introduce considerations
which either logically or plausibly juslify making a certain statement, as in (b). In the
example above, "because” is being used to explain or justify the making of a certain
description, and is thus not part of that description itself.

strange
tanding of the
There are two different
trated by the two following

Let us now turn to an examination of some cases of PREF which involve pronouns.

Some general heuristics may be laid down at the outset. The first concerns the
distinction between pronouns which refer to actions and pronouns which refer to
propositions, Consider the following example (7):

A: And, for your information, Jack, I'm just going ta tear into some heef
and gravy and other assoried goodies, (1)

B: | presume that you're doing this (2) with the full permission and - of
the commander.

(REAL - ORAL - SOURCE: APOLLO-13/PAGE379.PROTOCOL)

Here we intuit that the pronoun (2) is involved in what might be called a repeated
reference to an action. The principle clue is that (2) is the object of the pro-verb “"do"
This clue, in so far as | have been able to ascertain, is a frequent and reliable one. It i
not the only clue, however, as the example {&8) shows:

A: We have decided to use a canister and, you know that the
liquid~cooled garment has a bag around it that we think we can
use too, or that we know we can use, We've tried it (1)

(REAL - ORAL - SOURCE: APOLLO-13/PAGE379.PROTOCOL)

Herc we intuit that (1) is involved in a repcated action reference, although ‘ust what action
is involved is rather unclear. The clue here is that the pronoun (1) is the object of the
verb "try". So we can formulate the following rather solid heuristic:

(PD5.1)

If a pronominal expression is the object of either of

HH\ i

i
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the verbs "do"” or "try", then it is not a PREXPR.

Sccondly, we know that there are certain predicates which mark pronouns as
PREXPRs. Some of these can be grouped into two classes: the class of what can be
looscly calied "logical” predicates, such as "x is true/false” , “x is pocsible/probable”, "« is
inconsistent” or "x implies y", and what can be called intentional predicates, such as "x
knows/believes y".

(PD6.1)
if an expression is such that some logical predicate is
attributed to its referent, then it is a PREXPR,
Logical predicates include the adjectives "true”, "false”,
“probable”, "possible”, and the verbs "imply", "entail®,
(PD7.1)

If an expression is the object of an intentional verb,

then it is a PREXPR. Intentional verbs are a class of

verbs which includes "know", "believe", “remember",

"wants",
As soon as one thinks about PD7.1, however, one realizes that it 1s insufficient.  Moat
intentional verbs [17] can take exp-essions as objects which denote not propositions, but
objects. Thus we have not only "John remembers that Mary is sick and Faul remeribers it
too", but also "John remembers Bill's boat and Paul remembers it too”. An example cf
such a use of "know" is the following:

A: ... And they started driving and | don't know if you know San
Gabriel Valley where Crystal l.eke is?

B: | don’t know the area (oo well, my dear.
(REAL - ORAL - SOURCE: BLIND-DATES.PROTOCOL)

However, if one restricts PD7 to pronominal expressions, then it can be defended on the
basis of a frequency argument. If one exarmincs the occurences of the verbs “know™ ard
“believe" fnllowed by "it" or “"that" in the dialogues which are presently on iine, one lind
that the great majority are instances of PREF phcnomena. A case by case study oi
intentional verbs is required here. But for the moment, let us amend and restrict PD7:
(PD7.2)

If a pronominal expression is the chject of one of the

two intentional verbs "know" and "believe”, then it iz

a PREXPR.

Ore last clue that we can propose for the detection of pronominai PREXPRe is that
the pronoun "s0" when it is the object ot a verb, i always a PREXPR {as far as | have
becen able to determine).  Examplos are: “is John sick? - | thunk s0." ond "l hope [hal Mary
passed her exam. - | hope so too."

(PD8.1)
All occurences of the pronoun "so” as the objects of

[17] On intentional verbs and their logical peculiaritics, ses the appendix on intentionality.
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verbs other than the pro-ve b "did" are PREXPRs.
This clue is infrequent but very reliable.

Let us now turn to the consideration of some examples of PREF which involve
pronouns. Example (9):

A: Well, you might have saved your life (1), my dear Caty.

B: | know that (2).

A: Yeh, you might all have heen wiped out in a drunken car aceident if
you hadnw't done that, (3)

B: | know it (4).
(REAL - ORAL - SOURCE: BLIND-DATES.PROTOCOL)

Both (2) and (4) are marked as PREXPRs by rule PD7.2. The problem of candidate
detection and selection now arises. We perceive (1) to be co-referential with (2) and (G)
to be co-referential with (4). This sugzests the following pair of blatantly rudimentary
rules of candidate detection (PCD) and candidate selection (PCS):
(PCDI1.1)
The candidates ior co-referentiality with a pronorainal
PREXPR is the set of all sentences and nominalised
sentences al 2 distance of m sentences from the
PREXPR in question (before or after), where m ic
some search paramcter.
(PCS1.1)
Select the first preceding sentence or nominalized
sentence as being co-referential with a pronominal
PREXPR.
These two rules seem to work in our next exarmple (10):

A: Very Driefly, I've had a lot of pain for six weeks and diagnosed more
or less as a dislocated disc. Now, what’s your feelings? In the
first place, they said cancer - maybe. S0, | had a lot of tests
done, but now, since | changed doctors, he says there is, well,
there’s this blood test ecalled C.EN., which will tell if there is
eancer anywhere in your system (1). And | could hardly believe
it (2). Now, is there such a test?

(REAL - ORAL - SOURCE. MEDICAL-CENTERED.PROTOCOL)

And again in the following examples, drawn from the same source and which we will bring
together as example (11):

Pl ol i
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A: My wife knows | wear my cap the way | Hike te. And | know what'’s
good for my wife, as well as for everybody else. 1 keep my
husiness to wyself, withont any need of those who wear Joathers

in their caps. (1) And everybody in these parts knows it (2),
thank the Lord!

WWWWW‘ i
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A: Her hushaud arrived only this morning. (1)

B: Oh, oh, you know that (2) t0o? Bravo!

A: Yourre ont of your mind! (1) I

T R S

B: Yes, it’s (2) true! I'm out of my mind!

MR

A: I'm going home because my husband's on my mind. 1 didi't see him
in church., (1)

B: Don’t think of that (2). He'll be along to the square.
(LITERARY - WRITTEN - SOURCE: CAVALLERIA RUSTICANA)

These rules will also operate satisfactorily on the following examplz (11) if supplemented

by the ganeral principles for pronoun resolution GRI and GR2 set forth above in section
I1:

A: | heard them say that she had heen a loose woman (1) | don’t want
to believe it (2) - | still don't believe it (3) - but | can’t help
feeling that it (4) is true. Everything points to it (5) - and | feel
ashamed, mortificd! Asharicd to show myseli in her company.
Everybody seems to be staring at us - | seem to feel the men
ogling us! /i’s (6) frightful! But can it (7) really be true? Do you
think it (8) can be true” Tell me!

DU T R ——

(LITERARY - WRITTEN - SOURCE: MOTHERLOVE)

T

It the search parameter m of the gencral rules is sufficiently large, the expressions (2)-(5)
would be determined o be co-referential with (1). Some disaticfaction might be felt witin
this result in regard to (6), however, since what is said lo be frighttul 15 perhaps tho
spcaker’s share and erbarassment rather than (or perhaps as well as) the purportad fact
that she (the mother) had been a lcose worman. |niuitions are not very clear on this point,
and the question can be answered either way with little impact on the dialogue analysic i

B —
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REPEATED TEXT AND PROPOSITIONAL REFERENCE: CONCEPTS AND DETECTION
DETECTION OF TEXT AND REPREATED PROPOSITIONAL REFERENCE

this particular case. The problem, though not very sorious, signals a fact that we will
return fo below, viz. the fact that pronominal PREXPRs which have attitudinal adjectives
precicated of them are more difficult to select candidates for than pronouns which have,
say, logical predicates.

For the moment, let uc comment furthur on PCSL.! It is unclear just what we mean
by "sentence” in that rule: do we mean literally a string of words ending with a period, or
a sentential constituent, of which there may be several in a sentence in the literel sense?
The latter interpretation seems required by examples such as the tollowing (123):

A: Sorry to hother you, but semeone seems to have changed one of our
passwords (1) and no one here knows anything about it (2).

(REAL - WRITTEN - SOURCE: OC133.PROTOCCL)

end the following example (14):

A: Fred, in about 4 minntes, we're aoing to hand yon over to a different
communications site, and i's going to take us about a minte or
80 to re-establish uplink (1), so you can be prepared for thut (2).

(REAL - ORAL - SOURCE: APOLLO-13/PAGE 379.PROTOCOL)

Secondly, we must ask how PCSI.l fares when the preceding sentence is in the
interrogative mood. There are some cases involving the PREXPR "s¢" in which that
pronoun is involved in a PREF wilh the declarative transform of the preceding
interrogative sentence: "ls Mary sick? - | believe/think s0." Such cases only occur when
the preceding question is not of the WH-type: consider the absurdity of "Who is the
President? - | believe 50." Apart from the special "so" cases, there scem to be two olhor
kinds of cases, illustrated by (a) and (b):
{(a) Is Mary sick?
| don’t know that.

How many feet are there in a meter?
Oh, I learned that in school.

(b) Is Mary sick?
What makes you ask that?

How many feet are there in a reter?
| often wonder about that myself.

In cases of type (a), the pronoun *=nds in for an answer to the preceding question,
whereas in cases of type (b), the pronoun stands in for the preceding question itself., It i«
difficult to find a principle which would distinguish between the two cases. One possible
solution would focus upon the role which the verbs in the verb-phrases containing the
pronouns usually play with regard to presuppositions. This is a problem | hope to do
more work on; at present | can only pose it.
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Thirdly, it is clear that PCS1 is bias

ed in favor of backward pronominalization. |
false results in cases such a

Cwill give
s the following exampie (16):

A: Just what are you trying to tell me, young lady”

B: What | want to tell you is this (1) : Your dawghter has an opportunity
to come out among people - and, perhaps, either 10 advance her
career and gain .- cognition, or to hecome engaged to and marry
@ young man >f a good, respeciable Jamily... (2)

(LITERARY - WRITTEN - SOURCE: MOTHERLOVE)

PCS1 should therefare be rmodifieg S0 as to allaw for
pronorainalization, at least by treating “thi
a forward direction,

forwara prapositionai
s", as opposed to "it" or "that", as a cue for <uch

Lastly, there are clearly cas
preceding sentential claus
(17) below:

es in which the rule according to which one

should select the
e or naminalized sentential claus

e wauld fail, such a; exaranic

A: The other one is an LY.N. down at Permanente on Sunset flvd, (1)

B: LLV.N, That’s tanky vertiginous nurse?
A: Right.

B: 1 think that (2) s terrific. Lis

ten, what are you getting Sam for your
29th anniversary?

(REAL - ORAL - SOURCE: BLIND-DATES.PROTOCOL;

i Such a case migit be handled by modifying PCS! so that those candidates which were
o involved in "correction-ac. ans” (in a large sente) would not se celected. Such a rule
%3 would be difficultly operatianalizable, lowever, and given the frequency with which tha
g‘ present focus on the preceding sentential clause or nominalized sentential clause proves
= { itself to be useful, it should probably be retained.

[
%1 Having sketched above the ve

ry beginning of procedures for detectinz PREF in
relatively tractabie cases, | would like to iist some of the difficulties found in maor e
:i” unmanazcable cases.

The first major problem which | see turns
; H p

on the fact that we can <ay many thir Vo
about events, statag of affair:., reported wpee
o p

ind intentional objects. Some comment-.,
ve that they obtain, or about our
which convey inforrmatian about thci,
But many ather corments cauld equally well be rmad-
And when such coraments are made, they do not provide ue witi

A

HH il
il
i h

such as comments about whether or not we belie
: y of propasitions
i clearly apply anly to propositions.
g about physical nbjects,

%

judgmants of the truth or falsit
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any clear way of determining that we are faced wit

h a PREXPR. This is especially truc of
attitudinal comments. Consider example (18):

A: One is out in the garage. She's a teacher, and she's got all her

things out there and she's aot her little radio there. (1)

B: Hey, that (2) s neat. What’s her first name?

(REAL - ORAL - SOURCE: BLIND-DATES.PROTOCOL)

! ' The adjective "neat" can be predicated of objects
affairs. It requires much sophis
co-referential with all of (1), ratl
relies on one’s knowledge of the
situation in which the participants
exarnple (19):

and actions as well as of states of
ticated processing to determine that (2) is probably
her than with, say, "her little radio”. |n particular, on
situation in which the communication is taking place,
are not in the same location. Let us consider another

A: And, Aquarius, for your information, we now
(1) Confirmed by Doppler.

heve 136-mile perigee,

B: Okay, 136-mile perigee now. (2) That (3) s very nic

~,

(REAL - ORAL

- SOURCE:
CORRECTION-ACTIONS-CORPUS.PROTOCOL)

ks

We intuit that (3)is a PREXPR, and that it is co-referential with (2) and therefore with (13

However, it is rather difficult to know just how we do this. It would be rash to propc-e 4
rule which made such predicates as "is nice" signals of PREF, because such predicates are
probably more ‘-equently attributed to objects than they are to states of affairs, And <o

one is left with routines which would mark (3) as an object reference, co-referential with
the noun-phrase "136-mile perigee".

The second major difficulty one should mention is that pronominal PREXFRs often
have what one might call indefinile scope.  That is, they are co-referential with a large
but indeterminate number of preceding or subscquent propositions. As an example of this
consider the expressions (1)-(6) in the lengthy example (19) below; all are indefinite in

scope in differing degrees, and several involve forward propos

itional pronominalization
(e.g. (1))
C
--your worst experience on a blind date - especially if your first
name is ...
T
Sharon
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~

-

Sharon, how old are you?

T
I’'m 21.

o
O.K., are you blond or brunctte?

T
I’m a brunette.

C

OK. Tell me about your worst experience on a blind date, my
dear,

T

Well, my worst experience happened when | was uh, well | was in
college, | was going to a girl’s school,

C
uh, huh ..,

T

-.and they used to have all these singing groups, you know, come
in and entertain us,

c

Do you mean singing groups - professionals, or do you mean from
fraternities?

T
No, these were professionals singing.

o
Oh, yeh. Like the Four Freshmen and people like that?

T
Yeh, well, | ...

C
Like tne Four Preps.

T
I’'m not going to name the group.

Cc
Yel.

T
Because 17T (1) was really strange, because there were
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about 3 of us and one girl knew the group. So, you know she asked
would we like to go on this date with this singing group? We
thought, Oh Wow, Yes!

c
You mean, two girls go out with four guys?

T
No, there were four guys but there would be 4 of us.

Cc
Oh, | see.

T
So, | got 2 other friends and you know, we thought T111S (2)
was really going to be fantastic. We were going to get drunk
and have a great big dinner and really have a ball.

c
Uh!

T
And 50, uh, they had a limousine to come pick us up and it took
us to the motel and we started, you know, giving each other the
eye and getting kind of nervous.

c
They brought you right over to the motel. They figured you were
going to sign up as "groupies".

T
Exactly, | think. That's what we thought, at least,

C
And, no dinner?

T
And no dinner, yes!

C
Wow!

T
So, anyway when we got there the funniest thing happened. They
sat down and they passed out these little booklets, because we
went to their su'te.

c
Uh huh.

T
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And, they started preaching about their religion the whole three
hours and we were just crawling the walls to get out.

L

C
It was a religious frenzy?

T
Yeh!

C
Were they sitting around in their Saffron robes?

T
Exactly!

C
And their little Chinese Temple songs?

T
Right!

c
What a weird, what a weird, wow!

T

And, we said, well can we order a drink? And, they said, Oh,
THATs (2)  not the way of our religion - we can’t drink.

il

C
Oh....

T
IT (3) was really the most boring time as compared to

what we were expecting. | think it would have been more fun to go
thrashing the hotel room.

c

Why of cource! How long did you girls hand around with these
religious freaks?

T

§ Well, we hung around ... | guess we left around 11 and | guess
i we got back around 3 in the morning.

Cc
Oh wow, you stayed too long, honey.

T
Yeh, but we were trapped actually.

AN .
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C

Yeh, well did TlIIAT (4) turn you against Saffron robes
permanently?

T

Oh well, no, not really but | just wasn't expecting i
(5) at that time.

o
Yeh, THAT (6)  adandy. I'm delighted you called,

Sharon. You really surprised me, | thought | was going to have to
blcep you out.

T
No. 1| called you twice before, Bill.

E
=

In conclusion, we may say that PREF detection is considerably more difficult than is TREF

detection. It is hoped that the few preliminary approachs presented above are useful if
only because suggestive.
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