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ABSTRACT

This report examines the effects of multiplier offset voltage s
ifl adapti ve arrays. Multiplier offset vol tages arise when active
circui ts are used to implement the error-by-signal multipliers re-
qui red in an array based on the LMS algorithm. These offset voltages
are known from experimental work to have a strong effect on array
performance.

It is first shown how multiplier offset voltages may be included
in the diffe rential equati ons for the array we ights . Then their effect
on weight behavior is studied. It is found that the offset voltages
affect the final values of the weights , but not the time constants .
Furthermore, the effect they have is influenced by the amoun t of
element noise in the array. An adequate amount of noise is necessary
to minimi ze weigh t errors due to offset voltages .

An example is treated to show the effect of offset voltages on
the final array wei ghts and the output SNR. With offset vol tages
present, it is found that there is a maximum SNR that can be obtained
from the array. A speci fic input SNR is required to obtain this maxi-
mum output SNR.

Finally , it is shown that a finite operating range for the weights
places a further restriction on the acceptable values of offset volt-
ages and noise.
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I. INTROD UCTION

Adaptive arrays have been unde r investigation for several years .
Widrow , et.al.[l], suggested the LMS algori thm and did computer simu-
lations of arrays based on this concept. Shor[2] and Applebaum{3]
have also discussed closely related concepts . An early exper in~ntal
adaptive array was built by Riegler and Compton [4]. Recently, a 4-
element adaptive array was constructed and used to perform extensive
pattern measurements wi th elements on an irregularly shaped surface
[5,6]. Adaptive array techniques applicable to spread spectrum com-
munication systems are also under study[7,8,9,lO ,ll].

Adaptive arrays based on the LMS algori thm require the signal
on each channel of the array to be multiplied by the error si gnal
(the diffe rence between the array output and a reference signal). I t
has been found experimentally that the design of these multipliers is
a cri tical factor in obtaining good performance from the array .
Specifi cally , the problem centers around the presence of small d-c off-
set voltages at the outputs of the multipliers . These offset voltages
are unrelated to the si gnals; they ari se because the multipliers are
implemented wi th active ci rcuit devices . (For example , in an array
unde r study at Ohio State, transconductance multipliers have been used.
The offset voltage s are due to imperfect balancing in the devices and
the assoc iate d ci rcui ts.) Since the output from each multip lier goes

J directly into an integrator that controls an array weig ht, the offset
voltage s cause the array weights to be in error and thus can have a
stron g effect on array performance . Furthermore , it has been found that
the e ffect of the offsets depends on t he amoun t of noise presen t in
the array . A certain amount of noise seems to be necessary to counte r-
act the offsets.

•1

J The purpose of this report is to study these effects from a
theoretical standpoint. In Section II , we show how the offset voltaqes
may be include d in the differential equations for the weigh ts , and what
their effect on the weight behavior is. It is found that the form of
the weight transients depends on whethe r the array is un derconstrained
or not. In Section III , it is shown that the array is unde rconstrained
only when the number of signals incident is fewer than the numbe r of
elements and when there is no noise . In Section IV , a 2-element array
wi th one signal incident and wi th noise is analyzed to show the effects
of the offset voltages . Finally , in Section V, we discuss the fact
that the array weights have only a finite operating range, and show
how this limi tati on imposes a further restraint on the acceptable
values of the offsets and noise .

a

a
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I I .  THE ANALYTICAL SOLUTI ON

The general confi guration of an N-element adaptive array is shown
in Fig. 1. The signal from each element , y (t), is split into in-phase
and quadrature components x

~(t). Each x~(t~ is wei ghted by a real co-
efficient w~ and then summed to produce the array output s(t). The
di fference between the array output and a reference signal R(t), which
is called the error signal c(t), forms the input to a feedback system
that adjusts the w1.

X 2N (t)
~~~~~~~ 

1 ~~~~~~~~~~~ (t )

~~~~~~~~~~ ON TRO L 1~~~~~
1 
SIGNAL

€( t )

Fig. 1. Adaptive array structure.

The feedback system is based on the so-called LMS algori thm[l ,4].
Each weight is adjusted according to

dw~(1) = - k v~ [c2(t)] ,

2



where Vw1[c
2(t)] denotes the i-th component of the gradient of the

mean—square error signal c2(t). Since the error signal is give n by

2N
(2) c(t) = R(t) - 

~ 
w~ x~(t)

the mean-square error is

2N 
________

(3)* c2(t) = R2(t) - 2 ~ wj x1(t)R(tJi=1

-
~~ 2N 2N 

___________

+ .1 .~~ ~~~ x~
(t)x

~
(t)

i=l ,]=l
-4

Differentiating Eq. (3) with respect to w~ yieldsj
2~ t)(4) vwi[c2(t)] = 

~~ Wj 
= - 2 x~(t)c(t)

so Eq . (1) becomes

(5) = 2k ~(t)x1 (t)

Equation (5) leads to the feedback loop structure shown in Fig. 2.
This feedback structure has been the basis for much of the recent work
in adaptive arrays{5,6,7,8,9]. 

*

*The overbar here represents the action of a l ow-pass fil ter, as dis-
cussed in Reference 10, page 5. For the present discussion , it is
also the same as an infinite time average.
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SIGNALS FROM
OTHER ELEMENTS

W~ ARRAY OUTPUT
X 1 ( t )  

______ 

s ( t )

MULTIPLIER

x f
I NTEGR A TOR

ERROR € (t ) 

~~~~~~REF?ERENCE
SIC N AL
R It )

Fig. 2. Adaptive array feedback loop .

When the feedback system shown in ig. 2 is implemented, it is
found that the error-by—signal multi plier is the most cri tical part
of the design problem. Ideally, this multiplier should generate the
product c(t)x~(t). In practice , a mul tiplier using active ci rcuit
devices is found to be subject to leakage effects .~ non linear ities , andcircui t imbalances. As a result , the multiplier output may contain
terms such as the following:

Multiplier Output = + c(tJx~(t) + c1 x1(t) + c2 r ( t )

+ c3 x~
2(t) + C4 c

2( t )  + c5 x~
2(t)c(t) +

The term ~(t)x~(t) is the desired output from the multi plier , and in
a well-designed circuit is the dominant term. The term ~j is a small
d-c voltage unrelated to the si gnals x~(t) or c(t). We refer to 6~as a Multiplier Offset Voltage. We will see below that this term can
have a strong effect on array performance . The physical mechanism
responsible for 

~j depends on the type of mul tiplier used. A trans-
conductance multiplier is one type that has been used[5,7], for example ,
and in this case the offset voltages are due to inadequate balancing
of the transistor cells.

The terms c1x~(t) and c2c(t) represent leakage of the input sig-nals into the multiplier output . Since the outpu t of the mul tiplier
goes directly into an integrator, only those multiplier output components

4
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centered around zero frequency are important. In adaptive arrays for
radio communications , the signals x~(t) and c ( t )  are band limi ted signals
at a nonzero carrier frequency and thus their effect on the nifltip lier
output can be ignored .*

Terms such as c3x~
2(t) , c4e2(t) , c5x~

2(t)c(t) , and similar higher
order terms , result from nonlinearities in the ci rcuit devices used
in the nultip lier. Although c3x~2(t) has a d-c component , this term
has been found to be negligib le in practice . If it were not negligible ,
however ,it could be lu~pped together wi th ~ for purposes of the present
analysis. The term c4~2(t) also has a d-c component , but since theerror signal is small when the array is in steady—state , this term has
no effect on the steady-state performance . Higher-order terms such as
c5x~

2(t)c(t) have been found to be negligible in practice .

Thus, we model the error-by-signal multiplier by the equation
-4

(6) Multiplier Output = ÷ ~TtY5~jTtT
.4

Our purpose in this section of the report is to show how the effects
of the offset voltages oj may be analyzed .

We begin by examining the differential equations for the weights .
If the output of each error-by-signa l multiplier in the array is of
the form in Eq. (6) , the array wei ghts satisfy the differential equations

2 (7) ~~~~~~ 
= 2k [c(t)xj(t) + 

~j] 
, 1 < i < 2N

When Eq. (2) is used to substi tute for ~(t) in Eq. (7), and all terms
involving w

~ are collected on the left, it is found that the weightssatisfy the system of differential equa tions

dw. 2N _ _ _ _  _ _ _ _

(8) 
~f + 2k ~ [x1(t)x~(t)] wj = 2k [R(t)x~(t) + o~]

j =l

_____________________________

*In adaptive arrays for sonar or seismi c applications where baseband
signals are processed however , these terms could be important.

5
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We define the matrices

(~~tx i t ~~~~~2(t) - - - -
(9) = x2 (t )x l( t )

R(t)x1(t)

(10) S = R(t)x2(t) 

)

(wl
(11) w =  

(~~
2

and

(6l~~
(12)

Then Eq. (8) may be wri tten in matrix form as

(13) + 2k~w = 2k[S + ~
] .

Clearly ~ (which we call the “offset vol tage vector”) pl ays the same
role in the diffe rential equations for the we ights as doe s the vector
S, the correlation between the reference signal and the array signals.

6
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Let us conside r the transient response of Eq. (13). Firs t, we
make a rotation of coordinates into the principal axes of ~~~. Let

(14) W R 0

where R is a 2N x 2N orthogonal coordinate rotation matrix ,. 3
r 11 r 12 — — -

(15) R =  ~2l

and
. /

—, 
. 

(01

(16)

j

3 represents a new system of coordinates for the weights . By substi tuting
Eq. (14) into Eq. (13) and multiplying on the left by R 1, Eq. (13)
be comes

1

3 (17) + 2k [R 1 s R]n = 2k R~ [S +

I If R is chosen so R~~~R is diagonal ,

.4 A 1 0 0 - - -

~1 (18) R L ~R = A = 0 A 2 0

0 0 A 3

I : .
. 

~~---- - -~~~~~~~~~~~~~~~~~
. .--~~~~~~-
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I

then the components of n lie along the principle axes of ~ and thesystem of equations (17) is uncoupled. We defi ne

(Pl~
(19) p = R 1S =

and

(q 1
(20) Q =  R~~A = 

~ 12

and Eq. (17) becomes simply

(21) ~J i+ 2kA n = 2k [P ÷ Q] .

We refe r to the components of n as the “normal weig hts ” in the array .

The form of the general solution to Eq. (21) depends on the matri x
~~~. Since ~ is real and symmetri c , its eigenvalues are necessarily real .
Furthermore , ~ is non-negative definite. To see this , we note that the
mean-square error in Eq . (3) may be wri tten in matri x form as

(22) c2 (t) = R2 (t) - 2w TS + ~~~

(Superscri pt I denotes the transpose.) This may be . rearranged [lO] into
the form

(23) c 2(t) = 
~~in + (w - wmin)T ~ (w - wmin)

8
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where

(24) 
~~in = R2(t) - ST

~~
1S

and

(25) wmin =

~~ in is the minimum value e2(t) for any wei ght w , and W min is the
value of w yielding c2(t) = 

~~~~ .) Since ~2(t) Is the square of areal quanti ty, i t cannot be n~’~~tìve , and thus the eigenvalues of ~cannot be negative . Otherw i se , l a r ge enou gh values of W
~

Wmj f l  would
yiel d ne gati ve c 2( t ).

Since none of the eigenva lues of ~ can be negative , the solutionsto Eq. (21) will not contain any exponentially growing terms . Some of
the eigenvalues can be zero (

~ can be sin gular), however , when there
is no noise in the array . The solutions to Eq. (21) will be diffe r-
ent wi th zero eigenvalue s (

~ singular) than wi th all nonze ro e iqen-r va lues (
~ nonsingul ar).

Whe n some of the eigenvalue s are zero, the system in Eq. (21)
will contain two types of differential equations . The n.~ associated
wi th nonzero A j will satisfy equations of the type

dn.
(26) + 2kA.jn 1 = 2k(pi + q

~
)

These have solutions of the form

—2k A 1t p~ + qj
(27) ri~~(t) = A 1 e +

The constants of integra tion A~ are found from the initial value s of
at t=O:

9



_ _ _ _ _ _ _ _ _ _ _  
-~~~~~~~~~~~~- - - .- ~~~

. — .

p
~j~~~qj(28) A 1 = n~(O ) —

For these rij (t). the ef~ect of the offset volt~f3s ~ (which are trans-
for~~d In to u .e qj) is to alter the steady—state so~~tions of thewei ghts , given by

p
~ 

+ q1(29) ~~j (co ) =

The n.~ associate d wi th zero ei genva lues , on the other hand ,
satisfy equati ons of the form

d0.
(30) __-

~~~- 
= 2k(p~ + q1)

for which the solutions are simply

(31) n1 (t) = A~ + 2k(p~ + q~)t

Again , the constants A1 are determined from the init ial values of the

(32 ) A 1 =

The e ffect of the q 1 terms here is to alte r the slope of the rampfunctions in n~(t).

Thus, the offset voltages affect the final values of tne norma l
weights associated wi th nonzero elgenvalues , and af fect the s lo pes of
the r~:~ response terms for normal weigh ts associate d ~vith zcro eigen-
va1u~s. ~ note that if any of the eigenvalues are zero, tne array
wei ghts neve r re3ch a steady—state condition , because the re:np functions
continue indefinitely. Since w is related to n by Eq. (14), we see
that in general each of the weights w1 will contain both damped expon-
ential terms and linear ramp function terms.

10
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For the case where all of the A 1 are nonzero (
~ nonsingular ) allof the normal wei ghts n

~ 
will satisfy Eq. (26). The ramp response

terms will not be present in the soluti on for the weights .

When ~‘ is nonsingular , the weigh ts approach a steady-state solution
w~5, wh i ch may be found directly from Eq. (13)

.4

(33) w 55 = ~H[s +

-4

(Since ~ is nonsingular , its i nverse exists.) We note that in the
-j absence of mul tiplier offset voltages , the steady-state wei ght vector

would be Wmin = q~ 1S, as given in Eq. (25). Hence the off~et voltages-, shift the wei ghts from their optimum point by an amount ~~
1 A . Sub-

.4 stituting

~1

(34) W W min =

into Eq. (23) shows that the steady-state mean-square error will be•1
-4

(35 ) ~~
2 (t) = +

I i.e. the offset vol tages increase the mean-square error by an amount
.4 AT~~~ over its value with the optimum weights . Since the ste ady-state

mean—square error signal is closely related to interference null depths
and output signal-to—noise ratio (SNR) , the effect of this term i s to

a lower the interference reject i on of the array or to l ower the output
SNR. Whether this change is si gnifj~.a~.t or not depends on the va l ues
of ~ and ~~, and also the value of £mjn~ . We consider an example in
Section IV.

It is inte resti ng that the steady—state weights in Eq. (33)
result in zero output voltages from the error-by-signal multipliers .

a To see this , we note that the steady-state error signal is

a (36 ) € 55 ( t )  = R(t) — XT W55

11
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where

(x l t

(37) X = ~x2(t)

Since the Output of the i-th multiplier is ~T~€Tx1 (t) + 6~~, the steady-
state output of the multipliers , expressed in vector form, is

(38) X655(t) + ~ = xR(-t) - xxT w 55 + ~ = s -
~~ 

W SS + 
~

But substi tuting for w55 with Eq. (33) yields

(39) Xe55 (t) + ~ = S - ~~ [S + A] + ~ = 0

All the multiplier outputs are zero in the steady_state .*

Physically, the steady— state error signal has just the ri gh t
value that the product c(t)x~(t) at the output of each multipliercancels the offset voltage s~. This means that the residual error
signal , c~5(t), is larger than its minimum possible value

, by an
amount determined by the offset voltages. Of course , the larger
this residual error signal , the larger the amount of interference in
the array output, and the less the Interference protection of the array .

*This analysis treats only average values . In actual fact, when there
is noise present the mu ltiplier output is the product of two ran dom
processes. Thus its spectrum contains an impulse function at d-c plus
continuous frequency components over a finite band. The above analysis
considers only the d-c te rm.

12
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Thu s, to summari ze , we find that when is singu l ar , the we i ghts
do not have a ste a dy—state solution . They increase wi thout l imi t ,
owing to ramp functions in the solution . When is nons inqu lar , the
wei ghts have a steady-state solution gi ven by Eq. (33). The solutien
causes the mean-square error signal to be larger than its optimum va~ue
by an amount A Tr1A . The residual error signal is jus t sufficient for
the error-by-si gnal product at the output of each multiplier to cance l
the offset voltage .

III. SINGULARITY OF ~

Hav ing shown that the form of the sol ution to Eq. (13) depends
on whethe r ~ is singular or not , w~ next discus s the condi tions unde r
wh i ch ~ is singul ar.

For ~ to be singular , two conditions are necessary. Fi rst, there
must be no element noi se in the signals x1(t), and second , the array
must be underconstrained .

Consider fi rst the effect of signals inci dent on the array . It
has been shown in a previous report[l2] that in the absence of element
noise , the rank of ~ is equal to twice the number of signals inciden t
on the array. In an N-element array , ~ is of order 2N x 2N , and thus
the rank of ~‘ will be less than 2N whenever there are fewer than N
signals incident on the array. In this case, ~ is singular and we
say the array is unde rconstrained.

Next conside r the effect of element noise . By “elemen t noise ” ,
we mean noi se due to RF components (e.g., mi xers) behind each element
of the array. This type of noise is incohe rent from one element to
the next. Element noise does not refer to a directi onal noise signal
received by the array; such noise would be highly correlated between
elements .

When element noise is present , we have

(40) x~(t) = n~(t) ÷ s1(t)

where n1(t) is the noise component and s1(t) is the received signal
component of x~(t). When this x~(t) is substi tuted into Eq. (9), ~is found to be

(41) = 
~‘s+n = 0n I +

13
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w here we use 
~s±n 

to denote ~ when both signa l and noise ~ -e ? reser. t
and 

~s when only si~nal is present. on2 denotes the ~~ar.-~~uare value
of n~(t):

(42) nj2(t) =

(we assume al~ n~(t) have the same mean-sq~ ire val~..e), and : denote sthe identi ty r~ tri x. To deri ve Eq. (41), ~..e have ~.ace LSe of the
assumption th.~c

(43) n1(t)n~(t) = 0 for i ~ 
j

and

(44) n~(t)s~(t) = 0 for all i ,j

Equation (43) follows because the noise signals are uncorrelated ~e-tween elements and also two n~(t) associate d with t;e sa:~e e1e~~nt havecarriers that are in quadrature . Equation (44) follows because the
noise and signal components are independent.

is due to siç~na1 alone . It is singular if the arrey is ur~der-constrained , as n~entioned above . It is also non-negative definite --
none of its eigenvalues can be negati ve . Since the matri x 

~r.1
2I is

unaffected by a transformation of the type R l(on2i)~ 
= c~~

2 A , thc same
orthogonal matri x that diagonalizes 

~ 
will diagonalize 

~~~~~~~ 
h~nceeach eigenvalue of 

~s+n 
must be equal to on2 plus the correspon cing

eigenvalue of 
~ 

Since none of the eigenvalues of ‘
~~ 

can be negative
(and of course > 0), 

~s+n 
cannot be singular.

Thus , we have shown that ~ ‘ cannot be singular except when there
is no element noise and the array is unde rconstrained .

IV. AN EXA ~?LE

Now let us consider a sin:2 e exa~:;2le. Suppose ~.e have a 2
element array, as shown in Fig. 3. Suppose there is one C~ sigr~ l

14
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(i) \1Y2(t)

F°~1 IQH I
x~(t)( X2~~~ X3(t )(X 4(~~~

[ W I [W 2 
~ 

[w 3] [w 41

Fig. 3. A tw o-e lement array .

incident on the array from angle 01 wi th respect to broadside . Initially,
we w ill assume the re is no noise . The element si gnals are given by*

(45) y1(t) = /7 a cos [w
1t 

-

(46) y2(t) = /7 a cos[w1t]

where

*The f~~tor ~‘7 is included to make the in—phase and quadrature signals
in Eqs . (48) - (51) have unit amplitude .

15 
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(47) ‘~l 
= ~~~

(L is the element spacing and A0 is the free—space waveleng th.) The
in-phase and quadrature signals are

(48) x 1(t) = s1(t) = a cos[w1t —

(49) x2(t) = s2 (t) = a siniwi t - 
~1]

(50) x3(t) = s3(t) = a cos[w1t]

and

(51) x4(t) = s4(t) = a sin[~1t]

Substi tuting these into Eq. (9) yields for ~:

a: a2 

COS~l 

a2
0 —

~~~~~~ sin~1 ~ coS~1
(52) 

~~~
=

~~~~~~
=

a2 2 2
~~—. cos,~l - F- sin~1 F o

2 2 2
~~ sin~1 i—. C054 1 0

16
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(The subscript s indicate s that this matri x applies when only signal
is present.) This matri x has been studied previously in Reference 10.
An orthogonal coordinate rotation matri x that diagonalizes 

~ 
is gi ven

by

- cos~1 -sin~1 cos~1 sin~1~
1 — cos4~ - sl nq 1 cos~1(53) R = — ~—

a /2 1 0 1 0~~~
0 1 0

The pro duct R~~~5R is found to be

0 0 0

(0 0 0 0
a (54)* R~~~5R = A 5 =

0 a2 0

o ü a2

so the ei genva lues of 
~ 

are 0 , 0, a2, and a2 . Since 
~ 

has two zero
eigenva lues and two nonzero eigenvalue s , it is of rank 2 ( twi ce the
number of signals).

Suppose furthermore that the reference signal is given by

(55) R(t) = cos w 1t

In other words , R(t) is a signal coherent with the incoming signal .
(The incoming signal is “desired” .) Then the vector S in Eq. (10) is
found to be

*Sj nce R is an orthogonal matri x , RT = R 1 .

17 
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cosç1

(56) S

The weights w~ satisfy the Sys tem in Eq. (13) :

(57) + 2k~5w = 2k[S + A]

Making the coordinate rotation in Eq. (14) yields the equivalen t system
of Eq. (21)

(58) + 2 k A~fl = 2kRT{s + A] = 2k[P + Q]

or

(~1\ 0 0 0 0 (n1 (pl + ql~
(59) •a

~
1
~ 

( ~2 + 2k 0 0 0 0 ( ~2 = 2k ( P2 + q2

\ n3 0 0 a2 0 
~ 

n~ P3 + q3
\
\fl4 J 0 0 0 a2 ~\

fl4 \•
\
P4 + q4

The vector P = RTS is found to be

18 
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= 

sin~~ 1 

O)1
~~~

OSD 
=

so the system in Eq. (59) yields the four uncoupled equations ,
4

d~1(61) ~~~~~2kq 1

d~2(62 ) ~ — 2kq2

(63) + 2ka 2r13 = 2k [...
~
. + q3]

and

dn
(64) ~~~~~~~~ 

+ 2ka2ri4 = 2kq4

The solutions are

(65) n1 (t) = fl l(0) + 2kq 1 t

(66) ~2(t) = n2(0) + 2kq2 t ,

(67) n3(t) = [fl3(O) - i~ (
L..+ q3)] e

2
~~

2t 
+ 

~~ [
.L. + q

3]

19
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and

(68) p4(t) = [fl4(O) — ~~~~~~ +

where the te rms ~~(O) denote the initial values of n~(t) at t 0.
These initial values are found from the ini tial values of the W j ,
according to the inverse rel ation to Eq. (14):

(69) n R Tw

In order to be specific , let us assume that the initial values of the
w~~are

(Wi 0 (i~~

(70) (w 2( O ) 
= (o

~ W3(0)

\\
W4 (0)

Then we find from Eq. (69)

(71) ( ~2~°) = 
i (

-sin~1

~ 
fl3(O) /7 ~ cos~1

Thus , Eqs . (65) - (68) become

C0S41
(72) n1 (t) = - + 2kq1t/7

20
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sin~ 1(73) n2(t) = - + 2kq2t

rcos~~ , / 2(74) n3(t) = — 
I 

- f —
~

— + q e 2k a t + —1. (i +
L / 7  a2 k/7 31J a2~~~/7

and

(75 ) ~4 (t) = 
[sin ~l 

- 

~~~~~~~~~ 

e 2ka2 t ÷ 
q4

The array weight s w1 can now be found by applying the transformation
of Eq. (14) again:

• 
(w1(t)\ (- cos~1 -sin~1 cos~1 sin~~

’ , r
1
(t )

(76) [ w~(t) \ = ~~ sin~1 -cos~1 -sin~1 cos~1 r
2
( t)

• \ w3(t) / ~~ 1 0 1 0 ) n3(t)

0 1 0 1 / n4 (t)

a 
The r e su l t  is

(77) w1(t) = + K(6 1 — C0S4 1 5 3 - s~flq 1 o4)t

cosIh 1 1 2k 2t+ 

[~~

- - 2i~ 
- 

~~~~ 
+ cos~1~ 3 ÷ sin~ i~ 4 )j e a

cos4 1 1
+ 

2a 
+ + cosq 15 3 + 5in4 1 64) 

- 

,

21
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(78) w2(t) = K ( 6 2 + sin~1 63 — cos~1 64)t

~s i n c 1 1 -

~ 2k 2t+ 
L 2 a ~~ 

(-~~ + sin~1 63 - cos~l~ 4~ e a

- ~~1 - ~~~~ ( 6 2 + sin~1 o3 
- cos~1 o4)

cosq1
(79) w3(t) = - 2 + K (-cosq 1 61 + sin~162 + 63) t

rcos~1 1 2ka2t+ [ 2 - 2 (a + cos q 1~ 1 - sin~ 1 62 + 63) e
2a

+ (a + coS416 1 — sinq 1 6 2 + 63 ) ~

and

sin q~1(80) w4(t) = — 2 
÷ K (— sin~1 61 — cos~1 62 +

+ 
[sin~l - ~ (sin~16 1 + cos~16~ + 64)] e 2

~~
2t

+ ~~ (sin~161 + cOs~1 62 + 64 ) ,

where we have used Eq. (20)

(81) Q = R~~

to substi tute for the q1 in Eqs. (72) - (75 ) .

22
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The effect of the nbl tip lier offset voltages can now be seen.
a Firs t, i f these vol ta ges we re zero , the solution would be siwp ly

(82) w1 (t) = + - ~~~~~~ + 
cos

~ l

sin~l(83) w2(-t) = 2a (e 2ka 2t - 1)

(84) w3(t) = 
(
~os~l 

— 

~
_ ) (e 2

~~
2t - 1)

and

(85) w4(t) = 
s1n

~l (e 2ka 2t - 1)

In the steady-state , after the transient has died out , the wei ghts• would have the va l ues

a COS~~1(86 ) W l (~) 
=

~~~~
- +.-

~~~~
-__

si nq 1(87) w2(°’) = -

COS 4~1 1(88) W3(O’ ) = - —a +

and

sin q 1(89) W
4

(0~) = - ---~~~--

23
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The array output signal would be

- 
. 4 cos~1(9 0) s ( t )  = 

i~ 1 
w~x~(t) = + -

~
— ) a cos ( .• 1 t -

+ (
~ 

~~~~~~~~ a sin (~1 t - ~i) 
+ 

~~~~~~~~~~~~ 
+ a cos~ 1 t

S~fl~ 1
- a sin .~1 t = cos~1 t

This matches the referen~~~j~nal in Eq. (55) exactly , so the steady-
state mean—square error c55’~( t )  is zero .

Whe n multiplier offset vo ltaçes are present , eac h of t;e ~- ai ~ hts
in Eqs. (77) — (80) con tains a term that is linear ~-.itn ti :;~. . in t hat
case, there is no steudy-scate solution . Each of tre wei~~ ts increases
wi thout limit. (In a practical array , each weight has a fini te ope r-
ating range over wh i ch it can vary. A weic;ht wil l increase until it
hits its maximum or minimum value . More will be said of this later.)

Next let us suppose that noise is present on each of the signals
x1 (t). Instead of Eqs . (48) — (51), we write

(91) x1(t) = n1(t) + a cos[w1t —

(92 ) x2(t) = n2 (t) + a s in[w 1t — 
~l ]

(93) x3(t) = n3(t )  + a CO5[L 1 t ]

(94) x4(t) = n4(t) + a sin[~1 t]

The noise signals have average power

24
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•

(95 ) n~
2(t) = (~~2

and are uncorrelated from one channel to the next,

• (96) nj(t)nj(t )  = 0 for i 
~ i

• When Eqs. (91) - (94) are substituted into Eq. (9), ~ is fo~nc to bethe s~ ;2 as in Eq. (52) except that an extra term on~ i is added to t~ediagonal terms, as discussed in Section I I I .

a (97) 
~s+n = 0n

21 +

where I is the identity matrix. The subscri pt “s+n ” indicate s that
both signal and noise are present.

• Since the matrix 0n2 1 wi l l  be unaffected by the diagonali zation
transformation R 1

~5÷ R, the same matrix R as gi ven in Eq. (53) w i l l
also diagonalize 

~~~~~~ 
The result is

• °n 0 0

(98) RT
~s+nR 

= RTEon
2I+~s]R = a~

21#A 5 
0 °n

2 0

a 0 0 on +a 0

0 0 0 c~
2+a2

Because of the no ise terms, this matrix is no longe r singular.

The differential equation for the weights , Eq. (13), becomes

(99) + 2k~5.fflw = 2krS + 
~~]

25
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Apply ing the transformation in Eq. (14) yields Eq. (21), which now hasthe form,

(100) ~~~~
+ 2k[o~

2I 4 A~]~ = 2k[P + Q]

Making use of Eqs. (60) and (98) yields for the four n~ equations ,

d~1(101) a~
.— 4 2kan

2nl = 2kq1

(102) ~~~4 2ka~~n~ = 2kq2

(103) ~~~~~~~ 2k( o~
2+a2 )n3 = 2k [~ + q3]

and

dn
(104) + 2k (a~ +a2 )n4 = 2kq4

The solutions are

r q1 1 -2ko~
2t q1(105) nl (t) = k1(0) — e +

L an2 J 0n2

r q 1 2kon
2t q

(106) n2(t) = In2(
~~

) - —f--- e +
L 0n2 J 0 2

— 

r q3+a//7~ -2k(c~ 2+a2)t q3+a/,~(‘07) n3(t) = [n3(0) - 
~�T.~~~Tj  

e + 
~ 2 2n 
~~~ a

26
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I

and

[ q ~ 2k(on2+a2)t q4• (108) n4(t) = f r)4(0) - ~~~~~~~~~ e +
L o~~

2+a J jn2+a

Assumi ng the same initi al conditions as before (see Eqs. (70) and(71)), we find

r cos~1 q1 ~ -2ko~
2t q1

a 
(109) n1(t) = 

L 
— _ e + —/7 (Y~~

2

r sin~ 1 q2 i -2k~~2t q2(110) n2( t )  = —

~~~

-— _ e + 
~~~~~~~~

[cos~1 q3+a/~/�] -2k(on2+a2)t q3+a/,~( l i i )  n3(t) = [—i-— - ~~je + 
2 2

and

1Sin~i 
~~ 1 

2k(0n2+a2)t q4• (112) n4(t) = —
~~ 

- I e +L /7 0n2+a2J a~
2+a2

Finally, using Eq. (14) to calculate the w.j ’s (and using Eq. (20) toreplace the qj wi th the 6~), we obtain for the com plete solution forthe

1 2ko~,
2 t(113) w1(t) =~~~~~ + (- 6~+6~ cos~1+o4 sin~1)~ e

a cos~p 1 1
+ - - 

2(~~2+~2) 
(6 1+63 cos~l +

~4 
sin~1 )j

e
2 n

2+82)t

a cos~- __L 
~- 61+63 CO5~1 +64 sin~ 1) + ~~~~~~~~ —

2’~n +a )

27 
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+ 

2(on
2+a2) ~~ 

+ 5 3 CO S~~1 + 54 sin~ 1 ) ,

1 —2ko t(114) w2(t )  = - 2 (
~2 + 63 sin~1 - 54 cos~1 )e n

r a s ~~- -
~ ~ . ~

+ 

~~~~~~~~ 

+ 

2(0n
2+a2)

( 2 3  S~~Q1 -64 ~~~~~

a s i r~+ 

~~ 2 ~~~~~ 
sin~1 -54 cos~ 1) — 

2(on
2+a2)

- 

2(on
2+a2) ~ ~2~~3 

sin~1 -64 cos~1)

r co~~ •. -2 - 24.
(1i5) w3(t) = _ - 

~~~~~~~~~~ 

~~~~ +6 Si 
r

+ —
~
---

~~
- ( - 6 • ; ~~~ ~~2 sin~1 +53)

i
COS~~l a 1

- 

~~~ 2~~2 ) 
- 

2(a~
2+a2) 

(
~ i cos~1 - 

~2 
sin~1 + 

~3)J

e
2k ( 2

~~
2)t

+ 

~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ 2~~2) ~~ 
CO5~~j ~~ 

sin~ 1 +6 3)

_ 
J



~ 

0sin - 1 1(116) w4(~) = H 2 - 

2 
(-a l Sifl~ 1 ~~2 

COS~ 1 ~~~
L

+ 

~~ I ~~~~ - 
~2 COS~~1 +64)

‘ ~ 7sin~1 _________+ 
L~~~~~ 

- 
2 2 ~~ 

sir~ 1 ~~2 
cos~1 ~~;) e

2(°n i-a ) J

+ 
2’ ~~ ~~~~ ~~ 

C05~~1 ~~4)2¼ 0 r ~ I

The effect of the no i se an d the offse t vol tages can now ue see .

Fi rs t, suppose there are no offset voltages present . Then tnewei ghts become

-2ko~
2t 1 a cos~~ -2k(on

2i-a2)t(117) w1(t) ~~~e + 
[
~

- 
2÷ 2~ ] 

e

a COs ;1

a sin ;1 -2;~(~ 2+a2)t a sin , - .(118) w2 (t) = e —
2((3 n

24 a 2 ) 2 (c
~n

2-a 2 )

cos~ 1 ~~~~~~ [Cos.~1 ~(119) w 3(t) = - —~—— e + -
L ~~ 2 0

L 1~~ )J

+ __ ____~i__ , __ ___ ,
2(~~2 +u~)

C

_ 
~~~- - ~ 
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and

sin~1 — 2kc~
2t sin~1 -2k( o~

2+a2 )t
(120) w4(t) = - 

~~~~ ‘e  + 2 e

The final values of these weights are given by

a cos~1(121) w1(~) = ________

2 (cr~ +a )

- a sinq 1(122) w2(oo ) = — __________

2(an
2+a2)

(123) w 3(o’ ) = a
2(an

24~a
2)

(124) w4 ( oo ) = 0

The desired part of the array output is then

4 a cos~1(125) s(t) = ~ w1 (oo)s~(t) = 
2 2 Ea cos (w 1 t —

i 1  2(an +a )

a sine
- 

_l [a sin(w1 t - 
~~~~ 

a [a cos(w1 t)]
2(a~

2+a2 ) 2( o~
2+a2 )

a2
2 2 COSW1 t

an +a

30
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It is interesting that because of the noise , the arr~y ou tpat ~~~~~ ~~~~
match the reference s i gnal exactly. Tue a;,

~1 t~ -~cs ~~. ~•r uj u~ea2/o n2+a2 . Al thouqh this is ;~l;:;ast unity ~hcn thc noi Sc iS s - ui 1 ,
can be substanti a lly less than unity if o~ iS ler ’~j~ . C~ Si cL~~iy ,  tLe

• array makes a compronii se betwccn the contr . - -ann to ~
- 2 ( t) ~ tc tee

noise and those d~.c to the s ignal .  A weigh . .. .-~~tin ~~~~ c-ai d ~~~~the desi red o ut -~~t to match the re fe rence Sici~~i1 i-x~c~ I y WO •~L. re~~u~~
in a la rger tot~ • .e~.n-squ~re error , because of tee noise.

It is a.sn . .  enes ic~ cu co:e ute the sigr3. -:o-noi se c~tio at
the a - ’.-~y outp u t  ~.;a in trte ~.‘eur siçnal . Since toe no~se s~ c~nals on

• each channe l are i .conerent , toe tota l noise powe r in tee array output ,
~~~~~ is the su~n of the noise powers from each eleme n t:

4
(126) N0 = ~ 2 

~ w 12(~)
1=1

02C n
2

- 

2(on
2+a2)2

The signal po~er at the array output is

1

(127) S0 = a 
2

• ~~ + a )
0

Hence the s i çnal-zo-noise ratio (SNR) is

S
• (128)

0 
~n

This is the maxiniuw SNR it is possible to obtain with this a ’ray and
the given signals . * Hence we sce that minimun~ c 2 (t ) cor respo;~~ to

~The maximum SNR that can be obc~ ire~ or ~n or ,-a.y of ~ elea ~irts is
N
~
‘ (S NR)~ , where (SNil )~ is the ShR on the i— ~h eic:ee n i. (~,Cc ~at~rence 13 ,

-i = 1
Eq. (25)). The SNR on each el e~~nt a t;-is ex~a.)i.: is
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max imum SNR , an d i n the ab sence of offset volt a ges , th is condi cion isachieve d by the array. Also , we observe that the desired si gnal porti onof the error si gnal , c5(t), is

(129) c
~~

(t)  = R(t) - 
~~ 

w1(~ )s1(t)

2
= cosw 1 t - 

a cos~1tan +a

= — COSu)1t

Hence the desired signal power in the error si gnal is

(130) c5
2(t) = ________

Since the noise power in the error signal , cn
2(t), is the same as thatin the array output , the SNR in the error si gnal is

c 2(t) ~~2
(131) — = ——-~ -

c 2(t) a

the reciprocal of the SNR at the array output. Similar SNR inve rsioneffects have been noted previously by Zahm[14].

No’.i we examine the wei ghts when offset voltages are present. FromEqs . (113) - (116), the steady-state wei ghts in this case will be givenby

32



a cos~ 1 2o 2+a2
(132) w1(o’) = 2 +

2(on
2+a ) 2

~n
2 (o n

2+a2 )

- a2 -
— 

2 (53 COS~~1 +54 S i f l~~1 )
2~n (°n +a

2)

a s in~ 2c~0
2+a2

(133) w2(oo ) - 
1 

+ 
~22(cin

2+a2) 2o0
2(a~

2+a2)

+ 

2
~n

2(an
2+a2) 

(63 sin~1 -64 cos~1 )

2
(134) w3(co ) = 

a — a 

~~ 
cos ;1 ~2 

sin~1)
2(o~

2+a2) 2u0
2(on’+a

2)

2on
2+a2

+ S
2on

2(c~n
2 + a2) ~

and

2 2— 2+a2
(135) w4(~) = - 

2a~
2 (o~

2+a2 ) ~~ 
siri~1 + 

~2 cos~1) + 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~

The last two teries in each of these expressions represent the change
in tee weig ht , a~

-.uy from its optimum point , because of t he offset
volta ges . ~ihether this change is significan t depends , of course , on
the values of the various coefficients . Clearly, both

a2
(136) ire - 

~2 ~~~~~~-
~~ 0 2un

2 (o n +a
2 )

and
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2ci0
2
~a
2

(137) lim 2 = ‘

0 2o~
2(a~ +a

2)

whe reas the coefficient a/2(i~
2+a2 ) is boun ded ,

- a__(138) l -~ei 
——--— ______ —

~~
2.±o ~~~~

Th us , the offset voltage ter::s w ill doe;inate the final -~- -2i~ nts if
is small enough . Than the final wei ghts are di fferen t than ce.e values
in Eqs. (121) — (124), the Sh~ at the array output wiF ouviously be
poorer than in Eq. (128).

To obtain good performance from the array , it w i l l  be necessary
to ke~p the last tao terms in Eqs. (132) — (135) small , if tee values
of an~ an d a are g i ven , the mu ltiplier circuits must perform so that
the 6.~ are small enou gh that they have only a minor effect on the
f ina l  weigh t se tt i ng .

In practice , however , the opposite problem is so~~time s true .
After the array is built , it is found that the offset voltage can be
held only to within certain values. One is then faced with certain
offset voltages , and the problem is to choose the noise leve l in the
array so good performance results . Cons i der , for exa mp le , the problem
of keeping the last two terms in Eq. (132) ~mal1 compared with the
firs t term. Suppose the offset vol tages can be held only to wi thin a
value D:

(139) 
~i ( � 0 for all i

(No te that the quan tity 63 cos~1 + 64 sinc1 is jus t a coor di nate
rotation in the offsets 63 and ~~ so we also assute ‘ 6~ cos ,- -j +

64 sin~~j �. D.) Therefore the last two terms of Eq. El~ 2) are boundedby the quantity

2o n
2 

+ a2 a2 o~
2+O2

(140) 2 D +  0 =  0
2a n

2 (o n ~a2 ) 2o n
2 (ci n2+a2 ) a~2 (cy 0

2+a2 )

To keep this small compared to the first term in Eq. (132), we must
keep the ratio
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C~
2+a 2

_________  

o~
2+a2 

- 
20

a cos~- 1 2 a cos~1an
2(c~n /

small. This ratio is shown p l otted versus on2 in Fig. ‘~~~.

o 2 ÷~~2 ~~
o~2 

~ co~~~, . N ~ •~U-~ ACC T,~1L~~H \ N. ,~~~—

Ax Ih~U:•~ ALLOV.~. .3LE . — — ‘N —
‘

VALUE OF ORD IN ATE ‘1 : A L 3 :~~~L~~
”N~ OUTPLT SiR

- 

~~~~~~~~~~~~~~ ~~~~~~~~~~ (
~~~~

)

o co~ ~ ~~~~~~ 
— — 1-————— 

__________

2D ~~~~~~ 1 1  - a.
Q COS~ & 1

Fig. 4. Tradeoff between offset voltages and
output SNR.

It is seen that keeping the offset  te rms smal l  -/~ll require the floise
to be larger than some mi nimum amount. On the othe r han d , as
increases, the SN R at the arra y output (a 2/o 02 ) drops . Th us , ~~~~~ must
be chosen to compromise between these conflicting requirements. There
is a finite range of value s for on2 where sui table array performance
is obtained. This fact has frequently been observe d experie~a r t a l l y
(see Reference 6, page 8). In general , the larger the value of 0, the
smaller wi l l  be the allowe d range of ~~~ If 0 is hig h enough , values
of on2 yielding good weight values will result in too low an ShR for
th~ communication system.

Now le t us compute the SNR at the array output when offset volt-
ages are present. The desired signal output is gi ven by

(142) Desired Signal Output = 

~ 

w
~(~

)s
~(t)
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Us ing Eqs. (48) and (132) - (i3~) to evauate this yields

(143) Y ~:(~ )~ j(t) = —

~~~

---

~

- ~Hl + ~ (o~ cos;~ -62 ~
j °

~ i 
cos ., 1 t

+ 
~ 
(
~ i sin — ~1 ~~ 

C O S ; 1  + -~~)~ sin~. - t~

ia see that not only is the am p liv-~a~ of the dash-ad sigea . ca~ngad uy
tee offsets , but a so a quaor;uure compcu~eut s;a t) re..- aupe ans a:
the output as wal l.* The total signal po-..-ar at tee ~‘raL, c~ tp~v may
be computed from Eq. (143) , wi th the resul t

*This fact h as car:~.in implicatio n s for adapti ve array sys tems in ehich
the reference sign al is generated from the array out put in a bootstrap
l oop [7,8,9]. :n such systems, the phase shift around the reference
si gnal generation loop is normally adjusted so the reference sic~aal is
in pause with the desired signal at the array output. In the presence
of offset voltages , the array may be seeking a steady-st0ve condition
in wh i ch the arruy output is not in phase with the re fe rence s ic  ca l
Th us , as the reference signal phase tracks the phase of the array
output , a cycl ing of the wei gh ts may result.

36 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
. .



—--
~~~- ---~~~ . -~~~~~~~-

--—-- -
~~~~- — 

~~~
-- —--- ---—

(144) S0 = 

2( 2
~a2 ) 2 

+ 
a (~ i cos~1 - 

~2 
+ 
~3):- 

2
a + [

~ 
(~~~ 

5j f l~~1 + O
2 cos~1 + 5~)J ~‘

= fi + 
~~ ~~~~~ 

C0S~~ - o~ sin i 1 + 63)
2(an

2+a2 ) a

+ ~~ (61
2+62

2+63
2 ±~~2) + 

~~ 
(o~s~ cos ;-1 - 6263 sin~ 1

-f 6~5~ S if l~~1 + 
~2~4 cosc~ )’

Similarl y, the total noi se power at the array output is found to Dc:

(145 ) N0 = ~~
2 
~ w~2(~) = 

2 2 ~a2on
4+2 aon

4
~ 5l cos~1 - 

~2 
sin fl )

i = 1  2°n ~~ +a ) L

+ (20 fl
2+2a20n

2+a4)(6l
2+522+63

2+54
2
) - 2a 2 (20 n

2+a 2 )

(6163 cos~1 + 
~l~4 

sinç 1 - 6 26 3 sin~~ + 
~2~4 

cos~ 1)

+ 2aon
’t 63 

.

The SNR can be calculated from these two quanti ties for specif ic valu es
oh - j  and DI . As an example , su ppose 

~l 
= 
~2 

= 
~-4 = 0 an d 

~ ~ 
0.

Then we f in d

~ 
( 2 - -~~ 1 I

(146) S = 
a 

~~~~ ~~~~~
_

~~~~~~~ ÷~~~
-
~~~

— ~ = 
a i

° 2 (2 +a2 ) L a a2 J 2 ( n 2 + a? ) ~

and



~
-- 

(147) N0 = 
- 2’~~~ 2~~~ 2 

ç20 4 + (2a~
4 + 2a 2a~

2 ±

~n ‘.mfl a

÷ 203 0 ’t ,3 .
j

Hence

/
S

(148) — 2 ‘r 
_______ 

a ) 
_____ ______N0 ~ 

a 4 (2~~~ + 2a2Th
2 + ~4)5 2 

+ 2a:-r
463 )

a2
2

- 

( afl 2
r ~ i~1 +  ~1 

~~~ 2 I  3
~‘ °n J  ~l + 3

This SNR is smaller thur thu SN~ in the absence of offsets, as
expected. It is inte restin~ th at for a fixe c offset voltage Th , there
is a maxi um SNR the: can be ~btained . Diffe rentiating Eq. (lZ3) with
respect to the quantity a2/a0 shows that S0/N 0 is eaxiI ; uw when

(149) a2 = a

For th i s value of a2/0n2, S0/N0 is found to be

163\ (53\2
S 1 + 2 ~~~~) 

+

2 (~
-~)[ji + 2 

(
~~
)+(.

~~)2 + 2(~~)~
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Larger or smaller values of C2/
~n

2 than that in Eq. (149) yielh le.er ’
overall output SNR. The nuxii:~um outpu t  SNR is larger , of cou;-se , tee
smaller 63/a. 

• r ~~~~ I ~ I~L . • ~~~~ •~~ /-~ ~ ul~

In :.hdi zion to thu effect of offsets on the fie ,1 nei g hts u:~ i tee
array pu,’Thrnance , discussed above , there is another peacti cal aspect
of the proalem . a real system the array weight s have only a hini te
linear ope rating ranqe . Eaca weig: t is tea output of an iCtu~r~~or,usually i:;p.erentec wi tn an ope r~:;onai umJ nn ;er. nC oazp~ t c: :r~sinte grator will have only a certain ran-c a ove r whIch ~ t can vary . Thus ,
if the theoretical solution for tee w-e i~ n c  o~-ba vi or icdicat es teat tee
weight should increase to a large value , it may not be capable of
achieving that value because of equipment li mi tations .

Cons ider a gain  the equa t io n s  fo r the normal wei ghts ~~(t). Some
of these , in particular those associated with zero ei genvalues of i~~
(for which the eigenvalue of 

~~~~~~~~~ 
is a~2), sat i sfy the d i f fe rent i al

Eq . (26),

d flj
(151) 

~~~~~~
+ 2kO~.~

2Cj = 2k(p1 + qj )

whose solution is gi ven by Eqs . (27) and (28),

+ q~~ -2ko~
2t Pi + qi

(152) n1 (t) = ~-~(o) — 2 j e  + 2
L °n °fl

This is a transient starting at n~(O) and ending at a final value of

+
(153) r . ( ~~) =

on

as shown in Fi g. 5 .

Fo~ nonzero p
~ 

or q-j , this final va l ue becomes arbitrari ly large as
on~~ 0, so i t can easily dominate the steady-state solut ion for ua
w~. If ~~2 is small enough , these tern’s dri ve the w1 to the limi ts
of their operating range .
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Fig. 5. Tr ansient respon se of n~ (t ) .

For examp le , conside r our example of the two-e ie~~nt array wi thone signal incident and element noi se present. The final valu es forthe wei ghts were give n in Eqs . (132 ) - (135). tie see tnat for smallthe final values of the wei ghts are give n approximately by

(154) w 1(~ ) ~ ~~~~~~~~~~ (s~ - 63 C05~1 - 64 sin~l)20n
2

(155) w2(~) ~ (s~ + 63 s m n~ 1 - 64 Co5g~)

(156) w3(o ~)~~ J—_~- (~~~ 
— ó~ cos ;>1 + 62 sin~ 1)

2°n

(157) w4(~) ~ ~~~ (54 - 6~ sin~7 - 62 cos;1)2°n
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As lon g as the off ~ets ~ are not zero , these weiabts car be cr; i :rcni y
large for small an’. Clearly, the l arger the -j , the large r r-~ mil l
have to be to keep each of the weights wi thin its linear operati ng
ran ge.

When one of the we igh ts h its i ts satur at ion l i m i t d~ :- ieg an
adaptati on transient , the value of that we iqh : remains const~~t ~romthen on. The behavior of the system after tuis tima can be fou- i by
setting up a new system of differential equati ons for the resmi ni r q
weig hts. If the array is noise-free and the ~ matri x is sin n a. a’ ,
fixing one of the weigh ts will reduce the order of the system to 2N-i
without reducing the rank of the (new) ~ ma tr i x for  the remei rir q
2~-l weigh ts . In general , as many weights will go into saturation as
are requi red to reduce the numbe r of remaining vari able we i ghts to are
rank of o . Expressed another way , each wei ght going into saturation
uses up one of the unneeded degrees of freedom in the antenna patte r: .
As many will go into saturation as there are extra degrees of freedom .

If element noise is present , so ~ is nonsingular , the final wei 5ht
vector obb ained if one of more wei ghts go into saturation wi l l no lon ger
y -e ld m - rm mum error signal. Since there are no extra aegrees of t reea om
when n oi se i s present , there is a uni q ue we i gh t vec tor y i e l d in g m i n im um
~2(t). If this weig ht vector lies outside the linear operatine range
for some of the weights , it cannot be attained by the array . t een
certain of the wei gh ts are constra i ne d by satura ti on , the rema i n in g
wei ghts will go to the values yieldinq minimum 1 2 (t) subj ect to the
weig~~ cons traints . This value of c2(t) will not be as low , h ow-e ver ,
as could have been ob tmi ned wi thout the constraints .

VI.  CON CLUS IChS

Tee effects of multiplie r offset voltages have been studied. The
offset vol taqes ~

y enter the differential eq~at ions for  tl:C array - n i g h ts
as shown in £qs. ?8) or (13). These equations may be solvea by eki n g a
coordinate ro ta ti on of the we ig b s , as shown in Eq. (14). The resul t ing
di fferential equations , Eq . (21), can ue solve d for the norma l -e ights
n~(t) versus time . been the -~ matri x in Eq. (9) is singular (w hich
ti appens only when the array is noise—free and there are f~wer signalsinc ident than there are elements), certain of the - 

~~ (t) exhibi t rump
so lutions, as gi ven in Eq. (31).  in this case , the we igh ts w-~ rise toarbitra rily high value s . For the noisy case , all n-j (t) have decaying
exponential solutions of the type in Eq. (27) .  In this case , tee me iqhts
w~ can also rise to very l arge final values if offset vol tages are pre-
sent an d there is insufficient noise .

A s im p le ex~., ;ple was given in Section V to illustr ate the npnl i—
cat ion of these resu lus to a spuC if iC case —— a 2-eler.ent a r r~y m it e
one signal incident and noise present. The effects of the offsets my
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be seen in  the resulting me~ght behavior. For givun of fset s,  t C C r u
is a minimum amount of noise far we ich tee e ffect of tee of : :ets ;s
negli gible. As the noise is reduced 5~ law this val ue , the o.fse~terms dominate the we igh t so.uti ons . The output S~b~ from the err~—’,
which would be optimum in the absence of the offsets , is found to
degraded because of the offsets . [-ar b:ermore , it is sho w - c ; teat - ia n
offset voltages present, there is a maximum output Sh~ that cc.. Ce
achieved . Input noise levels that are either too hi gh or ant low re-
sult in a poorer output ~~ fro m the array .

Finall y, it is show n that the finite operating range of the
weigh ts in real equipment imposes a further constraint on tee accept-
able values of the offset vol tages and the noise .
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nis report exami nes the effects of mul tiplier offset vo ltapas in adupt~~-:
arrays . Multip lier offset voltages ari se when active circuits are uscb to
im plement the error-by—signal multipliers required in an array bused on the
al gori thm . These offset voltages are known from experi menta l work to Lava a
strong effect on array performance .

I t is first shown how multiplier offset voltages may be inc lahea ~n the
di fferential equations for the orray ..-ei ghts . Then their effect on we l

- behav i or i s stu die d. It is foun d that tne offset voltages af fect a t e  • n . l
val met of the wei ghts , but not the ti me cons tan ts . Fur tne r r a re , tne effect tce~
~have is influenced by the amount  of element noise in the array . Ad ace. - uut ~amount of noise is necessa ry to minimi ze we ight e rrors da~ to offset vol t aqe s.

- n  e ple is treate d to show the effect of offset veltoqas on tue f in:l
array wei qn as and the output SNR. Mith of fset voltages ~resent , it is four d
that there is a maximem SNf that can be obtained from tna array . A spec i f i c
;nput SNR is require d to caca in this mox ima ;i output SNR.

Fina lly, it is shown that a finite ope rating range for the wei , ts places a
~furtner restriction on the acceptable values of offset vo ltages a - . 4  no ise.
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