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1. INTRODUCTION

SAMCEP is a Monte Carlo neutron and secondary gamma transport code which

is designed to calculate differences in fluxes and in flux—derived quantities

such as dose, as functions of differences in nuclear data. Source spectral

changes can also be considered. SANCEP is an extension of SAM—CE1, a general

purpose three-dimensional Monte Carlo transport code. SAMCEP , or ig inal ly de-

*
veloped under contract DAAD—05—70—C—0295 , uses the latest (ENDF/B) cross sec-

tions2’
4 

to a high degree of precision.

The extension of SAM-CE to SAMCEP involves the addition of the capability

of running several similar Monte Carlo problems simultaneously. The mathematical

basis of this extension is the simultaneous use, in several correlated problems ,

of the same Monte Carlo histories, taking account of the effects of the cross

section differences via a series of problem—dependent weights associated with

each history.

Using SANCEP , f lux  di f ferences  due to small cross section variations ca;~

be calculated much more rapidly and accurately than by conventional methoJs,

i .e., by independent computations. The process of measuring , reducing , ev~i1ua—

ting, and communicating nuclear data is slow and expensive. It is c~~~cr~t i~~l,

there fore, for proper management of such an effort to know whether rr~. c1~~~c-1- un-

certainties in data result in operationally significant errors or uii c- - rt . :~ t - ~

in transport computations. SAMCEP is a practical tool that can provi~ inform-

ation permitting one to direct cross section research to obtaining more accuratl

data in those areas where the lack of precision leads to the greatest uncertainty

in the transport  calculat ion.

/

* 
The bounded f lux-a t -a—poin t  capabili ty was developed under DAAD-05—73-C-007;
The secondary gamma capabil i ty  under DP~AD — 05—75 — C— 073 5 .

9
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In order to describe the capability of SAMCEP, it is necessary f i r s t  to

dcfin e a perturbation: a perturbation i~ a ~~~-~ I~~ie change in some portion of

the neutron source or changes in the nuclear data for any or al l  of the ele-

ments that. make up a medium iii a tci;c,1 ort p~ . c1em - , SAMCEP ~an handle , in a

sing le ca lcula t ion, up to ten co r r ela t e d  problems , each correlated problem in—

*cluding a combination of up to ten perturbations . The n umber of a l lowed per-

turbat ions  of the neu tron data is , therefore , one hundred (Perturbations of

the gamma production data ai-e de~~ - . ibed the ch~.pter on l’R~~d- .4M SA~1GAN).

lerturhations of the neutron data a~e cia~ sitie d by t ~.e ~~~. te l  iu~~c

Type I composition (i .e,, cencentratice ~ertu~ : ~tiufl )

these perturbations carry over to a ~e ~~d~~ry

gamma problem ;

Type 2 the complete set of cross section data of an

element (i.e., an alternate set of cross

section data of a specific element);

Type 3 change of microscopic total cross sections;

Type 4 change of microscopic scattering cross

sections ;

Type 5 change of microscopic inelastic scattering

cross sections;

U 1’1~~. 6 change in angular dintr ibu tion of elastic

s c a t t e r i n g;

Type 7 change in  secondary energy di s t .r i bu t ion  in

continuum ine las t ic  S L at t u L  n t .j ;

Type B h~ingt ’ in c~on:; sections for inelastic level

excitation;

Typ e 9 c h a n g e  in anyular distribution 01 djs~ re~ r

level  i litlasr ic nrat. t e ’r j i t cj ;

Type 10 change in eou~ ~ ~~~~~~ u i

Types 3—9 are def m e d  w it h ir t c p e c  I ii k nel \ ranges.

* ex c L us iv e  ot pert.u~ i t t  el i .  ~ t t he qamni n rediu t ice O t t  a I n  a ;t - e i e l , i i  v
qamma probl em ,.

L 
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SAMCEP consists of five separate programs which may be executed as separ-

ate jobs or in sequence as one job. Information is passed from one program to

another either by physical tapes or by disk files. (Detailed descriptions of

each program and its input data requirements will be given below in separate

chapters.) The five programs of SAMCEP are (in the order in which they are

executed) :

1. Program SAMIN (primary neutron problem) - This program reads

the input data describing the neutron perturbations and

converts them into the same format as the output of program

SAM— X (processor of ENDF/B cross section data
t
).

2. Program SAMSAM (pr imary neutron problem) — This program reads

in the data generated by SAMIN from a tape or a disk file ,

* **generates sampling CMI- and ENN- tables when such perturba-

tions exist , (type 2, 6 and 7), and writes such information

on a tape or disk file. The other basic function of SAMSAN

is to process cross section data into energy band structure

by calling subroutine BAND.

The processor SAM-X is a component of the SAN—CE system of programs
(R e f .  1)

* 
Table of CR1—boundaries , CH1=(1-cosO)/2, where 

~ 
is scattering angle of

equi—probable CH T- l i n n  following elastic scattering .

-table of energy boundaries for equi-probabl ~rnerging-energy bins in
- . t i t .inuum i n e l a s t i c  s c a t t e r i n g.

11
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3. Program SAMCAR (primary neutron and secondary gamma) -

This is the main Monte Carlo program. By calls to a series

of independent routines, it performs the following basic

funct ions:

a) process geometry data by calling subroutine GENI ,

b) process the unperturbed and perturbed (if any)

source spectrum by calling si~~routine SOUCAL,

c) perform the transport calculations and score the

fluxes by calling subroutine CARLO.

SAMCAR also writes the fluxes by supergroups of all problems (unperturbed

and perturbed) ft r-~c
’i aggregate on a tape or a disk f i le  to be edited by the

next program SAMOUT.

All neutron perturbation data will be stored in core memory all the time

(except for perturbation type 2) and in the same format as the unperturbed data

which is the output of SAM—X (processor of ENDF/B data).. For perturbation type 2,

where an alternate set of cross section data replaces the unperturbed set, the

input is required to have the ENDF/B format. SAN—X and BAND will process this as

an additional element. (SAMCAR treats the data as an alternate set for the same

element.)

For secondary gamma problems, perturbations of the gamma production data

(if any) are incorporated into the external source tape generated by program

SAMGAM .

* The term supergroup refers to a subdivision of the output energy ranqi- ,
analogous to a band , which refers to a cross section energy subdivision .
Particles are tracked within a superbin, defined as the intersection of
the current band and current supergroup. (Refer to Sec. 5.2.b)

12 
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4. Program SAMOUT (primary neutron and secondary gamma) -

This program reads in the aggregate tape and processes a

statistical tape. It then edits the results of all prob-

lems, i.e., it displays these results and deviation estimates

of all the problems, and also the differences of these re-

sults and the deviation estimates of their differences for

all specified pairs of problems

5. Program SAMGAM (secondary gamma problem) - This is the pre-

processor for a secondary gamma problem. It presumes the

prior execution of the (SAMIN , SAMSAN , SANCAR , SAMOUT) se—

quence for the precursor primary neutron problem , which gener—

ates a tape of non—elastic (gamma—producing ) neutron inter-

actions Its principal functions, performed by cal l ing several

subrou tines , are:

a) alter neutron perturbation tape, retaining only con—

centration perturbations (if any), by calling PREP” ;

b) pr pare organized gamma interaction cross section

tape by ca l l ing  BANDG;

c) read in user prepared perturbations of the gamma pro-

duction data , and

d) generate external source tape , u t i l i z i n g  the in te raction

tape of the precursor neutron primary and the (possibly

perturbed ) gamma production data, by calling SAMSOU .

The execution of program SAMGAM is fol lowed by executions of SANCAR (in

- . . -~~~~~ i i , gamma mode) and SAMOUT to complete the secondary gamma sequence.

13
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2. TECHNICAL BACKGROUND

2.1 Simultaneous Tracking

In order to estimate accurately the differences in problem results, each

Monte Carlo history is used to estimate all problems simultaneously . As a

result there is a high degree of correlation between the answers computed for

the individual problems. Hence, the percentage fluctuations in the differences,

due to the randomness inherent in the Monte Carlo, are comparable to those in

the individual answers. Therefore, the absolute error in the estimated differ-

ence is significantly smaller than the error in the difference of the results

of separate , uncorrelated calculations.

The implementation of this procedure, the use of the same history for

several problems, sometimes called correlated sampling, is based on the fact

that it is always possible to carry out a Monte Carlo calculation using prob-

ability distributions other than those that describe the natural stochastic

processes of radiation. In doing so, a cumulative product of ratios of natural

to altered distributions is calculated as a weight with which an answer is

counted. Thus, it is possible to use as ‘natural’ and ‘altered ’ distributions

those derived from alternative data. Several answers may be obtained; one for

the d is t r ibut ion  actual ly  sampled (with weight equal to one) and others from the

ratios of distributions. This can be generalized by sampling from probability

density functions not corresponding to any physical problem. The sampling

dens i ty can be defined as the one which attempts to minimize the statistical un-

certainties in the difference of the results of the correlated problems.

Tn SAMCEP , the sampling transport distribution is defined as the least

upper bound of the individual transport distributions. All other sampling

distributions (source sampling , and samplinq of interaction events) are proper

14



probability distribution functions, They are, therefore, defined ,io t h e

*renortnalized least upper bound ( l . u . bj  of the individua l d i s t r i b u ti o n s

The various sampling distributions are described in more detail below.

Transport Sampling Dis t r ibution

In any region , the natural  transport kernel  for the i t h  problem is ci

the form F~ exp (— ij 1s)ds , where p
1 is the total cross section at the curr

energy E , for concentrat ions and cross sections appropriate for the i U i  l o l l - n i .

The F. ’ s re f lec t  the previous weig ht ad jus tments  and t r a nsp or t  throuq --

vious regions.

The ordinary  samp l ing  distribu tion fo r a l l  probl ems i , i - l ,n, is th~

least upper bound or envelope of the individual dis tribut i - : - F .~ 
1

xI (—H ’ .)do ,

which is piece—wise exponential and can, theref ore , be se l ected is,’ i t

methods , For BFAP estima tion , this procedure is modified (‘en Appendix I).

**
Source Sampling Distribution (neutron transport)

Each problem i , i 1 ,n , can have a perturbed source el;e ’ryy uis~ r 1 b l t  I s

S.(E). The sampling distribution is constructed by first ‘ri ci i i ~~

which is the envelope of all S.(E), bias ing i t by construct~~nq sti ) w t i~ t .

W
L
(E) are the energy—dependent weights in the source tc ’Jie Ii , .115 I i . h l \  I ’

normalizing , obta in ing  the sampling distr ibution

S ( E ) / W
E
(E)

S (E )

I ( S ( E ’ ) / W
E

( E ’ ) ) dE’
J o

The use of the he t s t  upper bound of the distributions , ca l l ed th e eliVe ’ lo l e , i s
motivat ’d by the following considerations: it m i n i m i z e s  the  maximum r e l a t i v e
weight t , n t or  in sampl ing, and so tends to prevent large vari,Irs cs~ and it caii
b -0 1101 r u t  ‘1 automatically in the Cur se’ of the calculation , so that t do—
ta~~1~~d examinat ion of the perturbed dat a is not necessary ,

**Ar; ‘x t ’rn t I s oh i ro ’ t~~1e’ i i  qeneratod by SP~MGAM for s oridary qamma ti h i h l
~l e l

15 
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Interaction Sampling Distributions

Selection of Element: Given an interaction in a region, the first samp—

l ing implemented is that of the particular element with which the collision

occurred

Let

P
1 

= macroscopic total cross section,

CT . = microscopic total cross section for element j,

C’ = element concentration of 
.th element ,

NE = total number of elements

NE
U’ = ~ C

1c1’, for all i (i=l , total number of problems)
• j=l ~~~

Let p~ be the probability of picking element j for the ~
th 

problem:

C~~i~1 
=p

i
U

Then the sampling probability p~ for picking element j for collision is the re-

normalized 1 u.b. of the

I
p

S 
= MAX . / NORM for all 

~3 3. I 
f

F.C~’J~
where  NORM = ~ MAX . 

1

1 1
3

11
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Selection of Interaction Type: Given an interaction with a particular element ,

J the next selection is the type of interaction to occur. If the microscopic

~: 
elemental total, scattering and inelastic cross section data are given by

i i i
o~~, ~ and 0in ’ then

i i i
O 0 0.
a e in i 1 1

and —r— , where c = o — a
1 1 1 a t S

O
t 

o
t 

o
t

are the probabilities of having absorption, elastic scattering, and inelastic

scattering , respectively , for the ~
th 

problem. We denote the individual distri—

th
butlon (the 1 distribution) by

1
0

p’ = ~~ , where r may denote absorption, elastic or inelastic
r 

c~ scattering reactions.

Then, again by choosing the envelope of this discrete function, we have b r  the

sampling probability distribution for picking reaction r

= 

MAX .EF .p ~ )

r 
~ MAX . (F .p’l
r 1 i r

The perturbation weight F . for the 1
th problem is then multiplied by p~/ -

Since we allow perturbation of the 
~~

. cross section and also the cross

section for level excitation (type 2, 5 and 8), we have to compute the sampling

distribution for picking a level or continuum. This sampling distribution is

again the envelope of all the individual distributions. When a certain level

or continuum is chosen , the weight is adjusted in the same manner as described

above .

17 
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Given an elastic scattering , the sampling distribution for the angle of

scattering is again constructed as the envelope of the angular distributions

corresponding to the different perturbations, and is renormalized, The same

applies to the energy distribution of inelastic scattering leading to contin-

uous spectra.

2,2 On Energy Binning of Perturbations

In the course of the main Monte Carlo, at every stage at which a decision

is to be made (e.g., distance to a collision element with which a collision

occurs, reaction type, angle of scattering , or emerging energy), it is necessary

to know which perturbations are in effect for the current neutron energy, For

this purpose, the entire energy range of the problem is broken up into energy

bins whose boundaries are the set of the upper (EH’) and lower (EL’) limits

of all the perturbations i (of, Section 3.2). These (Eli’, EL’), i’l ,n, to-

gether with the overall energy limits of the problem EHIGH and ELOW are then

sorted in decreasing magnitude and entered into a table (the PETAB—array) .

Another table (IPBIN—array) is constructed , indicating the numbers of perturba-

tions in the various bins of PETAB—array and also the ID’s of these perturba-

tions (the ID’s are called IP; cf, Section 3.2). Both PETAB— and IPBIN -arrays

are constructed in subroutine PPROCS, which is called by subroutine INPUTP of

program SAMIN ,

During later Monte Carlo calculations , when a particle enters into colli-

sion at energy E, the energy table (PETAB) is consulted to locate the energy bin

c o n t a i n i n g  E , Knowing this bin—number , one can obtain all the information on

the perturbations affecting energy E from the data in the IPRIN—array.

18
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3. PROGRAM SAMIN : NEUTRON PERTURBATION INPUT PROCESSOR

3.1 General Discussion

SAMIN is a driver program which calls subroutine INPUTP to read in and

process the n€.-utron perturbation input data and which writes the following

perturbation information on a tape or disk file:

MISTER—SISTER array processed perturbation input data (refer to

storage map of MISTER—array in Appendix C ) .

NTYP—array cumulative array 0! perturbations by ty~~~. i .e . ,

NTYP (1)=nunIber of perturbations t I C  1, NTY} .~)=

NTYP(l)+number of perturbations of type 2, C t .,

finally NTYP (N) sum of all per turbations of t ype ’

1, 2, .., and N.

LOCLIP location where perturbation data for a specific

element of a specific type begin in MISTER—array .

(Refer to storage map of MISTER—array in Appendix C.)

NPROH total number of problems; i.e , unperturbed 1)1Cc

per turbed problems.

LLN EXT loca tion of first available storage +1 afte’ -‘h’--

mental perturbation data in MISTER-array . Samplinq

CHI— and ENN—tables start at location (LLNEXT-l) if

such perturbations exist.

N1MAX dimension of MISTER—array.

[1. 1W low energy cut—off limit of problems run.

EII1GII  h i gh energy limit of problems run .

] 0

~

- -

~ 
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PETAB—array perturbation energy table where PETAB(l)=EHIGH,

PETAB(last)=ELOW, intermediate entries including all

the perturbation energy limits (All EH’s and EL’s,

of. Section 3.2.)

IPBIN—array perturbation binning table (refer to storage map

description of IPBIN—array in Appendix D).

LP total number of energy bins in PETAB-array

3.2 Processor INPUTP and Description of Input Data for

Program SAMIN

A Description of INPUTP, the Routine for Reading and Processing

Perturbation Data and Perturbation—Problem Correspondences

As mentioned previously , 10 types of perturbations are permitted. All of

the numerical data for the perturbations are read in by subroutine INP UTP , with

the exception of those for perturbations of type 2 (whole element). For this

type, only the element (nuclide) identification integers for the basic and per-

turbing data are specified, and it is assumed that both of these identification

integers have been included in the element input to the previously run cross-

section—processing program SAM—X .

For many of the input items listed below, e.g., those numbered 1; 4.lb;

4.3-4.5a,b; 4.6a,b; etc., certain input options have been implemented to faci-

litate the entry of single floating numbers or arrays of floating numbers with-

out repeating the right—justified E+nn punch on the input cards.

Specifically, the first of these options permits the cards calling for

the EELOW and EEHIGH of the problem (card 1) and all the perturbation cards

calling for an EL and EH (e g., card 4.3a) to have the (e.g ) E+06 punch omitted ,

and replaced by *6 in columns 79 and 80 of the pertinent cards. The code then

enters EL and EH in memory as the actual constants of the designated data fields ,

20
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multiplied by 10
6
. In general, for such cards (and others indicated below)

the pertinent input quantities are scaled (prior to storage) by lO~~ if *N

appears in columns 79 and 80, and by 1Q
N 

if IN appears in these columns.

This scaling is done by subroutine SCALE.

Cards for which this option is provided are indicated in the followjn,i

data and format description by the entry ~~ at the right—hand side of the

format statement, the * is to be understood as representing * or / , whi U- N

an integer or blank; (a non—integer alphanumeric in column 80 will cause a

system error since the code scans this column in Ii format). If column 80 ~

a non—zero numerical entry , the code will do nothing to the quantit’1- in t}~

scaled field unless column 79 contains an * or a /. In the input—data form a t

listings below , the quantities affected by the optional scaling are underlined .

Two other types of optional scaling of input data are provided .

The first of these applies to single arrays of floating numbers suL h ~~

energ ies (as in items 4,6b, 4.7c). For most of these data, called for in

7E11,4 format, *N or /M in columns 79 and 80 of the first card of the array will

cause all the input numbers to be multiplied (prior to printing and st ’i 1 1 ( 1 )

by lO+N or 10—N respectively; an optional P (or any other non—blank character)

in column 78 will cause the data in the array to be printed out in a highe”-—

preciajon format (6F,lG 6) instead of the normal or default format (lOEl2.4).

This scaling and printing is done in subroutine REP~D75.

Arrays for which this option is provided are indicated below by the en t ry

~~~~ it the  right—hand side of the page; P stands for any non—blank characte~

* stands for * or / , and N is the integer for exponent scaling .

Fi j i l l .‘, there are several types of data which arc read in as c o or d i ij a t  e d

1 , i l I , ; (6E11 4, x and y al ternating ; i s  in energy , cross se ct Ion , i r m  4 ~~—

4 , 1 , .
~ 7g ; or energy , probabili tv , as in i lien -I ,7i ) . For moot i the input

2 1
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data of this type, columns 77—80 of the first card in the pertinent read

operation may have entered a notation such as *L*N , where each * may indepen-

dently be * or /, and L and N are integers, Entries in columns 77, 78 scale

the x (first, or independent-variable field) and those in columns 79, 80

affect the y (second, or dependent—variable field). Hence E, cards punched

as follows:

Ca l.  Col. Col. Gel. Col. Col

11 22 33 44 55 66 77 78 79 80

Card 1 1.0 7 .1 1. 5 6.1 2 . 5.1 ... * 6 / 3

Card 2 2.5 4.1 3.0 3.1 (blank )

could cause energies l.OE+6ev, - .., 3.OE+6ev to be correlated with cross sec-

tions of .0071, .0061, ..., , 0031 barns, respectively , in portions of the INPUTP

code where such scaling is provided.

Either or both of columns 78, 80 may be blank, but neither should contain a

non—numeric punch. Scaling action is taken on a field only if the operator (in

col. 77 for x or 79 for y) is * or /. This scaling is done in subroutine RCTAB.

Quantities which may be scaled by using this option are underlined in the format

lists below.

INPUT to INPUTP

The following describes the input. The information is suninarized in

Section 3.3

Item 1 — EELOW, EEHIGH, ISSW (1, 2, ..., 12); FORMAT (2E11.4,8X,l211),*N

The first two quantities are the low—energy cut—off and the high—energy

*
limi t, both in ev, for tracking in the main Monte Carlo calculation

issw (l ,2,...,l2) are “sense switch” digits used for selective debugging

and additional information via printouts. Non—zero entries elicit the pr ili t eelt- ..

At present only indices 1,2,6, and 11 have any effect. These are :

*See Appendix  H

22
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ISSW(l): Prints out computed Legendre moments of tabulated angular

distributions.

ISSW(2) : Prints out entire perturbation—array MASTER* at end of

calculation , in several formats.

ISSW(6): Prints out details of ANTERP routine operation , locatinq

abscissa corresponding to specified ordinate (area) in elastic

angular distribution.

ISSW(ll): Prints out partial MASTER* array , showing unedited

problem—to—perturbation—correspondence data. These data are also

edited and printed independently of ISSW(ll).

I tem 2 — NTYP (l ,2,...,lO); FORMAT (lOIS).

Ten integers, indicating the numbers of perturbations present of types

1,2,.. ,lO, respectively .** Any or all of these may be zero. If all are ~~r ,

this card is the last one that is required. Otherwise:

10
Item 3 — For each perturbation KK, where KK=l,2,..., ~ NTYP (J), a card w; tf

sK , NPRO B , ( JP R O B ( L ) , I=J. , N P R O B ) ;  FORMAT (1215)

Here KK’~perturbation number; NPROB is the number of ’ou tput problems to be

a f f e c t . , l  by the perturbation (0~.NPROB~lQ); and JPROB(L) are the particular

p1 . 1)1c m numbers (all distinct , and each JPROB<lO). KK must be present; if

t~ s , subsequent input for that perturbation is limited to a single card.

N[G’E’ : Not to be confused with MASTER array in Program SAMCAR.

The array is internall y transformed t o  a c u m u l a t i v e  one , to conform
t o  tiji’ definition of Section 3 1.



These data are followed by cards describing the individual perturbations,

as follows.

All data for perturbations of type 1 (if any) must be given first, and

numbered (KK) in order from 1 to NTYP(l); those for type 2 (if any) must follow,

and be numbered consecutively from NTYP(l)+l to (NTYP(l) + NTYP(2)); etc

Header cards must be present for each perturbation, with identifiers KX=l,2,...,

10
E NTYP (J), including those for which NPROB=0 (item 3, above).
3=1

For each KK with NPROB=O, no further data are required. Otherwise, the required

inputs  are as fol lows:  (Items 4. 1 — 4.10).

Item 4.1 — Type 1, Composition (Present if NTYP(1Y’O).

Here a specific composition (set of concentrations), one of those processed

by BAND , is perturbed. Required input:

a)  KK , ICOMP , NLM ; FORMAT (X,I4,2I5),

KK=perturbation index; (an asterisk or other mark may be

punched in column 1 to increase legibility of the data deck);

ICOM.P = composition number, as specified for BAND;

NLM number of elements in composition, as specified

for BAND ; followed by

~) CONC(l.2,...,NLM ); FORMAT (7E11.4) , P*N.

These are the NLM concentrations of the elements comprising

the composition , in atoms/ (barn—cm), given in the same order

as provided in the BAND input.

NOTE: In all the following sections (4.2—4.10), it is to be understood

that for any perturbation KK for which NPROB=0, no data past the first card are

to be supplied .

24
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Item 4, 2 — Type 2, Whole Element (Present if NTYP (2)>O)

Here , a specified base—case element is understood to have all its :rr,;-

section data perturbed in the entire energy range, The perturbed data are thus

*
of another specified element present on the existing element data t~~~~- ( EDT) .

Input:

a)  KX , 101, 1D2; FORMA T (X,14,2IlO).

KK = per turbation index;

101, 1D2 are base—case and per turbat ion e lement  i r . eqer i denn i fi e r s ,

e.g., 92235 and 92000. Conventional ly an iden tifier is of the form

I ZPJ~.A , where IZ is an atomic number and AAA an atomic weight. AAA=000

is frequent ly  used to indicate a na tura l  element (mix ture  of inotop o),

I tems 4 .3  — 4. 5 — Types 3,4,5~ Perturbation, within a s~~~~~f i ed  ~~~~

range,  of total (a
t

), scat tering ( a ) ,  or ine las t ic  ( a . )

microscopic cross sections, respectively, of a specif ied element.

Here , it is implied that specifying a perturbation of alone inijii ~ ’; a

change in the absorption cross section ; exp lic i t l y  changing alone meaj -

chang ing the elastic and absorption cross sec tions ;  arid c ’xp l i it l y changing

a.  alone means changing the inelastic continuum and t h e  elastic scattering

cross sections, These relat ionships can be understood from Fi gure 1, be. ,,,

which indicates the components of the total microscop ic cr .,.-;s section ; the com-

ponents in boxes are those which are specified in the basic or perturbation datd.

* 
As the  BAND tape is prepared independently of the present input proce ssing ,
i t  is j ’ 1 c i i r e d  tha t  the BAND input  includes the p e r t u r b i ng  element.  T h i s
ca n  be achieved by dec la r ing  a l l  per turbing elemen ts to be cons t ituent s  ~ t
,1 dummy om~os i ion (i ,,e., one which is not referenced by any phys U al  r e - l ie ) ) .
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a
a (Ttc~- level—excitation cross—section

- — — — 0 , is ac tua l ly  supplied as cross—1 sections for the excitation of the

- 
ind iv idua l  levels.)

Figure 1 — Components of Microscopic Cross—Section

By a suitable superposition of perturbations of types 3,4, and 5 it is possible

to specif y any desired perturbation. Thus, for example, if it were desired to

increase 0
e 
while leaving a unchanged , this would require simultaneously speci-

fying the required changes (as functions of neutron energy) in a (type 4) and

(type 3).

Required input (types 3, 4 and 5) :

For each perturbation present of these types:

a) KK , NEP , JZ , EL , EH , FMULT ; FORMAT (X ,14 ,I5,I10,3E15.5 ) , *N

KK = perturbation index;

NEP = number of energy points at which the cross section is specified

(at least 2 for tabulated data; for NEP<2,~ M1JLT is used as the

m u l t i p l i e r  to be applied to the unper turbed cross sec tions in the

energy range from EL to EH to obtain the perturbed values);

JZ = element identifer as given by SAI’l-X processor;

EL , El-I = low and high energy limit ; (ev ) over which t h e  perturbation

is to apply;

S—-a
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FMULT = multiplier for cross sections (used it NEP <2) ;

next, if NEP>2 (omit (b) if NEP<2).

b) Supply NEP pairs of (energy (e v ) ,  cross—sec tion (barns)):

E ( L ) , 0(L), for L=l ,2,...,NEP; FORMAT (6Ell.4),*L,*N

The energies and corresponding cross sections are given alternatel\’,

3 pairs to a card , energies in increasing order. As in all the per-

turbations involving a specified energy range, any supplied table of

energies must span the perturbation ’s EL and EH; i.e., E(l) <EL and

E (N E P )  ~EH, otherwise the problem stops. The spacing of the energy

points should be such that linear interpolation of 0 in E is l erm~~csil 1 ’

I tem 4 6 - Type 6, Angular Distribution of Elastic Scattering

Required Input:

a)  KK ,NE ,ID ,EL ,EH ; FORMAT (X ,14 ,I5,IlO ,2E15.5),*N

KK = perturbation index;

NE = number of energy points at which perturbed distributions

are supplied ;

ID = element identifier;

EL , EH = low and high energy limits (cv) of the perturbation

b) E (L ) ,  L=l , NE (energies (ev) in increasing order , for  which

distributions are given); FORMAT (7Ell 4), p *N , (E(l) E1., E (NE)>EH).

The spacing of the energies should be such that linear interpolation

in energy of the implied distributions is permissible. Next (c—c),

(:111—table criteria; one package , applicable for all of the NE c f l c r q i . s :

27
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c) LADHOC , N;  FORMAT (215)

L.ADH OC , Maximum allowable number of CHI ’s (equi-probable

1—B

values of ~ = 
2 

exclusive of the implied X 0  and 1),

and N , number of L~gendre moments of the computed X-table to be

compared with those of the supplied distribution .

LADHOC<40, N<50,

If LADHOC = 0: default values will be set internally for

LADHOC (=30), N (=3), 
i =l 2 3 

(=.02, .02, .02) and ;~~= .5);

where the c . and u are defined below.

Skip inputs (d , e), and go to f.

If LADHOC’l : Let N be the value supp lied on card c; then if N =0 ,

skip to ( e ) ( d e f a u l t  values of N and e w i l l  be u s e d ).

If N~ O, supply (d),

d) C(I), I~’l,N FORMAT (lOF8.3) (no scaling allowed)

Blank  en t r ies  for , or values < 00l, are each replaced in terna lly

by ~O0l , The ~ are absolute d e v iat i o n s  to be allowed in the con—

c i t ed Legendre moments of the y—table,

Moment . =J f ( p ) P . (p)dB, where f ( ~~) = ~~~ of the supplied (and

code— normalized) angular distribution , and P Ui) is the jth

‘p T i l r e  p o l y n o m ia l .  The imp] I eel moments  r e t  e ’r I ’  t h ose beyond

t h e ’ .~‘ ‘t c ,— t hi , which is unity .

28 
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e) SFORMAT (E12.4)

a is the fractional deviation to be allowed in the dp/dh.i implied

by the generated x-table , as compared with the maximum value of

the supplied distribution, within any one X-bin. (Actually, the

value of the distribution within the x-table must deviate from

the bin—maximum supplied value, and from the average value of the

distribution (= 5), by more than a in order for a particular

x—table to be rejected. The c—tests are the final criteria to be

applied.) The code tries X—tables with more and more CHI’s (up

to LADHOC) to attempt to satisfy all criteria.

f )  LTT ; FORMAT ( 12)

Type of data supplied, LTT=l (Legencire coefficient expansion) or

LTT=2 (tabulated p,dp/d~).

The choice of LTT fixes the type of distribution input for all

the input energies.

Next; If LTT=2, skip to Item 4.6 2.

Item 4.6.1 — applies if LTT=l, supply items (g), (h) for O,IC.1 of the

N E energies , then skip to Item 4 7 .

(q) NL, Number of coefficients (past the zero—th) to be used in the

Legendre expansion of the normalized center—of—mass angular distri-

bution f(B).

( N L < 5 0 )  FORMAT (15)

( h )  c ( L ) , L=l, NL ; FORMAT (7Ell 4) (no scal ing allowed )

values of expansion coefficients ,

+1
= I _

~ 
f(.1 ) P~~(~~)d~ of the normalized f (~~), where

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



NL 2k+l
f (ii ) = E — c  P ( U ) ;  C =1.0

k=O

P ( U )  l ;P
1

( U )  = U ;  P~~ ( U )  = -
~~~~— — 4 ;

niP (B) = (2m.-l)uP (B) — (m—l)P (U).
In m—l m—2

Item 4.6.2 — applies if LTT=2. Supply items (i), (j) for each of the

NE energies, then enter Item 4.7.

( i )  MN?, number of (B ,dp/dB) pairs over range -l<B<+l supplied

to describe center—of—mass angular distribution for particular

energy. (2<MNP<lO0) ; FORMAT (15)

j )  (U ,dp/dB), (MNP pairs); FORMAT (6Ell.4) (no scaling allowed)

center-of—mass cosine of scattering angle and probability per

unit cosine (differential cross section or probability , not

necessarily normalized) ; U and dp/dP , alternately , 3 pairs to a

card . The first dp/dB should correspond to B=—l ,, the last to

B +1.; (the code sets B (1)=—l. and B (MNP)=+l.). The spacing

should be such that linear interpolation of dp/dB in B is permiss-

ible. (Repeat (i) and (j) for each subsequent energy.)

End of Type 6 input.

30
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Item 4.7 — Type 7, Secondary—Energy Distribution of Inelastic

Continuum Scattering

Input:

a) KK,NES ,ID,EL,EH ; FORMAT (X,I4,15,IlO,2E15.5),*N.

XX = perturbation index;

NES = number of energy points at which perturbed distributions

are supplied;

ID = element identifier;

EL,EH low and high energy limits (ev) of the perturbation .

b) NENM (L), L l  NES ; FORMAT (1615)

These integers are the numbers of ENN (secondary-energy

boundaries, defining equally—probably emergent-energy bins) to be

generated for each of the NES incoming energies. The values of NENN

should be >2, and non—decreasing (the code corrects the list if

necessary to make NENN(l)>2 and d (NENN)/dL>0).

c) E(L), L=l, NES ; FORMAT (7Ell.4),P*N.

NES values of incoming energy, low to high. The lint should at

least span (EL ,EH).

d) NREAC , Number of reactions contributing to the inelastic

continuum. FORMAT (IS).

Supply Package (e)-(n) (with appropriate internal choices) for

each of the NREAC reactions.

e) KREAC , MT, NK; FORMAT (X,I4,215).

Here KREAC is the (required) reaction number (l,2,...,NREAC);

MT is the ENDF/B identifier for the reaction type; the allowed

values of MT and their  meanings are :

31
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MT Meaning

4 inelastic (n ,n’)

16 (n,2n)

17 (n,3n)

22 (n,n’a

23 (n,n’3a)

24 (n,2nc*)

25 (n,3na)

28 (n ,n’p)

(use of any other MT will stop the problem); Nl( is the number of

supplied energy distributions, contributing to the total energy dis—

tribution for reaction KREAC.

f) NEPS, number of energy points at which the cross section

for  reaction KREAC will be supplied.

(NEPS>2); FORMAT 15)

g) (ES(L), o
k
(L), L=l , NEPS); FORMAT (6Ell.4) ,*L*N

NEPS pairs of (energy, cross section for this reaction); three

pairs to a car&

(The energies should be increasing , and spaced so that linear in-

terpolation for 
~
‘k 

is permissible; the span of energies for

ee. ’e d  iiet eiic Oni~’ass EL, EH; for an energy E(L) which lies out side

the range of energies for which is defined , the value of is

,,ke ei to be zero.)

Within this reaction—package, supply (h—n) for each of the N1( distributions:

h) NI -~I L ’ , Number of  enerqies at which the probability for this diutri—

bu t ion  (tr ,ic -t ieen , j e , of c
k 

to be associated wi th  th i s  dis tr i b u t ion) w i l l

he , ’ s}ecified (NEPE 2); FORMAT (IS).

I. - ------,,.,-- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _ .
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i) (EP (L), P(L), L l , NEPP); FORMAT (6Ell,4) ,*L*N

Alternate energy, probability for this distribution; 3 pairs to

a card , energies increasing, Outside the tabulated range of EP,

P is assumed to be zero,

Note: For any one reaction at a specified energy E, the sum of

the p ’s for the various distributions , as obtained by interpolations

in E, should equa l 1:

NK
) p.(E) = 1.

i=l

The code does not check this, so the problem originator should,

(Allowing )p. to be different from 1 means that the generated

energy spectrum is not weighted correctly by 
~~~~~ 

but e f fec t ive ly by

°k ~~~~~~~

The satisf ying of this condition UP~~(E)=l ) is facilitated if the

same energy mesh is given for all of the tabulated p (E). Then if

the condition is satisfi-~~ by the p’s at each energy ,crh poin t , i t w i l l

be satisfied by the linearly—interpolated p ’s at all intermediate’ ent. :qee

j )  LF,Ut ;FORMAT ( 15,E 15,4),*N

LF’ is the energy distribution type; LF=5 or 9; U(>O ) is pertinent i’

1~F-~~; it is used to truncate an otherwise Maxwell ian energy d i s t r i b u t i o n

at a maximum E’ of E—U, The meanings of the LF’s are as follows :

LV 5: Spectrum is supplied i s  a single table of X ,g(X), where X=E ’/e ,

S is 0 (E ) ,  a nuclear temperature , specified as a tabulated function ~t E ,

,ejd (X)~~dn/dX’~.~~~, the probab i l i t y  density of the secondary—energy spectrum ;

I F  5: Spectrum is Maxwellian ,

;~~ ‘ e ’  ti . K . Drake (ed .) , “I)~ t ,i Formats and Procedures I ci the END !- ’ N u t  i o n  1 ,  -

I , i ’~~~t j o i i  t.ibrary ” , RN L 50274 , ENDF 10 2, V oL  1 (1970), 

~~~--- - _ _  _ _



dn -x E-U dn E-U
~j= Xe , up to X

~~~~~
.—; a

~;
0 for X>-_

~
— ,

where U is constant for all incoming energies E , and 8 is a tabu-

lated function of E.

The code generates the required normalization for both cases LF=5

and LF=9, so that

rEmax

J 

a-i dE’ = 1.

If a particular table of g(X) (LF=5) does not extend to high enough

X for a particular E to include E’.E, the code sets g(X)=O over

the undefined range,

k) NEPTH, Number of energy points at which 0(E) is supplied,

(NEPTH >2); FORMAT (IS)

1) (ET(L), 0(L), L’l,NEPTH) ; FORMAT (6Ell.4),*L*N

Alternate energy, theta for this distribution. 3 pairs to a card ,

Energies increasing, spaced to permit linear interpolation for theta.

For an incident E outside the 6—defining energy range, g(X) or dn/dE ’

is set equal to zero for all E’, O<E”<E.

m) (Supply only if LF5 ; skip (m) and (n) if 12=9):

NPX, Number of values of X(=E’/O ) at which g(X) is supplied

(NPX>2); FORMAT (IS)

n) (X(L), i~~.L’ L 1, NPX) ; FORMAT (6Ell.4),*L*N

Alternate X, g(X) for this distribution. 3 pairs to a card ,. In-

creasing X. At any E’ with X=E ’/O (E) outside the tabulated range,

g(X) is taken to be zero. Linear interpolation of g(X) in X is

assumed.

Repeat items h—i (LF=9) or h—n (LF=5) for each subsequent distribu—

tion 2,.,.,NK.

Be’} eat items e—n for each subsequent reaction KREAC 2,...,NREAC.

End of type 7 input.

_ _ _ _ _ _ _ _  :_ _ .~~~~ ~~~~~~~
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Item 4~~~ - Type 8, Cross Section for Level :~~~~~~~~~~

Here the individual cross sections for selected levels of a parti~~~~..

element are specified, as functions of energy on a single energy mesh f .  .

perturbation.

Input :

a)  KX,NES ,ID ,EL,EH ; FORMAT (X ,I4 ,IS,IlO,2El5.5),*N

Perturbation index , Maximum number of energies at which G— le -ve ’ ls

are given , element identification , perturbation E—low , E—hi iq h; N15Z~~

b) NLEVP , the number of levels perturbed (l< NLEVP<lO0);

FORMAT ( I S)

c) ( KLEV(K) , NEL(K), K’l , NLEVP);  FORMAT (1615)

KLEV(K) is the level number of the Kth level perturbed;

NEL (K) is the number of consecutive energies in the input descend-

ing—energy mesh (item (d), below) at which the cross section for lt’ve i

KLEV is supplied (f rom the f i r st (highest) energy downward). TUt . - -

nate KLEV , NEL, 8 pairs to a card.

NOTE: 1. The KLEV’s must be increasing, but re. -~ d not be

consecutive integers,

2 The f i r s t  NEL must be <NES,

3. The NEL ’s must be nor~—increasing, and

4. The minimum value of NEL must be >2.

If these conditions are not satisfied by the data, the problem stop’;.

A cioos section must be defined for at least two energies since Outs~~ 1e’

the ai i ~~’ ’ of ers’rgie~ for a cross section . the :-orturbation i~ take

to Fe ’ non—existent , i.e., interpolation is not done between a 1e r t u ~~l ,

~~iid an unperturbed cross sec t ion .  

~~---- -.~~- --~~—-- - -~~ - --~~~
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d) E (L) , L 1, NES; FORMAT (7Ell.4),P*N

energies at which level cross sections are specified; in decreasing

order ; E(l)>EH for this perturbation, and E ( NE S) <EL.

The energy mesh should be chosen so that for any perturbation level,

the cross section can be supplied for at least 2 energies, and such

that linear interpolation in energy is correct.

e) For each perturbed level, supply

NEL(K); FORMAT (7Ell.4);P*N

Cross Sections corresponding respectively to the f i r s t  (hi ghest)  NE L(K)

energies of the list (d). 7 to a card .

Start a new card for each new level. If scaling is used, one must enter

p*N for the first card of each new level. Scaling may differ fro~n

level to level.

Item 4.9 — Type 9, Angular Distribution of Discrete—Level

Inelastic Scattering

The first portion of the data required (items (a)—(d)) is the same as for

type—8 input; restrictions on the NEL(K) are less stringent.

Input:

a) KX ,NES,ID,EL ,EH ; FORMAT (X ,I4 ,I5 ,IlO, 2ElS .5),*N

NES number of energies at which (B,dp/dU) tables are given for

selected levels; NES>2.

b) NLEVP , number of levels perturbed (l<NLEVP -~’l0O);

FORMAT (IS)

c) (KLEv(K) , N E L ( K ), Krl , NLF:VP); FORMAT (1615)

KLEV(K) is the level number of the Kth level perturbed ,

NEL(K) is the number of consecutive energies in the input dee~cending-

energy mesh (item (d)) at which angular-distribution tables (p, dp/dp)

for level KLEV i s  supplied , f rom the first (highest) energy downward .

8 pairs t.o a card. 

~~~~~~~~~~~~~~~~~~ ---~~-,~~~~~~~-- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -- -~~~~~~~~~~~~~~~~~ ---. , ,



I
NOTE: 1. the KLEV’s must be increasing, but need not be

consecutive integers,

2 2<NEL(K)<NES, and

3. the NEL’s are not otherwise constrained.

d) E(L), L l , NES; FORMAT (7Ell.4), P*N

energies at which angular-distribution tables are specified; in

decreasing order; E(1)>EH, and E(NES)<EL, The energies should be

close enough to permit linear energy interpolation for dp/dU at a

given U.

For each perturbed level, supply items (e) :

e) Within this level, supply e,,l, e.2 for NEL (level) energies.

(e.l) NMTJP (>2); FORMAT (IS)

No. of (U
~

dP/d1J)= (COS0c m ~~
dP/dU) pairs supplied over range l<U<+l

(e.2) 
~~~~ 

dp/dp (L), L”l, NMUP; FORMAT (6Ell.4), *L*N

Three pairs to a card. The first dp/d0 should correspond to U=—l . the

last to o=+1; (the code sets U (l)=—l and U (NMUP)=+l) The values

of dp/dU should correctly represent the shape of the desired distri—

bution but they need not be normalized; this is done by the code

so that fl ~~ d0 = 1. Linear interpolability of dp/dU in D is

assumed.

(Supply e.l, e.2 for all energies E
1 

(highest) to ENEL for this level.)

(Repea t package (e.l , e.2) x NEL
1 ~ 

for each successive perturbed

level.)

End of tyj)e~~) input
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Item 4,10 — Type 10, Source Spectrum

Input:

a) KK,NES; FORMAT (X,14,I5)

Pert, index; No, of energy—boundaries specified for source-spectrum

histogram (NES>2),

b) (E (L), S(L), L l , N E S ) ;  FORMAT (6Ell ,,4), *L*N

NES pairs of (Energy, L~iS/EiE); energies increasing;

E(l)<EELOW of entire problem (first card of input), and

E (NES ) >EEHIGHO The source density S(L)= represents the constant

value referring to the range from E (L) to E(L+l); hence S(NES-l) is

the last pertinent value of S read,

This concludes the perturbation—data input, The following section gives a

resume of the input and formats,

38



3,3 Summary of Input Data for Program SAM1N

DATA and Restrictions FORMATS

Item 1, EELOW, EEHIGH, ISSW(l,2,.,,,l2) (2Ell.4,8X,l2Il),*N

Energy limits for tracking, and

sense switch options

Item 2, NTYP(l,2,... ,lO) (lOIS)

NTYP (K)=nunther of perturbations of

type K present in the data, (If

all are zero, end of input).

Otherwise:

Item 3,, For each perturbation:

KK,NPROB, (JPROB (L), L l,NPROB) (12 15)

KK=pert, no,, NPROB=no, of affected

problems (<10);

JPROB (l,2,,,,,NPROB) are distinct

numbers, each <10, NPROB may be zero;

f it is, data for pert, KK is subse-

quently ‘imitec to 1 card (tha. wi th

item hOC in coluans 2—5),
10

Data for specific perturbations with KK’l,23,,., Z NTYP(L):
L=l

I tem 4,1 — Type—l, Composition

a) KK, ICOMP, NLM (X ,14 ,215)

Pert,, composition no,,no, of elements

b) CONC (l ,2,.,,,NLM) (7E11,4),P*N

Concentrations (atoms/barn—cm )

ltTem 4.2 — Type 2, Whole Element

, i )  XX , ID 1, ID2 (X ,I4 ,2I10)

Per t,, base ID , perturbing ID,

~ S
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Items 4.3—4.5 — Types 3 , 4 , 5 
~~t ’ S ’ i n ~

a)  XX , NE P , ID , EL , EM , FMULT (X , I4 , 15 , I10 , 3El5 .5 ) , *N

Per t . ,  no. of energy pts.,  element

ID , E—low , E—high , multiplier for

X—sects (used if NEP<2).

b) (omit b if NEP <2)

If NEP>2:

(E , O )  for L”l ,2,...,NEP (6Ell .4),*L*N

(Energy (eV) , cross section

(b a r n s ) )  pairs , three to a card .

Energ ies increasing,  must span EL

and EH.

Item 4.6 — Type 6, Angular Distribution of Elastic Scattering

a) XX , NE , ID , EL, Eli (X,I4 ,I5 ,Il0 ,2E15.5),*N

Pert , energ ies for distributions,

element ID , E—low , E—high

(N E > 2)

b) E ( l , 2 , . .., NE)  ( 7El l . 4 ) , P*N

Energ ies (eV , i n c r e a s i n g ) ;

must  span EL , EH.

c)— (e): CHI—table criteria:

LADHOC( 40), N (~-SO) (215)

Ilax. no. of CIII hounds c i e - ., ,

No. of moments to comp ile

I LADHOC=O , skip (d)  and (e ) ;

(go to (f))

I f  LADHOC’l , and if N 0, s k i p  to (e )

(if N 5 , ( J e )  to  ( d )

41)



d) t (l,2,...,N) (lOF8 .3)

Allowable deviations in N

moments past the zero—th

e) ~ (El2.4)

Allowable fractional deviation

of x-table (dp/dii ) for bin—

maximum dp/dO tabulated

f) LTT = 1: Legendre coefficients

supplied, or

2 : Tabulated U ,  dp/dp supplied (12)

Next supply (g), (h) if LTT~’l or (i), Ci ) if

LTT”2:

(LTP 1) : (g) NL (<50) (iS)

No . of Legendre coefficients supplied

(omitting zero—th)

(h)  C ( l ,2,... ,NL, Legendre (7Ell.4)

c o e f f i c i e n t s  of normalized C.M. angular

di t r b u . i o ’i.

(}<epa t ( j ) , ‘h ) for each subsequent. energy )

or

(LTT 2): (1) t1N~ (2’MNP <lOO) (15 )

No. of (,,,dp/d~i) pairs supplied

j )  (,;,dp/d 0) (MNP pairs) (6Ell.4)

First and last dp/d o should correspond

to tF l. and F-fl . respectively; center—

of—mass distribution , no t necessari ly

norma l i zed.

(i) (j) for ‘a h ’ u b s e ’q ient energy) -

41
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Item 4,7 — Type 7, Secondary-Energy Distribution of Inelastic Continuum

a) KK,NES,ID,EL ,EH (X ,I4,I5,I1O,2El5,,5) ,*N

NES= No,, of energies at which energy distri-

bution data are suppl ied;  (>21

b) NENN ~~~~~~~~ ,NES) (1615)

No,, of EWN boundaries for each incoming

energy , Should be an increasing sequence;

NENN (1) >2 ,

(Code corrects sequence if necessary,)

c)  E ( l ,2 , ,. . ,, NE S) ( 7 El l ,4 ) , P*N

I I c - . J i f l h i i( J  eneryles (cv) increasing ;

must span EL , EM

d) NREAC (>1) (IS)

No, of re~’ctions contributing to in-

elastic continuum, Supply items (e)—(n)

for each reaction present:

e) KNEAC, NT, NK (X ,I4 ,2I5)

~~~
, t 5 t  J o n  no,, reaction type, no .. of

iistiibutions for this reaction,, MT must

have one of the values listed :

MT Meaning

4

iF (n,2n)

1/ (n,3n)

22 (n,n ’ i)

23 (zi ,n ’ 4 ~)

24 Cn , 2re - )

25 ( i i , 1~ çt )

243 (n,r ’p)

L . . .,.  - --- — -.— .—-- --
~~



f) NEPS (>2)

No, of energy points for reaction

cross section

g) (E,cik) ,  NEPS pairs (6Ell ,4),*L*N

(Increasing energies); °k 
assumed zero

outside of defining range of E..

Within this reaction, supply items (h)—(l)

or (h)—(n) for each of the NX distributions.

h) NEPP ( >2) ( 15)

No, of energies for p of distribution,

i)  (E ,p), NEPP pairs (6Ell ., 4 ) , *L*N

(Increasing energies)

j) LF,IJ (IS,E1S,4),*N

LF=5 (X,g(X)) or 9 (Maxwellian);

U is used if LF 9; 33>0,

k) NEPTH (>2) (IS)

No,. of energy points for 0,

1) (E ,O ) ,  NEPTH pairs, (6Ell,4),*L*N

Energies increasing,

m) (Supply only  if LF 5; skip (m)

and (n) if LF=9)

N’PX ( >2) (15)

No . of x points for g ( X )

n) ( X ,q~~X ) ) ,  NPX pairs (6E ll . 4 ) , *L*N

Increasing x,

Repeat h—l (if LF=9) or h—n (if LF 5)

for each subsequent distribution within a

react ion Repeat i tem s c—n for each sub—

1 e ’,’IctjOfl

.1 -t
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Item 4,8 — Type 8, Cross Section for Level Excitation

a) XX, NES , ID , EL , EM (X ,14 , I5 , IlO , 2E 15,, 5 ) , *N

NES”x~o of energies for ‘. ; (>2),
Level

b) N LEV? (l<NLEVP<100) (IS)

No, of perturbed levels:

C) (KLEV (K), NEL(K), (NLEVP pairs) (1615)

KLEV level no,, increasing; not

necessarily consecutive numbers,

NEL”llo, of energies (from highest

down) at which o level is given ,

2<NEL(K)<NES ; ~i!EL(K)) <~~~,

d) E(l ,2, ,,,NES) (7Ell,4),P*N

Energies for  cross sections;

decreasing order, Must span EU, EL,

e) For each of the NLEVP levels:

(
~~ (i ,2,,.,,NEL (K)) (7Ell,,4),P*N

Values  of ~ level (barns) at E ( l ) ,

(2),,, ,E(NEL (X )

S tar t  a now card for each level, ,  I t

scaling is used , first card for each

new level must have p*N desired for

I ‘ vi’ I.

Ite m -1 ,~ ::~~‘
~‘i ~ - ~ Ati~ju tar Distribution cef Discrete—Level Scatterin~

i i  K 4  NES, IT), EL, EU (X ,14 ,IS ,I 1O ,2EIN 5),*N

N~-2~ l ie . , s j  e ’ t e l’ ’;i ’s at which i b1e~— of

(i~
( “ey ~ s F e ’  supplied (>2)

I~) N I J \ . S  (l<NLEVP<lOO) (Ir,)

r4o of l e v e l s  p e l t  u r  ‘ c f

‘~ .1 

-~~~~~~~~~~~~- - - - -, - - - -
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c) (KLEV(K) , NEL (K), (NLEVP pairs) (1615)

NEL(K) is no,, of energies at which

tables of (U,dp/dp ) are supplied;

KLEV’ s increasing ; 2<NEL(K)<NES

d) E(l,2,...,NES) (7E1L4),P*N

Energies, decreasing, at which

distribution tables are supplied ,

must span EH , EL~

For each perturbed level, supply e.l, e.2,

repeated for  NEL energies:
level

(e,l) NMUP (>2) (15)

No. of (U,dp/dU) pairs

(e.2) (u, dp/db), (NMIJP pairs) (6E11.4),*L*N

First and last U ’s should be —1

arid #1. dp/d 3~ may be un—normalized.

Repeat package (e.l , e.2) for all energies E(l),...,E (NEL(K ))

for this level.

Repeat package (e .l ,e . 2)  for all  subsequent levels.

Item 4.10 — Type—b, Source Spectrum

a) XX , NES (x ,I4 ,I5)

Pert., No. of energies (NES>2).

b) (E ,S(E)), NES pairs (6E11.4),*L*N

Energies increasing . Must span

problem EELOW , EEHIGH.

S(l) is constant source density f rom

E ( l )  to E ( 2 ), etc.

End of Input.
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3,4 Tape Utilization

The following describes the function of each tape used in this program

Tape numbers refer Lv Fortran logical numbers, All tapes are used in the

binary mode,

P~e 8

The processed perturbation data tape generated by program

SAMIN to be read in by the next programs, SAMSAM and SAMCAR ,

as well as .SAMGAM for a secondary I problem,

Tape 12

A temporary storage tape used in subroutine FILE4P for con-

struction of CH1—table,

Tap e 14

A temporary storage tape used in subroutine FILESP for con—

struction of ENN—table,

Tape 15

A temporary storage tape used in subroutine FILE5P for con—

struct ion of ENN—tahle,

~



4. PROGRAM SAMSAM : NEUTRON TRANSPORT PRE-PROCESSOR

4.1 General Discussion

In Chapter 2 , we discussed the fact that SAMCEP performs Monte Carlo

samplings from sampling densities which are defined to be least upper bounds

(l.u b ), or renormalized 1.u.b., of physical sampling densities appropriate

to each of the correlated problems considered,

Most of these sampling densities are generated by the SA7ICAR code, during

the course of Monte Carlo, only as the need arises.

The exceptions are angular distribution and continuous energy distributions ,

for which the sampling tables are precomputed in the relevant energy ranges

prior to the start of the Monte Carlo calculation,.

The precalculation of these sampling tables is performed by the SAMSAM

code, subsequent to the generation of a BAND tape.

The SN’ISAM code accepts as input the unperturbed data in the form of a

BAND tape, and the definition of perturbations, as specified by the output of

the SAMIN program.

The sampling tables generated by SAMSAM are broken up into energy bands

and the information is written on tape 12 in a format described in Appendix C.

A record is also added to tape 8 (SAM IN? tape), consis t ing of KEC~EOM and

the INBAND array , where KEGEOM is the length of the largest cross section data

band and INBAND is of dimension NBAND. INBAND (I) = 1 or 0 if any tables are

present in, or missing from , the I~~ - band.

4.2 Methodology

Gener-illy, the user of the program will have at his disposal an Element

Data Tape (EDT , output tape of processor SAM-X) which contains , for every iso-

tope in the problem , a set of energy—dependent interaction cross sections The

ear must then speci fy each of the material compositions appeal i ng in tin ’ ~eroh—

ic - rn . A composition is defined in terms of atomic concentrations , C ., (in U f l i t ,

.17 
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of 10
24 

atoms/cm
3
) of each isotope, i, in the composition. These may be

calculated fiom tu e expression :

C . = 10
24 

x Avogadro’s number x mass density/atomic weight. For com-

pounds or mixtures the concentration of each component must be specified.

In add ition, each composition must be identified by a composition number.

This input is processed in conjunction with the EDT by the BAND rou tine ,

which generates an Organized Data Tape (ODT) . The 2DT contains all the ele-

*
mental cross section data in energy band structure . During the tracking pro-

cess , the data retrieval (DR) routines of program SANCAR will use this inforina—

t ion Lu determi ne :

I The probability that a particle has an interaction in

a region of given composition,

2 The eielnL’nt with which the particle interacts,

3. The t:ype of interaction (absorption , elastic scattering ,

etc.) occurring ,

1 . The energy and direction of the par ticle a f t e r  interaction.

The sampling CM I— and ENN— tables of a specific element are tabulated at

the enelgy mesh points of the unperturbed (ill- and ENN-tables of that element.

If pcrturu,u ’ ion type 2 (entire element perturbed) is present, or the perturbation

rl ez ;y r anges overlap , there will be just one sampling table for that element

in the affected energy band. Only if there is an energy gap in the basic

~-tiergy iciesh with no perturbations (type 2, 6 or 7), will there be separate

..i i ~el i u q  tables for the separate perturbation energy ranges in this energy band.

74 ~~~ energy rnei,hi point , a sampling table is generated by subroutine NVIflPE

au cordi 114 t a the n umbe r of such perturbations at f ect in q  t Iii s energy . T 1 , ct e t t s ’r

The u ric r gy band St r u t  t ire  may ho user spec t i e d , Ct  , o~ 3 1 ona 1 ly comput e ‘d i t t
riall y on the basis at  available memory for (‘ro e t;e ’ction ‘ .tot a.ie ( i . e . ,  auto—
mat i i’  I.iiidin y )

- . -

~
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with the sampling tables written on tape are the perturbation ID’s (i.e.,

IP’s) so that we can fill in the location of sampling tables for each pertur-

bation after the sampling tables are read into memory from tape during the

execution of program SAMCAR.

SANSAN first calls subroutine BAND to process the unperturbed element

cross section data into energy bands and to store the processed data on tape.

Subsequently, SAMSAM reads in the processed data, a band at a time, into the

MASTER-array (refer to organization of the MASTER-array in Appendix B) and

then fills the perturbed element locations into MISTER—array (refer to storaqe

map description of MISTER-array in Appendix C) - With both the perturbed and

unperturbed element cross section data in memory, SAMSAN next calls subrout-

ines SAMCHI and SANENN to retrieve all perturbations of type 2, 6 or 7 in the

current energy band , and to group such perturbations of the same element to—

cjether For each element, SAMCHI (or SAZ4ENN) will call subroutine CHIA (or

ENNA) to interpolate and tabulate the unperturbed and perturbed CHI- (or ENN-)

dis t r ibut ions  in the energy mesh of the unperturbed element ’s CHI— (or ENN-)

table. CIlIA (or ENNA ) in turn calls subroutine NVLOPE to generate the sampling

CMI— (or ENN— ) table at the given energy mesh. The length of the sampling

table is set at a constant value of 15 (including 0 and 1 in the case of CHI-

table); this simpl i f i e s  the log ic of the program , and the chosen length is con-

sidered to be adequate for reasonable superpositions of angular or energy di s-

t r ibu tions

It is possible that perturbations of type 6 and 7 (angular and seconda ry

energy di str i b u t i o n )  exist , yet no sampling table is generated. This is the’

ca.;e when the perturbation energy range (EM and EL) falls within two energy

mesh p o i n ts  of the basic energy table .  

,, ~- ,, --- .--.--,-. ~~—--.,—--- ,—-- - . - . . - . - .
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4.3 Description cf Input Data for Program SAMSAM

Item 1 — IOD’I 0 or KEGEOM (Format 15)

IODT = 0, SAMSAM will call subroutine BAND to process

element data tape (output tape of SAM—X) ;

IODT = KEGEOM , the call to BAND is bypassed

KEGEOM is the total length for all the element data,

as computed (and disp layed) by a call to BAND in a

previous execution of SNISAM .

*
Item 2 — NBAND = total number of energy bands supp lied (Forma t IS )

or NBAND = 0 effects the automatic banding option ,

The user supplied value determines toe input items to be

supplied next:

If NBAND = U , supp~j I tems 3a and omi t 3b

If NBAND>0, omit Items 3a and supply 3b ,

Items 3a — automatic banding input (NBAN E~~0)

Card #1 — EX1, EXLAST (Format 2Ell.4)

**hi gh, low cross section energy l imits

Card #2 — NROOM , NEL (Format 2 15)

where NROOM is the number of words of memory available

for the longest BAND of data (internally set to 5000

if left blank); and NEL is the number of different

elements in the present calculation;

Card(s) #3 — ID(I), I=1,NEL (Forma t 1 E~i5)

complete list of element ID’s (ZZAAA ) in any order;

- u t  y limted to I l

Ccc Aj pe;ici l x  I I .
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Item 3b - user specified banding (NBAND >O)

EBAND(I),I~ l, (NBAND+l); energy band limits.

(Format 7Ell.4)

Enter the energy limits (in ev) of each band starting

with the highest energy and proceeding to the lowest

*
energy in the problem Use as many cards as necessary .

End of data if IODT KEGEOM.

If IODT O , continue with next items.

Item 4 — Composition Identification (Format 7110)

NO = Problem number — identification of present run.

NCOMP = Composition n umber - total number of compositions in

the problem .

NG = 0 for  neutron trax .sport problem.

Item 5 — NE — Number of elements (Format 110)

Enter the number of discrete nuclides.

Item 6 - Element cards (one card for each of the NE elements)

(Format 2110, El5.6)

IT - blank

ID — an integer which identifies each element.

(Five decima l digi ts: ZZAAA )

Concentration — enter the atomic concentration

(10
24 atoms/cm3 

of this element in the composition)

Itc .’ms 5 and U are repeated for each composition.

End of data for program SAMSAM.

See Append ix H 
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4,4 Tape Utilization

The following describes the function of each tape used in this program

Tape numbers refer to Fortran logical numbers. All tapes are used in the

binary mode,,

Tape 8

The processed perturbation data tape, output of program SAMIN.

*
Data on this tape is modified and expanded by SAMSAM . This

tape will be read in by next program SAMCAR , and , subsequently ,

by SANGAM , if a secondary y problem is being solved.

Tape 9

**A temporary storage tape is used by subroutine BAND if NBAND > 1.

Tape 10

The organized data tape , output tape of BAN D with cross section

data in band structure.

‘rape 11

The neutron element data tape , ou tpu t tape of processor SAM-X

which contains a library of element data including , at least ,

all elements required for the problem being run . Subroutine

BAND reads in this tape to process its data into energy band

s t ruc tures .

Tare 12

This tape is genera ted by program SAMSAM . It contains the

‘sim pling CHI- and/or ENN-table in the same band structure as

the urq’.aturbed data. This tape will be read in by the next

J -t )’~l~ 1rn SAMCAR if perturbations of this type are present.

*
Number ot hands and energy band limit s ir” appended icy . AMUAM , t o  ce read in
by SAMCAR (maximum number bands u t r c ’ r u t t ’ ,’ 1’)

**
Al though NBAND is set to zero (by tho u’.’- r ) to invoke automatic handing ,
it i s  i i i t ’ ’ r i i ~-i lly  reset to correspond to ‘,e number c’rn~ ut c t  BAND intet val
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5. PROGRAM SAMCAR : NEUTRON AND SECONDARY GAMMA

CORRE LATED MONTE CARLO TRANSPORT CODE

5.1 General Discussion

SANCAR is the main correlated Monte Carlo program which calculates the

*
transport of particles through matter (both time-dependent or time—indepen-

dent) with correlated sampling techniques. It is composed of a series of

independent routines which perform the following three basic functions :

l,~ Process geometry data by calling GENI.

2. Process the unperturbed and perturbed source

**spectrum by calling subroutine SOUCAL

3. Perform the transport calculations and score

the parti ’le fluxes by calling subroutine CARLO.

SAMCAR writes the particle fluxes by supergroups

of all problems (unperturbed and perturbed) by

statistical aggregates on tape to be edited by

the next program SAMOUT.

Pas ically ,  the program requires as input a geometry specification , the

‘c i mental composition of each region , and a specification of the location and

**
tim e- , energy— , angular distributions of the radiation source . The program

selects individual particles from the given source distribution and tra’kc-

them through a series of interactions within the geometry until such time as

the particle history is terminated The tracking of a particle car be terminated

for any of the following reasons :

* neu trons and secondary gama rays

** 
t ’ r print!”/ neutron pr c L l c ’m .

or ext I a i i-  ‘ ‘ 3 ‘c - 3 or secondary ~ - rol 1 rn.



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -.,~~~~~~~~~~~~~ —- -~~~~~~~~ - -~~---- ~~~~~~~~~~ ‘-.--.

1, The energy of the particle after an interaction

falls below a specified ‘cutoff  energy ’,,

2, The time variable of the particle exceeds a

specified tt cutoff  time ’,,

3. The particle escapes from the geometry (crosses

an external boundary),

4 , The part icle is ~ki l led c ,, This procedure w i l l  be

exp lained in the section dealing wi th the importance

sampling techniques employed in the program ,

*
For each scoring region traversed by a given particle , the code computes

the flux per unit time per unit energy as a function of energy and time for

each problem. The flux contribution for a given particle is defined as its cx—

pected total path length contribution in a reg ion divided by the volume of the

region, Ind iv idua l  particle flux contributions are accumulated so that the end

result of the tracking process is the total flux in each region in a specified

group of energy and time bin s, At the user ’s option the problem can be made

time independent. .

The above descr ipt ion of the SAMCAR program is, of course, a very simt~1i—

fied view of the cami ut,ltional procedure The following sections provide a more

det a i l ed , although non—mathematical , description of each part of the computat ion .

* Refer to Sect ions 5,. 2 , ]  n i l  5. :‘ o 
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5 2  Input Requirements

5.2.1 Bounded Point Detectors; Region Terminolo9~

With the inclusion of bounded—flux-at—a—point (BFAP) estimation , the

concept of a scoring region has been generalized to include point detectors.

This generalization has necessitated an expansion of “region” terminology

with the introduction of two qualifiers : physical and material. Thus , a

point detector is located wi thin  a “physical” region ; its flux estimates ar e-

scored in an input designated “scoring ” reg ion ; and its sphere of influence

is determined from the element concentrations in its designated “material”

regi n , or , as a user input option, given explicitly

For each detector , the user specifies a coordinate location , scoring

region , and material region. The detector ’s physical region is internally de—

termirned from its position coordinates. If the material region is unspecified,

the default material region is the physical region. If a negative value for

**the material region is specified , the critical radius is given explicitly

Note that any physical region may itself be designated as a scoring

region , and the element concentrations of any physical region (scoring , non—

c ria J , or even the escape region , which may comprise a “phony ” m a t e r i a l )

can serve as the designated material region for any detector

In the sections that follow , the generic term “region” wil l  r e f e r  to a

physical  region , where the specific reference is clear from context. Also ,

wheneve r applicable, references to scoring regions are equally valid for point

-t  ‘c’ t.ors

Refe r to Sec . ~ Li of Appendix E.

**
R e f e r  to Item 10 of Cec~ 

5~ 3~ 
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5 . 2, 2  eome~~~~ Input

‘l ine specification of the geometry and its input format is described in

Ap~’cn~dix A of this report, I t makes use of the C o m b i n a t o r i a l  Geometry Tech—

[ni que , The geometry data must be prepared in units of centimeters to be con-

sistent with the cross section data ,

5,2,3 ~~j~artance Samp ling

A,,  G, rneral

Importance sampling or ‘weighting ’ provides the user wi th  a power f u l

~i~ LI~Ud of controlling the direction and/or energy of particles in the problem ,

The I i ncpcse of a particular problem , for examp le , may be to calculate the

fa s t ” n~~u L e o r i  f l ux  in a g iven reg ion within the geometry, Under normal circurn—

~,taIic es, the probability of a source neutron reaching that region at high

t~ ner~ y in~iy be quite small, requiring a vast number of source neutrons to be

tracked before an adequate statistical estimate of the flux is obtained.,

h owever , with proper particle weighting the code can be made to concentrate only

on those t,10t - . neutrons having the best chance of reaching the chosen region ..

e uversely, the code will spend little tine tracking neutrons which are either

rravelin j in t h e  wrong di rectioni or are at relatively low energy,,

Tb,’ i ’ ” I  ran determines the relative importance of a particle from a

j ’ ,~~~anli .’ L c ’ i ’ ,‘a lled the we ight, The total weight (W) of a part icle  is, in turn,

dci er ninne d from a combination of three quantities called region weight (W
R
),

‘ I i  1 1 0  w e ’ i t i I t  (W), and energy weight (W ,,), where W = W x W x W . Values
C t, R B F

t W
1

, ~‘i , and W~ , or . ’ qivc ’ri as input . The f o l l o w i n g  br ief  di scusE ion  should

uvi ’l,,. the i c r  w it h  a b e t t e r  i i i . , s r i  into how these weights  are actual ly

I Sc -Cl by 3 lie ‘ ‘ i ,

t- ’or tin’ norma l nrnc:c l c c l i i  c i  Moor - ‘,‘n’lo problem , a quantity F is assigned

1 U e,1’ ’Ir  pa t .~~ ’le , ‘I’h.’ vain’ of F’ is 1 , 0 1cr a soul  -c l i l t  i ’li’ The rode’

5”



calculates the probability tha t the part~~’le will reach the boundary of the

source region along its flight path without collision. This value is called

F” . The probability that a collision takes place in the region is then 1-F” .

However, in the case of a correlated problem , we would have instead N problems

(unperturbed plus (N-l) perturbed problems). The value of F for each problem

is normally 1.0 for a source particle. But when the source spectrum is per-

turbed (perturbation type 10) the sampling source spectrum is the envelope oh

all source spectra instead of any given source spectrum. F, the re fo re, is

d i f f e r e n t  for each problem , and in fact F=l.0 for the problem whose source

spectrum happens to be the envelope and the rest will have a value ~f F”- 1 0

which is the ratio of a given spectrum over the envelope spectrum .

The probabi l i ty  that a collision takes place in the region is more corn—

piicated in the case of a correlated problem when the macroscop ic total cross

section is perturbed (perturbation type 1, 2 and 3). Here we do not sample

from any particular distribution but we sample from the envelope of all distri-

butions. The probability of having a collision at a distance S for the ~th

problem is F.ji . e~~ i
5
ds, where p =  the macroscop ic total cross ~€ ‘i ’t ion of the

‘r’ l lem and the probability of not having a collision in the region is

I ‘ ~~~~~~~~~~ where Si is the distance to the region boundary. The samj 1~~r ’i

d istribution for picking a collision position is the enveloP: of all F
1~~~~~

’ ~S

for i=1 to N in a given reg ion . At collision, quantities F. are calculated

far tC ’- single collision event for each of the problems i , as the ratio of the

~th rollision probability distribution function F p .e ~i
5 
over the single sarrl-

h is ;  h i s t r i b u t i o n .  The c o l l i s i o n  mechanics and f u r t h e r  ad ju s tmen t s  to the F’~~’s

will lit ’ Jis u , , ’ h el ‘win . r c ’ (see section L)R3) . In any case, the ~~r t : 1 . ’ - m i n i

L i lt  i f  c o l l i si o n  a r i d  j ls o l ~ usted F~~’s are stored for later processing and

I I ,  ‘1 e ;trrno t inn ~. r ’ ’ ’~~~- , rnodjfi .’s t } i I ~~ ~‘;,i q,’ ( i i i  t o  Sec . 1
-f Appendix I: .)

L _  
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do not affect the further tracking of the original particle . The further

tracking of the orig inal particle consists in attempting to generate further

collisions in the same region, and when they , if any, are exhausted, to

enter into the next region,

If the next region is the “escape region”, the tracking of the particle

terminates , If not , the entrance into the new region will modify the F ’ s by

the new region weight,, Suppose that the source particle is leaving region 1

where the weight is W
1 

and entering region 2 where the weight  is W
2
, At the

~c . ii da ry  the ratio of weights  W
1

/W2 
is mul t iplied by F”’s and the particle is

given a starting value of F .=F’~ W1
/W~ in region 2. The probability of the

particle reaching the next boundary of region 2 uncollided is calculated and

multiplied by F . for each problem to obtain a new value of F~ . Notice that if

W .~ is ldrge compared to W1, 
the probabil ity is high that no latents wi l l  be

i’ .c F n s’d since both F. and F’~ will be small compared to unity, In fact, a para—

lirte c l’~ is an input to the program , and if the largest of these F ’s, on

entry u nto a new region, is lower than F , a random number between zero and one

i s  i -ken ,! If the number is greater than the largest F ., the hi story is ter—

m.in ,.t,~1 . If it is lower than the largest F ., the h istory is continued with all

ti~0 t’ . ” s div id e d by the largest F., Thus, by establishing weight sets proper ly ,

.uin , r -ased numbers of collisions can be forced to occur in important  regions ,

,nriit in addition , the original source particles will rontinue to propagate

n ’ ~p’ urn’try

W i t h o u t  going into deta i l , it can be stated that a small value of F

rnin,inn i,so i 1.1~~ ’ inumber of kills (increase ; problem running time), A large value

‘ e , c x l m i , ’.,’- ; the kills (decreases running t ime per history) but increases the

Ii’ ‘t e ’ Y  to c,’,’tion F’ in 5,, 2,. 1 ,

‘I 0
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variance (or error) of the answers, requiring more source particlea to be run ..

The optimum value of F will generally lie in the range from 0. 01 to 0 1.

In order to facilitate input preparation , the three components of the

total weight will now be discussed separately.

B,, Region Weights

A region weight (W
R
) must be specified for every region in the problem

Ordinarily, these weights are set up so that they gradually decr”s e as a

particle proceeds from the source toward a region in which the flux is de~~i i -h .

Weights should gradually increase in regions which are located progressively

further from the im portant 1 regions,, On the input forms the user must sped f y

all values of WR to be used in the problem ,, The order in which these values

are entered determines their region weight number (i,e,,, the f i r st val ue f

W
R 

is labelled weight #1, the second value is weight #2, etc,,) Then f r  each

region, the .‘,eight number to be -used in that region must be specifn’d

C. Angular Weights

By usinq angular weighting, it is possible to specif y p r e f e r red  d i r - -h ions

for a part icle, independent of the region location of the particle . The user

first specifies the direction cosines (with respect to the coordinate axe’s -3

the problem) of one or more aiming ang les, These vectors serve as ‘ ze ro d i i . .

ions ’ about which angular weights  will  be given, Each aiming angle is assigned

a n umber ,, Next, a set of angular bins is specified between 00 and 180°, with

the bin boundaries given in terms of their cosines, Thus, if one desires to

specify four bins of equal angle, the cosines of 00 , 45°, 900 , 135° , and 180°

should be etito re’d Then , one or more sets of angular weight values are given

For ‘rich ~e t , a weight value (W0) i s specif ied for each angular bin , Each set

is niso assigned a number, Finall y, for each reg ion , the aimi ng ,iiqle nnt r

anuil t h e  angu l a r  we igh t  set number must he given. To illustrate how t hu , ‘oil,

L

I S’s t.his in l i m i t  i i i , ,ns num e that a given region has been ass igned  . I n i

_ _ _ _ _ _ _ _  “- - ‘ . ~~ ‘~~~~~- 



angle #1 and angular weight set #2. A particle enters the region and the

~‘u.,ie C ‘ra-inu ine s that the particle is traveling at an angle B with respect to

;i m i ’ .i angle ~tl, The code then determines which ançular bin encompasses B,

goes to angular weight set #2, and fi nds the ‘.alue of W
12 

in that b i n ,

in .je,’neral , as the particle direstion (angular bin) becomes more impor—

, , ,f l t , the Vntue of W . assigned to thiat bin should decrease.

D l.n.e r W e .oj l u t i ng

‘t’lue use of c ’uer 5 ’ weighting enables the user to instruct the code as to

wi~i~’l i 1 ’a r t ic le  er r -g len  are most important in a given problem. A set of energy

t i i .~ i s  t i r s t  ~ju v t-ri , where the bin boundaries are listed in decreasing order.

t’i u .~n , one or mere energy weight  sets are specified, wi th  each set being assigned

uurnC~’i , I ’ or ‘a -h set an energy weight  value W
E 
must be given for each energy

ici ni The . ‘ eI ; ’~’ weight set number corresponding to each region is then given.

As~ i~:ue , ‘ cr c ’x ,nnl I e , that a particle of energy E is in a region which has been

we ’ . ~ln1 set #1, The code first locates the energy bin which encompasses

‘~~ .‘r~ to w ’  i . ; h ; t  set $1, and determines the value of W
E 

whi ch was given for

t ! u . i t  L . i i i  In es t ab l i sh ing  the energy weights , the more important energies

u l u o c i l d  i. . e ru l l y Liv ,’ smal ler  Wi,, values than the less important energies.,

, A~~ li ~t u t n  of Weights to

As ~i , i . - 1  ,~‘a r lie r , L I b  total pa r t i c l e  weight  is the product of W
R 

x W~ x WE .

i i  tj ~~he wei’iht is us e d to determine the number of collisions that a par—

I i~ ’l~’ will p r o d i ’ e ’ q i c ’ e r  that it has ,n specified energy and direction in a

‘i i ven p l i y s i ’ ..t I  u . ‘ c 1’ n s i  By an m l i i  j r ’ i ,’e t e choice of a iming ang le and angular

~u ’ i  i h t ~~~, c i i i .  l e n  h; c ’.udir nq downward can be caused to have more coll is ions than

,~~ i ’1 i l.-~s he idi in.; upward in I l ie’ nm , - r eg ion.  Thus , more comput ing time wi l l

c i t  i i, t he’ ‘ impor t m i i i  ‘ d ’wiiw,ni.l—lurc ’,’ t e d  [) a i ’ t  l I e ’ and their i’ ’- .’.’ii,lc ’ i i t

~,, eii i _Si ‘ H ’  ‘ l ~ ’’~n urn ; ” ’ ‘ u; wo i ,l— hii’ ~ , - t .’,i part i,’les,,

I ,  I ’)

___ _



F, Treatment of ~Latent’ Particles

If a collision does occur, the program calculates the energy anc dir-

ection of the particle emerging from the collision, The collided particle

is stored in a latent storage table together with the N values of (refer

to section A of 5,,2,,3), and will be picked up and followed as thoi’gh it wer e

a source particle at a later time,, When it is started out as a real par t ic le,

it is assigned a mew F. value for each problem which is the product of F and

the ratio of the weight (product of region , energy and angular weights) betou.’

and after collision. In general , the new F ’ s will be different due to dif [c i --

ences in energy and direction of flight if energy and angular importaruces ar.

present,

The program stores the information concerning latents in a table which can

hol’l up to 100 latents,, Prior to storage a test is made to see if the largest

F . of the latent exceeds the input value of F ,, If so, it is stored If not ,

a game of Russian roulette is performed , as previously discussed, and the la tent

is either eliminated or has its F . ’s renornialized by dividing all of them by

the largest F ,,.

If more than 100 la ten ts are generated by a source particle, the program

has a ‘squeeze ’ routine which reduces the number of latents in a statisticall y

val id  way .

Although the use of importance sampling may appear to be a ra ther  coml) li-

cated procedure , the user will generally find that after gaining a little cx-

pe’rie nce’ w i t h  the code t h e  process becomes relat ively straightforward and c a - i l ’.,

applied Certainly ,  the t ime  spen t in learning how to properly app ly t h i n  t e c h -

nique will be we ’ll worth it in the long run , since it enables complex , dee1’-

;s ’rn c ’t ration proble’m ; to be run in a reasonable amount of machine time ,

61 
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5,2,4  Source Specification

The specification of the initial particle source provides tl’e user with

several options, These options are described briefly below ,

5, 2,, 4 , l l rnte rna lly  Generated Primary Neutron Source

Perturbation of the source is allowed only in changing the shape of the

~‘ n ;rce n~.’ectrum itself, and the input of the unperturbed and perturbed spectra

must, be in the form of histograms .

A .. S~~ ,t ia l  Dis tr ibution

Sources may be generated in any number of regions, but the region must

be single bodies and restricted to SPH, RCC , BOX , RPP , TRC, For each source re-

gion tC;~ °;. n.u~er density ’ (particles/volume) must be given, The user has the

ni ltion of normalizing the problem to a unit source or to the total input power ,,

B. Angular Distribution

Sources may be either i sotropic or monodirectional but the same angular

. li str i , n t  ion must be used in all source regions. (It should be noted, however ,

a sour. ., may be generated in a finite cone by specifying an isotropic dig—

P - it n orm arid using angular weights to kill particles which are generated outside

the u . s  u, cone ,

L n i e ’rS~~~~Di u tr . i bu t - ion

‘ ‘‘ - u i .  c energy spectrum is specified by a histogram ,, The input of the

unn urce c inc’ r.p ’ ;~~~ . ‘ ‘ t eun i scnt .nin s the desired energy mesh E , ’s and the height of

the ,jst. ”;i - . i i  i n ii.i . ’i vi l E . to E . 1  ( i  e,, a table of E vs, S(E) is required).

I) T i  1~ i 5t , i ‘ n t. icr

• Imi . ’ . t . ~~ ’.’ i iil. ’nt ; - i .  P1cm is to be run , the user must supply a table of

I 1 r n~ V.1 LII , ,nii . l I- b c l i i ’ • ‘ i m i  ‘.1 ‘ou r n up to each time (i e , t vs S (t)dt)

t in ; ~~l ln ,, iil I 1 . .1 . ~~~~~~ - . I b t . ’m I i r n . ’ — i n i , h ’ ; ’ . ’ n n  l e nt prohlpms .

. - ‘ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~



5,2.4.2 Secondary Ga~~a Source from Previously n;murierated Ituteractiori ‘ ‘ . n ~~~c -J
using a neutron interaction tape (see Sect ion 5. 2 .1 2 ) ,  and gamma IS ’1’

production data supplied by SAM—X , SAMGAM can genera te, i n t e r n a l l y ,  source’-

of secondary gamma radiation. No te that the in teraction tape must have been

generated by a precursor primary neutron SAMCAR calculation. A detailed de-

scription of Program SAI4GAM is g iven in Chapter 7.

5.2,5 Time Dependence

SAMCEP enables the user to compute particle fluxes as a function of in,”

as well  as energy and posit ion The user selects any desired time bin struc-

ture for the problem and enters the bin limits in consecutive order on the uiu ~ un

f orms , starting with the latest time. Outpu t f luxes  wi l l  be given in UL1 ~~ sir,

structure in the edit, During the tracking process the code computes t l c  fiiqh~

time of a particle between collision points from its velocity (or energy).

Interactions are assumed to occur instantaneously. By accumulating the flight

t ines for  each par ticle , the code is capable of storing particle fluxes in

the proper outpu t time bins .

5.2.6 Output Energy Mesh; Supergroups and Superbins

Dur i ng tracki ng,  the code stores fluxes in each region in a set of energy

o u t p u t  bins specified by the user The number and width of these bins .nre’ ar—

b i L u . .u~~y .  [iu ,~ bin i [rnLL S lie., ~~ g i ven  consecutively in the input , s t a r t i n g  w i

t i n -  highest energy. The u pj . ’r  and lower bin limits must be preceded by min us

s igns .  The reason for this will be exp lained short ly. Care should be taken

to i n s u r e  that the j j~’r energy bin l i m i t  is equal to or grea te r  ti tan the h i g h —

e r n t  - n o , n r c e  energy to b. g e i n c ’ r a t e ’ nl in t h e  problem . A cu to f f  energy is also sped-

I i - I , which I n rtr u i , ’t s the’ - ode to L ’ c ’,l ue  t r a c k i ng  any p a r t i c l e  w h i c h  dt’nir .td,-s

h . i . v  t 1 ,is 1211e ’t (t ’n ’. The’ u ; e ’i . hi ,~ u I.1 be c e r t a i n  t h a t  t h e  lowest enerc i ’,’ bu n l i m i t

I t n  c i  ln ’s’,’t t han  the’ c u to t  f . ‘ : , c ’t  s , ’~ In e’s eenCe , I b e t  p n u t  I c ,  ,i l i t ,

, ivai lalul t i,, her ev~-~~~~je’nsUcI~ sno u~~ i n l h ,  ~ r 1.1cm .



Some calculations may require more computer storage than is available,

This si tuat ion can be alleviated by using the 1 superbin ° option provided by the

code, This option divides the overall output energy range into smaller groups

(called supergroups) and the cross section energy range into bands. The inter—

section of band and supergroup defines a superbin , The code then treats each

of these superbins separa te ly, .  In this manner , only the cross section data for

th e band . urrorutly being treated are stored in the memory; only fluxes for the

s..u;. .,’r’.;rc’up currently in memory are scored; and only those particles having

csn er ’ ;le i’, in the corresponding superbin are tracked ,, When a particle degrades

to a l ower bin , its parameters are stored and its t racking is resumed only a f te r

all u i.jluer superbins have been completed , The output supergroup structure is de—

t i n n ed by the user by placing a minus sign before those output energies he wishes

to designate as supergroup limits, If this option is not desired, only the upper

and lower energy bin limits require minus signs,. This instructs the code to

treat n i l  output ene -~rgies as part  of a sing le supergroup

,2~ 7 fcnixnse Functions

SANCEP provides response function options which allow the user to auto—

uu..tl ’ . .n l[y r,nt,sform particle fluxes into any desired flux—dependent quantity

iUone ’ , hu c ’.it deposition , etc,) . Assume , for examp le , that the dose is required

u.n . .c .’ver,.i regions, The user supplies , as input in the next edit program,

. ,‘IMI SI’I’, a flux— to—dose conversion factor as a function of energy,. For each re—

gi( i , . .‘ut ’ t t ’ [’ mul tiplies the flux j,(E) in each energy bin by the corresponding

conve r s ion  factor D ( E )  and i t u t . ’ .j r . i t  ‘ 5  ,‘.vc ’r’ energy Thus ,

[‘EMA X
DOSE =

~ ‘~c (E)xC (E)xdEJo

.4

_ --.
~~~~~~
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*
5,2.8 Transmission and Escape Regions

A transmission region has the property such that when a particle enters

it, the tracking of that particle is continued but all of its parameters

(X,Y,Z coordinates, energy, etc,,) are stored on a magnetic tape called the

**
interaction tape , This tape then can be used to generate a source tape com-

posed of particles entering the transmission region, In general , a trans-

mission region is used when it is desired to run a problem in two steps. This

is usually done for very deep penetrations or for unusual geometric cot i f i qur5-

tiorns (such as ducts) where it may be more economical to run the problem in

stages, The designation of a transmission region is, however , optional . N i .

that the program is capable of treating up to 10 different transmission ~~~~

An escape region is one in which all particles that enter are killed i t

is ordinarily used to define the outer limits of the geometry (i e,, the com-

plete geometry is enclosed in a large region which is designated as the escape

region),

5,2.9 Scoring Reg ions

A scoring region is one in which the flux contribution is computed f t

***each particle which passes through it , In a non—scoring region no such u

putation is made, so that the output edit provides fluxes only in those reqions

designated in the input as scoring regions,,

In most problems it is desired to know the flux in every region separate ly,

in which case each region in the problem would be defined as a scoring reg io n

with a different number, In some problems , however , two or more regions may ut-

completely symmetric with respect to the source, in which case the f luxes in

these symmetric rn’.tions could be combined without any loss of information, and

*

Not applicable for point detectors,,

**See ~;ection 5,2,, 12

* 
Recall t h , n t  this concept has be’e’n . t e ’ i u c ’ r ~~1 i zed to include ;ce jnt nI. ’t c ‘ . t .  I

(i~c .. Sect i o n  5 , 2 . 1)

_ _-  —— ‘-- -., ,~~‘ - - 



in fact, an improvement in the accuracy will be obtained, Each of these

regions then would be designated by the same scoring region number , In still

other problems it may be unnecessary to know the fluxes in certain regions.

These should then be given scoring region number zero, which tabs them as non—

s,.cr liln 4 ,,

Since fluxes are only stored and printed out for scoring regions, it is

possible to reduce both the size of the edit and the core storage requirements

b’~ reducing the number of d i f f e r e n t  scoring reg ions, It should be remembered ,

}uowe ’,i’sr , t h at once a problem is run it is impossible to recapture any flux in-

formation in nonscoring reg ions,,

5.2,10 Number of Histories and Statistical Groups

The user must designate the total number of source particles (histories)

to bc~ run in the problem~ Although a greater number of histories will improve

tine accuracy of the answers, it will also increase the problem running time, The

user must , therefore, strike a balance between the tolerable errors in the

answers and the cost of running the problem, In complicated problems it is

u -;nu. .u I. ly wise to run a test problem of 100 to 200 histories to get a ‘feel’ for

whether particles are reaching the desired regions. If they are not , the fau l t

prs .P,,.bly lies in incorrect importance sampling and the weights should be ad—

ju~ i~ed. If the test problem appears to have run ‘well’, then the number of his-

tories c mi, be increased by perhaps a factor of about 10,, After some experience ,

C lu e -  un5e r can generally determine the correct number of histories to run in a

i .’,tr ti cm1J ,,~r j.roi)lem

In ruinn irig the ’ problem the total number of histories is divided into aggre—

.pi t e s  celi”.l u t , e t i t i c a l  groups This is done in order to c~~~ ute the variance

(or - .,i.. l,mi - n1 l e ’ v i a t I c i n )  of the’ f l uxes ,  All  particles (and their latents) within

- n  - . ‘up m i . ’  t i , n n ’k ,sI  het,cr,’ , ii, ot . l, , ’t - group of particles . Fluxes are computed and

.~~ed Ofl t.,I~~’V - u c . ’p. .n r . n  t e ly  I or  t ’a. -h .~ioii ; ‘ The size of the ‘.1 a t  i ot ical qroup is

p 
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constant in a given problem and must be specified in the input. The yruab

size is not cr i t ical  but should be small compared to the tota l number of

histories  to be run .  About 20 statistical groups per problem generally have

been found to be adequate .

5.2.11 Volume Computations

To evaluate the flux , the track length in a region is divided by the vol-

*
ume of the region . Provision has been made to input volumes of regions if

they are known . It often happens, however , that regions described by the Cur,

binatorial Geometry technique have such complex shapes that an analytic vol ume

computat ion is not practical. To determine the volume of such regions , a

rout ine  is included to perform a r a y — t r a c i n g  numerical  in tegrat ion ca lc u lat i ,-r m

of the volume .

A point X w i t h i n  the geometry is given as input. Rays are f i r ed  isotrc~

cal ly  from the point X and the volume of each region is then

(R ~ -R)~~

where R
1 

and R
2 

are the distances along the ray to the entrance and exit  .:oru-

taci s wi th  region i.  ‘H’ is the total number of rays fired .

5.2.12 Interaction File

SAMCAR provides the user wi th  a method of ca lcu la t ing  the product ion  a i d

transport of secondary gamma rays arising from neu tron capture or in ela s~t i4

scat ter ing events ,

* 
The f l u x  estimates scored at point  detectors are dimensional ly  equ iv .nlet , t
t:o t rack l eng th  per u n i t  volume .



Duriioj the tracking of primary source neutrons , all interactions which are

capable of producing secondaries can be stored , as an option , on an “ interact ion”

f i1~~. ;o...ncj the stored data are the coordinates of the collision point, the energy

aad weight  of the primary rteutron multiplied by the non-elastic interaction proba-

b i l i r v , and the time of in teract ion.  Subsequently ,  this  f i l e  can be processed in-

t e rna l ly  by SAMGAM arid be converted into a source of secondary gamma radiation.

‘Ih e ~~ t er ~ CtLori file oat, contain both interaction and transmission informa-

t ion. .  The 14th Parameter of each particle record indicates the type of event.

5.3 Pord Input F’o rrrm ats

Je fil.itions of all input quantities and corresponding card fo r rn . i u tu.  are gicel

leho w hu e definitions are given in the order in which the data is required by

idue code.

i t ’S 1 — Edit Title Card (Format 20A4)

This title will be printed by the next edit program , SAMOUT.

Item 2 — Debug Switches SSDR1, SSDR3 (Format 211)

.~SDRl = i, debug p r in tou t  from subroutine DR 1.

= 0, no debug printout

dSDR3 = 1 , debug printout from subroutine 1 R3

= U, no debug p r i n tout.

i t -ir. i — Identifu. - .ut no n ‘srI (Format 2 11, 3X, A3 , l8A4)

- - 1 , ‘ ic,bu ’~ printout for l i o n  king of particl e- .

= 0, no n1~ bug p r i n t o u t .

1, do n t . ‘al l  IuA N L -

— I. t.t i fication of  I ’ r e ’ u -u o f l t  7~i’hn A}-~ run .

t Ie e ’ ; i . ~ -5  u t  . n  - r e v i o u n - - l y run  ‘~A N L ’  in . ‘ ,\MOAM or :j \M. AM must Pc ’  ,u v,- ni lable
. ‘n u , d  d’ s i c i s it . .”el n - u  ‘ a -  h O .

C ,  

, .-~~. -‘- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Item 4 — LRN = Random Number Initiator (Forma t 5X,Il5)

If blank , the default option , ( 1 ) ,  wil l  be used .

Code insures that LP.N is positive, odd , and satisfies

the condition: (l.LE .LRN.LE.2(48)—l).

Item 5 — LDUMI4Y — an arbi t rary number (Format 110)

Item 6 — GENI (Geometry) Input

The Combinatorial Geometry (CG) input discussed in

Appendix A must be preceded by a header card

(Format 110, El5.4, A3 , l3A4).

I P RIN T  = 0 , p r in t  out body and region data which fol low

= 1, print out body and region data as well as

the internal arrays in which they are stored

= 2, suppress all geometry printout

SCAL E mult ipl y all CC dimensions by this scale factor

( d e f a u lt  = 1.0).

MA 45 arbitrary Hollerith characters

I tem 7 — S t a t i s t i c a l  Data (Fcrmat 3110, 815)

NSTART The number of real tine seconds of running time

before terminating and editing.

N STOP N umber of the last history to be treated

NSTAT Number of histories per statistical group.

PPN IX Number of ieg ions in the geometry .

0’~ 

. . . . . .
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Enter 0 for a neutron problem , or 1 for

a gamma problem .

NT N umber of output time bins (enter  0 for

a t ime—independent  problem) .

NOUT N umber of output energy bins .

N umber of f lux  scoring regions plus the

number of -h utectors (as given in Item 9 below).

NRWL Number of distinc t region wei ghts .

I~~LX The escape rejiur l ruulruber .

i j - u T ( l )  The f i ~ . t  t ransmission region number (leave blank

i t  no transmission regions are desired).

Not e t ha t  the’ above 11 items .uppe’ar on a sing le card , the f i r s t  three

o r - - t ’ on r ,,tt 11 j ul the 1~~ t c i  .~tu t are  u r m a t  I S .

I t ’ ’ i ,  c C — I t , i r ’ , i nj s g i c ’u r,— I : . t era. t iOn r ,~ - -.rrnat to n (Format 1415)

r e- no n  n umbers .

- n . , ne r -~ no i i  ani~~—

u rug I.oin de—

- n r P  t o  let’ r t ’n  • n -1 ~’’1 ‘1

~~~~t ’ ’ .

i ,-~~‘ u ‘ ‘s i t  e ‘ . I 0 T

ii’ t . .‘ 1’ n ’ .- ‘ Ph .uuk 

~.---.- -~ .-. .--~~~~~~~“-- -.-- ,
~~~~~~~~ 
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Item 9 - Number of Point Detectors (Format 110)

NDET — Number of point detectors for which bounded

statistical estimation will be used. If no

detectors used , leave blank and omit next item.

Item 10 — Detector Coordinates, Scoring Region, “Material”

Region, and (optionally) critical radius.

(Format 3El4.6, 215, El4 .6)

Use one card for each of the NDET detectors (NDET>0).

XAD

1
YAD ç The X , 1, Z coordinates of the detector,,

ZAD

ISCA — The scoring region of the detector. A blank

entry will suppress scoring for the detector.

Otherwise , any number in the range (l,NUMSC),

where NUMSC is specified in Item 7, is valid ,

but normally given as (NUMSC-NDET+l) through

( NU M S C ) .

IRDET— The de tector “mater ia l”  region (if given >0).

The radius of the detector ’ s sphere of in f luence,

i.e , “cr i t ical  radius” , is computed in ternal ly

as the reciprocal of the sum of the concentrations

of the elements in this  specif ied region . A blank

en try w i l l  assign the reg ion in which the detector

is ~ocatetd , an sp e c i f i e d  by its coordinates (i.c’,,

its physical region). A negative entry im }.lIe’~ c r u _

tical radius specified by user as next ..‘n try on ‘ m i n i

— ‘n t  lea ! radiu s (ignored if IRDET~0)

-,. ‘ — -~~~~~~~~~~~~ - ,,-T :: ‘
~~~
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Item 11 — Cutoff Information (Format 2E14,5, l4X, 2E14,5)

ECUT Low energy cutoff (ev),, Tracking of a particle

*
is terminated if its energy degrades below ECUT

ETH Thermal energy if  a thermal group is required

ETH must be within the energy limits of the problem.

FZ See discussion in Section 5.2.3,,

EHIGH High energy cutoff (ev),, This should be less than

or equal to the highest energy for which cross sec—

*
t ions are avai lable

Item 12 — Output Energy Bins (Forma t 5El4~ 5)

‘i’hei- c : cards give the boundaries of the output energy bins (ev) used

*
f o i : t n , ’ flux edit , There should be five entries per card with a total

of u t’.’ -~ T+I) e n t r i e s,  The energies should be listed from high to low

with the lowest energy equa l to or less than ECUT ,, The f i rs t  and last

L’ntrieu; should be negative ,, If supergroups are used, any number of inter—

niedj ’n t c -  energies may also be negative, The absolute value of the high—

est , - u t p ’ u t  bin boundary must be >I:HIGH.

ltL’m 13—Ou tj cut Time Bins (Forma t SEl4~~5)

V!m”se , . a r . ln ’; g ive the boundaries of the output time bins,, There should

t o  liv.” entr ies  per card wi th  a total of (NT-U ) entries,. However , if

NT— 0 , omit Item 13 e n t i r e l y ,  Times should be entered from high to low

usc!  t m . ’  lo t, entry must equal 0 .  The f i r s t  entry def ines  TCUT, the time

f c  u ‘1 — Rc~Jion Weights (Format 5El4~ 5)

‘fl ” .. ’ cur ds give a l l  of the  region weiqh t s  needed in the problem. They

.nr ~ C u e su e ’ , i  I i v .  to a card w i t h  a to ta l  of NRWL erit i  f e s .  The weights

‘ c c ’ , I n c  et I n c ’ c ’ t i t  c ‘ r e ’ .! inn ‘t , s t  ‘ i i i .  e l  ly by v i i ’  m e ” , but t he i r  ordet determines

t i m e ’  r e ’ s u ( c i i  w’ ’ i . t l m t  nnu’nber s  ~~ 
cc ,,, c -l it t V  one is weight  $1 , ‘te ).

*
it . li x II,



Item 15 — Region Specifications (Format 615)

Use one card per region with a total of NRMAX cards. The first

card app lies to region 1, the second to region 2, etc.

ISC Scoring region number in which the f luxes

in th i s  physical region are to be stored.

Several regions may be assigned the same ISC

number. If ISC 0, fluxes will not be scored.

NREG Number of the composition to be found in this

reg ion.

IRW Region wei ght n umber assigned to this  region.

A weight n umber is given by its posit ion in the

li st of region weights.

IEW Energy weight set number assigned to this reg ion .

I f  IEW=O, there is no energy wei gh t ing  in th is

region.

IAN Aiming ang le n umber assigned to this region~ If

IAN=0 , there is no angular  weighting iii this region .

TANG Angula r  wei ght  set n umber assigned to th i s  r eg ion .

Item 1 — Energy Weig ht Spec i f i ca t ion  (Format 2 110)

NEWL N umber of energy bins  for energy wei ghting .

NEW Number of d is t i n c t  energy w e i g h t  sets. If NEWL and

NEW ”~0 , the problem ,- ‘Oi t alius no energy wei ght i ng and

I t e m s  17 and 1.8 a re  o m i t t e d .

Item 17 — Bin l i m i t s  for  Energy We~~j~ts (Format  5E14. 5)

E n t e r  t h i c ’  b o u n d ar i c ’s  (cv)  ‘f the c ’i lt ’rnjy bins  t. ’ be used f o r  energy

*
we’ jn~ h u t iii.; . There s h o u l d  ! . e  I I V I ’  c ’I i t i i ’ S  I c e d ’ e ar n !  wi t t .  , m t O  il ‘f

1td  w - 4 1)  c i i i  i i.  ‘ - .  The e n e r g i e s  :,h i o i ml,l he’ c O t - i ‘ ‘1 in d .’e r ’ e - ,~~~ u t u q ‘ ‘i t - i .

Tb’’ j . ’ w m ’ n . t  l i i i  l i m i t  sh o u l d  P. ’ I~ ’ . ’; t h u n i i  ‘ ,t  c ’q n , m i  t ‘ -

h e ’ .’ A~. c - i n , !  ix II

,

~ 
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Item 18 — Energy Weight Sets (Format 5E14.5)

The energy weight value in each of the above energy bins should

be entered. One or more sets of energy weights may be entered.

Each set should contain NEWL entries and a new card should be used

to start each set. There should be a total of NEW sets. The order

in which the sets are entered determines the energy weight set

numbers ( the f i r s t  set is weight set #1 , etc .) .

NOTE — Omit i tems 17 and 18 if no energy weight ing.

Item 19 — Angular Weight Specif icat ions (Format 3110)

NAIML N umber of d is t inct aiming angles.

NUMANL N umber of angular bins for angular  weig ht ing .

NIJMA NG Number of d is t inct  angular weight  sets.

If  the  problem contains no angular weight ing , enter 0 for  the above

three q u an t i t i e s  and omit Items 20, 21 and 22 , ,

Item 20 — Aiming Directions (Format 3E14.5)

Enter tIn ’ direction cosines of each aiming angle with respect to the

X , Y , Z coordinates. Use a total of NAIML cards.

‘in Bin Lim its for Angular weights (Format 5El4.5)

h i t ,’! t i n ”  boundaries of the angular  bins to be used for angular

w.’i .~l i t in~ . Boundaries are given in terms of the cosines of the angles

h’. t ,w e e t i  a iming  d i r ec t ion  and par t ic le  d i r ec t io n , wi th  the first entry

- - n u n 1  t n ,  1.0 and the  last entry equal to —1.0. There would be a tota l

01 ~ itti td , fl) e iu tr j c ’S . 

,“~~~- - ,—‘~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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Item 22 — Angular Weight Sets (Format 5El4.5)

The angular weight value in ea ch of the above angular bins should

be entered . One or more sets of angular weights should be entered .

Each set should contain NUNANL entries and a new card should be

used to start each set, There should be a total of NUMANG sets

The order in which the sets are entered determines the angular

weight set numbers.

NOTE — Omit It ems 20 , 2 1 and 22 if no angular weight ing .

Item 23 — Source Specif icat ions (Format 3110)

NSR N umber of d i f f e r e n t  source regions in the

problem . I f NSR= 0 , an external  source tape

is used and no f u r t h e r  source input is re-

quired (i.e., omit Items 24—28).

IFLAG Number of energies used to define the source

spectrum.

ISW I f  I SW ’O , fliix .’s will normalize to one source

pa r t i c l e,  If  ISW 1, f l u x c ’s wi l l  be iorrn alizc .1

to th e’ total source power as imI .l1 ’  by I tem 24.

Item 24 — Source Regions ~Format. 110, E20 .8, 110)

One card is r .’.iui red for each source reg ion wi th  a to ta l  of NSR

such n ar d s .

I~~R Geomet r ic a l r eg ion number .

P Power density in the region (souur. - e

particles ine r unit volume)

ISO If  ISO O , the ; n s m r n ’c ’ w i l l  be em it t . ’d isotro} r e a l l y .

I f  ISO= 1 , the source w i l l  be mo n o d i r e c t i o n a l, w i l l ,

t he  d i i  .~et  l o i n  :~ p e ’c r f  m e d  on I t e m  2s . T i e  va l u e ’  n

l u n l  ‘ n 1) mist. in, ’ t h e  nname fn,r’ all s our - c’ regions.

OOTE :  n ! i n l y  single body u n ’ i l r n ’e i ’”tmo ns . .t ’ - allowed . t-t)re.’vc’r

t i n p  n :ho m c’ e u  n c f  bod i es  is res’ i i i  ‘ c ’d t n -  t n , ’ I. ll , .wm ni :

SPII , RCC , l en n \ • RPP

7,

~ 
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Item 25 — Spectrum Description (Format 2E20,,8)

These cards give the histogram of the source spectrum . Eac’~t

card contains an energy (ev) and the height of the histogram

to the right of the energy E. The first card contains the low-

est energy , and the last card gives the highest energy of the

*
source • The lowest energy of the source should be less than or

equal to ECUT. (Each card should have a pair of numbers, E ,, S(E.) =

height of histogram in interval E
~ 

to

Item 26 — Time Specif icat ions (Forma t 110)

NOT Number of tine values used to specify the

time distribution. Items ~ e and 27 should

be omitted for  a time—independent problem.

Item 27 — Time Distribution (Format 2E20,lO)

Each of these cards should contain a time value and the corres-

ponding integrated source up to that time, J0~ S(t)dt. The first

entry should correspond to the longest time with the integral

equal to 1.0. The f i r s t  time entry should be greater or equa l to

the first entry of the output time bin boundaries. The last entry

is for time equal 0 with the integral equal to it.

Item 28 ‘* Monodirectional Source (Format 3E14.5)

If iSo=L the direction cosines of the monodirectiorual source with

respect. to the X , Y , Z coordinate axes should be entered. If 1S0 0,

omi t th in card. Do not use angular weighting in the source regions

i f  a monodirectional source is specified.

:~e c -  1q-j~eendix I i .

7,

-

~
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Item 29 — Volume Computation Parameters (Format 3110
,, 

3ElO 2)

NMA The number of rays to be fir~d for volume

computation.

NST The number of rays in a statistical aggregate

for the purpose of error computation

IRSAV’E The region number from which rays are to be fired.

X,Y,Z The X,Y,Z coordinates of the point from which

rays are to be fired

NOTE — if volumes are precomputed and no volume computation is

needed , Item 29 is ~ blank card.

Item 30 — Precomputed Volumes (Forma t I1O , ElO .3)

IP Reg ion number of precomputed volume.

VP Precomputed Volume.

NOTE - if no precomputed volumes are supplied Item 30 is a blank

card As many precomputed volumes as desired (in ascending region

n umber) may be supplied. In any case, the lasc card must be blank.

If no volume computation and no precomputed volumes are desired ,

then 2 blank cards corresponding to Items 29 and 30 are supplied .

This e f f e c t s  the default option of 1.0 for all the volumes.

It°m 31 - Fast Slowing Down Option

A Plank card will cause this option to be ignored . Otherwise , for air

over ground problems only:

(. i )  (Format 4E10.4)

ECTE N eu t ron  energy (eV) below which option is invoked .

S’:’Mi~X Lateral e x t e n t  in cm. ( f rom source center )  of slow i nq

clown region (internally squared).

ZS Source hei ght  in cm.

RS Sr smr . ’e  r,en ! us in cm. (assumed P c i  ica l source r e  ‘t i on )

77



(b) (Format I5/ (6E 10 .3) )

NALT Number of air layers of constant density plus one

(ground layer).

[ZBD(K) ,DFR(K) ,K’l,NALT] -

Pairs of values for lower layer boundary and corres-

ponding layer density factor (ground and contiguous

air layer factors set to l,,0 internally).

ZBD(NALT+l) Upper layer boundary of uppermost air layer , defining

upper boundary of slowing down region.

End of data.

5. 4 Organization of the SANCAR Program

The SANCAR program comprises a small main program , a supervisory routine

( the  e f f e c t i v e  main r o u t i n e ) ,  and associated subroutines,. The main program

(SANCAR) establishes certain array dimensions and initializes several flags.

The supervisory routine (ANCAR) controls the entire calculation , call ing the

input processing routines (GENI and INPUTD) , and the principal Monte Carlo

rou tine (CARLO) . In addition, the supervisory routine controls the operation

of suporbins A number of labeled cormnon blocks are used , some of which are

n iesn ’ribed in detail in subsequent sections of this report



5.4.1 Description of Routines

This section gives a brief description of every routine in the program .

The routines which have an asterisk (*) superscript are of major importance.

Routines which follow the main program description are given in alphabetical

order . The brief descriptions are followed by detailed descriptions of the

important routines.

ROUTINE DESCRIPTION

SANCAR The main program. It establishes the dimensions of the

MASTER and MISTER arrays, initializes certain flags , and

reads the first binary record of information from the pro-

cessed perturbation data tape (created by SAMIN and rnodi—

f ied by SANSAN and SANGAN for a secondary gamma problem) .

Control is then passed to the supervisory rout ine , A~’h’Ab,.

AMCAR* The control routine for the Monte Carlo calculations.

This routine reads the remainder of information from tapes

written by the previous jobs SAl-UN and SAMSAN or SAM’~AM

for a secondary g a m m a  problem. It manipulates  the ‘Y’~ .nil-

ized data tape (ODT) and the supergroup tapes. This ro’~o-

t ine  also wr i tes  on tape the scores for each s t a t i s t ica l

aggregate for later use by the edit  program SAMOtT -

ANISOT A routine to pick a CIII value which will give the cosine of

scattering angle , 0, in the case of anisotropic scattering.

The general angle reselection rout m e  of  the bounded

es t imat ion  procedure.



ROUTINE DESCRIPTION

ARPRE? A subordinate angle reselection routine called by ARG .

This routine implements the special reselection procedure

which is required for hydrogen—type” neutron scattering ,

i.e., scattering in which the effective mass of the re-

coiling nucleus is <1.0. The relevant analysis is given

in Appendix E.

ASSIGN A routine to assign IP’s (perturbations) of spec i f i c

types of corresponding problems. It returns an array

IPRO B( I ,J ) ,  where 1=1 , total number of problems; and .3=1,

11. IPROB(I ,ll)=NIP, number of IP’s affect ing the Ith

problem. IPROS(I,1 to NIP) gives all the IP’s for the

Ith problem.

CARLO* The correlated Monte Carlo calculation routine. The

routine performs tracking , and controls importance sampling ,

collision events (via calls to CARSCA ), and track length

scoring.

CARSCA* This routine , called by CARLO, controls collision n - - e r r s .

DIREC Using a di rect ion vector W a s  a pola r axis , a d r r ’~~- t i o n  W ’

is generated , the cosine of whose polar angle is CSTHT and

with random azimuthal angle. Thus , new direction cosines

are computed such that

W.W’ =CSTHT

The r o u t i n e  is used in computing the new d i rec t ion a f t e r

a scat t c ’r ing .
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ROUTINE DESCRIPTION

DR1* This routine calculates the unperturbed and perturbed

macroscopic total cross sections as a function of energy

for a given composition. It also computes the sampling

distribution for picking the element of reaction.

DR3* The collision mechanics routine. This routine picks ti”me

element of reaction and the reaction type. For Kle in—

Nish ina  scat ter ing,  it governs f lux  estimation at point

detectors via calls to FLUP .

DR31* This routine is called by DR3 when an elastic scattering

event has been picked. It governs flwc estimation at point

detectors via calls to FLUP, determines energy and angle

after scattering , and governs the weight adjustment ot each

problem (unperturbed and perturbed).

DR32* This routine is called by DR3 when an inelastic event ha s

been picked. It performs the same functions as DR ’tl.

DR33 This routine computes the probability of scattering k~

given angle in the lab system and the resulting cool -i ’-:. t

calculates the common factor (lab/c.m. Jacobian ) and call

DR35 or DR36 for the problem dependent c.rn . factor , fot

elastic or discrete inelastic scattering , respectively

It is utilized by FLUP in the BFAP estimation pron ’e’furc’ ,

and by DR34 in the angle reselection procedure .

(‘,n rlti i iuu m  ine las t- Ic  lS c u r ren t l y  t reated as i not r’c’) i in the n ’ .0.

i-cl-

-—-- -- - - - —~~ - ,- .~
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ROUT INE DESCRIPTION

DR34 This routine, called by DR31 and DR32 , ini tia tes the

angular reselection procedure by performing the prelimnin—

ary position checking (see Appendix F) and then calling ARG

and DR33 for reselection and weight adjustment.

DR35 This routine , called by DR33 , SAMPIC and XWADJ , computes

the weight adjustment factor for every problem (PAIPP array)

given a value of CMI for an elastic scattering event.

DR36 This routine, called by DR33 and XWADJ , is the inelastic

scattering counterpart of DR35,

FLUP* This is the flux—a t—a—point estimation routine . It is called

by AMCAR for source particles and “FLU?” latents, and by

DR3 , DR3 1, and DR32 for Klein—Nishina , elastic, and in-

elastic collisions , respectively.

GARB This is one of the routines of the Combinatorial Geometry

Package ( C T . P ) .  It is subordinate to the principal CGP input

processor, GENI , and is utilized whenever the ARB body is

specified on input.

OLNI The major geometry input processing roc:tine. The rou t ine

reads geometry data , checks for errors , and puts the data

into t h e  MA an~ FPD arrays in the form required by the

tracking routines.

1inothe ~r member of the CGP (as signaled by its leading

character). This routine , called by INPUTI ’ , determines

t he, phy s ic a l  region of a point detector , given i t s  p o s i t i o n

c,)ordinat

- - - - - - -- --
~~~~~~~~~~~~~~~~~

-
~~~~~~~~~

- 
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ROUTINE DESCRIPTION

GG The distance calculating routine of the 051 . c.iv. - r a

position X, a direction W and a body number , the rout ine

computes the two distances RIN, ROUT measured from X to

the body.

GP An auxiliary routine called, as an option , by Gl for

debugging printout.

Gl The main geometry tracking routine. Given a poso,tion X,

a direction W , and a region IR, the routine will c a l c u lat e

the distance ‘S’ from the point X to the next region in

the direction W. The routine also determines IR’, t he

next region to be encountered.

INGRAL An auxiliary routine called by SOUPIC to normalize hi’- t. nraj

INPUTD The Monte Carlo input rou t ine. The r o u t i n e  reads Montc-

Carlo input data and stores it in the MA STER art’s’: for use

by the calculation r ou t ir . es. k~- -Igion 3nd point detect- :r

spec i f i ca t ion, importance ‘0trn~ ling  data , and output enc—rnly

meshes are handled by this  r o u t in e ’ .

A routine to store the posi t ion , d ir c ’ - t i on , e ner ey  and

weigh t  data for a I a r t i C l e  in to  ~4 computer words . The

24—word records  ar,  used fo r  latent storage and or ou t j  st

onto t- ’ -  i n t e rsc t io i  ‘t r a n s m i s s i o n  t ape.

PlOt’ The control routine for supergroup latents. This rout 1n~

ot ni ‘s particles whose ener~ ies are not included in t h e

superqroup currently being processed . These particles jr.-

stored by PICK in ci t b , c .’ i  t he  C o o t  ral memory or - i tapes d.-—

peiinlin q on the rmn ’tlri t n ’f - n c  r c  availa}’l,’ f . r  l I c ’ particular

i n  ti li
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t-0’)VT [N P ’ DESCRIPTION

PJij.p The random number generator .

.-ti’IC A routine to pick a CMI value (which wi l l  give the angle n , f

scattering at a given energy)  from the samnp11rnn~ - ‘tl1 — tst, li~.

This routine (via DR35) adjusts the perturbation weight ‘-~f

each problem by mul t ip lying into each problem we ctb, t the

ra tio of probability density of selecting this CHI—value

from each part icular  dis t r ibut ion over the s a m p l i r n n  ‘P at ri

bu tion.

.:~r-tI T l-: A routine to pick an ENN—value (the emei ’oinu e i f t ’ I ’~p 1;. th e

event of cont inuum inelas t ic  s c a t t e r i n g )  from ~~~ c - samilinci

ENN—table. This routine also adjusts the perturbatici weight

of each problem by multiplying into each problem weight t h , ,

r a t io  of probabil i ty density of select ing this  ENN— valu t  f : , i

each particular distribution over the sampling distribution.

Given a vector ET with e lements  monotonical ly  dc ’cm’ c . ao , r:s ,~ or

increasing , and a variable E, th i s  rout ine  s-i l l  search

through the ET and determine the bin containing F.

5- eUn 1,’ The i np u t  processor for the source inf orma t ion i 0 - o n  ~ r c ’ l  I c v

the Monte Carlo rou t ines  for pr imary  i n eu t i  O t o  r o t - i c  t o . - . The

routine processes energy and time spectrum data , and source

reg ion data . The data  are stored in the MASTER array.

A routine to generate i n i t i a l  source i-articles . The routine

IseOO the sCum - n ’  i n fo rma tion processed by t n t l ° I ’Al. - m l  jet ivers

p051 1 iOn , e n or qy ,  t ime , d i re c t  in n , and weight data f .r S c s I ?  n .

i . , e r t i c l , c o . It also roads in so u rce  data from an ext c’ ~ 1 5 1

- ‘ n  l i n e ’  t ,l~ c’ •



ROUTINE DESCRIPTI ON

TALLY* A sununary routine. The routine prints a one line surm~iar

of results for each statistical aggregate. (
~uaot ~~t~~” - 5

as number of collisions, absorptions, degrada tions , bir t

and deaths are printed for each aggregate.

— TERP A linear interpolation routine.

TIME This routine interrogates the machine clock routine. It

is ut i l ized by ANCAR , TALLY, and VCALC.

o TRA LA * This routine is called by FLUP to compute the r-obh ’s, do

pendent ar ray  of optical pa thleng ths  between c o l i i s n - ” : : ,

source) point and a detector point .

TROPIC A routine to generate a vector of direction cosines fr ’r

isotropic d i s t r ibu t ion .

UNPACK* A routine to unpack a 24—word vector containing ~-osit~-

di rec t ion , energy , .d weight  i n fo rma t ion.

A rou t ine  to retrieve from the MASTER array six i t n t c ’ S c - T

variables and to deliver the six integer va r i ab les S t n  ‘0

in the common block labeled REGPAR.

VCALC The volume computation routine. Region volumes .ir~

puted by numerical integration .

WRT14 A rout ine  to wr i t e  :4—word records onto tape. The r . n u o ’~~

in called whenever a transmission or interaction is 1 ’

put on tape.

•:I-:AT),1 (Iii.) This routine (in conjunct m d , w i th DR 3S d!’n , i  DR36) adluo-t

i . ’ m t  ‘ n i ’ t  it i ou ~‘e1n~b~t ‘cf each problem in case a i ’ m  t u i ’ t n e t  -

Of , e o n n t u i , & t  ‘ i i  .t i’ i l u tio n e x I s t s . IEL 1, t o i  , ‘t ~~~t i n  scae

m g ;  IPl, - -2 , foi in elastic d~ sce etc s c a t t e r l i n i . Thi s  i a ’

i n. i~~ n - a l led onl y wh e n Lb n ’m. ’  is i - . ’ t t ’ ’ .i 1 - c  - i ‘ ‘ c i ,  1 i i ’

o .em i ’ l i i ’ t  t ,il n l e c  i s i v , i i l . e k l c ’ . ~U n ’  , e ’ i , ~~ ’4 ion -t ~inq 1 ’ c’ ’

5 1 , 1 1  ‘ 0? ing n I l l  01 1 1 0  15 from ‘h. ‘ ‘1 I li t 1-ed di~~ ? rib

45
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P r a o t iv e  Main Program — Subroutine AMCAR

-~‘tCAR controls the Monte Carlo subroutine (CARLO) and arranges stoi-aq0

I -cdtion for supergroups. As noted in Section 4.2, BAND arranges cross

sections in certain energy bands. The output energy bins are also arranged

i i i  4 ett~~iTi output  supergroups. Cross section input  corresponding tc a sing

:n ,-u id  can be stored in computer memory at a given time. Scores correspondinn

a s ingle  output supergroup can be stored in  computer memory at any siven

‘ joe . The two meshes (bands and output supergroups) do not necessarily co-

incide . A combined mesh defines a set of superbins.

ANCAR starts by reading in the highest energy cross section band , ~c.i

t i  ~s.nnttng the memory for the highest energy output supergroup. The higui. ’st

of the low—energy bounds of these energy ranges defines EBL, the low energy

the superbin currently treated.

The program then calls the source—p icking rout ine SOUPIC , and examines

t he  ener ly E. If E~~ BL, the particle is stored as a latent by calling to.-

c 
~j jiai -t of subroutine PICK, and SOUPIC is called again. When E-EBL , ;

*
x n o n i t i . ’ CARLO is called . CARLO tracks the particle , scores coietribu t ,in ”c t na -

I L n o . ~c ’~ when neecjn ’d , and distributes collisions along their track . Part cle:

- ~ t n i ’ n ’e]lision ar e  also tracked if their energy is above FBI ; pa rt

l i t - of collision with E<EBL are stored as latents by calling 1101< .

.~ 1 i s  f i n a l ly re turned  to ANCAR , which proceeds to the nex t  source  i’ .1r t l n

I l l S  n l L d ( 0 I ’ u - S is repeated until a complete statistical aagre’qat ,- of 
~~~~ 1&

, b e ’oii tr.’,ited for tIm hjn tlie’s t .‘neT’’~v uperhin .

if t,he run  involves  point  in t ’l om’o (i ~~
c • , NDET�O) , t he e coi l ,! t - ‘

r n ’ . ’ t e n !  by a call to ‘TM’

‘

~

-— ~~~- - “ - ‘  ~-- ‘--“- ---—-‘- - ~-- ---- - - -. - - -- _ _



At this point, AMCAR switches to the next energy range by either r e a n ’P i q

a new band of cross section data, or by writing out on tape the set of scores

obtained and preparing the memory layout for the next supergroup, or both.

It then proceeds to call the retrieval section of subroutine PICK , which ~o 1 - :ks

latents from previous superbins. If E<EBL, the particle is stored again as a

*
latent by calling PICK. If E>EBL, CARLO is called . The procedure contio , un s-

until all latents have been examined, at which point AMCAR switches to th 0

next superbin, etc., until the low—energy cutoff is encountered . When t h i s

occurs , AMCAR switches to the highest superbin , and proceeds to treat the inl- X ’

statistical aggregate of particles. The calculation terminates when a history

number exceeds the cutoff value NHIST specified on input. A ‘blank ’ intera ction

record , with NHI ST N HIST+l , is written on the interaction tape and all toi ls-s

are rewound.

Subroutine ARC

This is the general angle reselection routine of the bounded flux—at— ,,--

point (BFAP ) estimation procedure. Together with its auxiliary subroutine

Al - I REP , it implements the algorithms described in Appendices E and I . A non—

mathcemapic,s l description is given in this section.

Subroutine ARC is called by SOUPIC when a source direction has ls’ ,’t n t - i  k , - n ’l ,

n e ’ by DM 34 , fo l lowing the selection of a post—scattering d~~reetinnn. In  i i  t h o r

n :ano , this initially selected direction will be reselected , if the select.’d c c v

ju t  . mn oj)ts the sphere of influence , or “cr itical sphere” , around a “live” dn

I - .  ‘ n i , i.’ ., a detector whose scoring c ap ac i t y  is currentl y active . This an—

‘ ; o i l  at re-se 1 ert  ion jnrn ~‘e’ nt~ir’n ‘ comprises thmrc’ c ’ dist I nct St . n c t , n on (1) I i i .  ‘t ion

c l i ’  ‘ k i n g ;  (2) reselection of angle; (3) weight adjustment .

I i  i “i - I t S ” l i e - m t is l I n t — n - - I  ( , 1 1 1 ’ ’ S )  , t’T , T l i  t o - -n - j i b e! I i i m , t ’ - , . l  of ~~~~~~~~~

‘4 -7

~ 

- - —~~~~~~~ 
— -  -- ‘ - - — — - - -—~~~~ -- -.‘--— ~~~~~~~~~~



Iii the direction checking stage, tho orientation of live detectors with

respect to the or ig ina l ly selected ray is analyzed. If the ray does not in-

to m’c ect any detectors , reselection is bypassed. If an intersection is fn n u i d ,

reselection may be necessary , but prior to reselection , potential “conflicts ”

~1o uSt be r c s o i v ed . Two types of conflicts are possible: (1) the interseotci

critical sphere overlaps the critical sphere of another live detector;

(2) the erie, wi th vertex at the collision (or source) point, which is t amq , ’ m , l

to the oo- ~ - ’r - ;e :tn n! cr i t i ca l  sphere , overlaps the corresponding cone of an o t l oi:

l ivn ’ d et o ct n n r.  A conflict is resolved by Russian roulette , in which a l l  nt~’-

t en :t ’ mn , i ’~ it  one , are deac tiva ted .

:onn.sc ”r , in ’ m n t  to the direction checking stage, at most one live detects i

~,t :: ie r lo i n  . , -~~, ;e- ’tc~d by tls ’ orig i n a l ly selected ray . If such an lr ter a . -  ‘ I n -  -

has - nuv i- ,- ’’ I , a new dir.’n:t ion  is selected in the reselection stage , as des.

i i i  A; A - ’ :nnlrx E.

‘ l Ime f i n a l  stage in the resole - I ion procedure involves the calculaticcn . 1  a

I x i’justment factor which compensates for the biasing introduced by

u

a i s  t h’ Ronte ’ Carlo c-a I n -u l, , e t  1st routine It ‘So -titro la import sic ’

- ‘e , cu ilision C n ’ O ’ O . l l O  n o ’ s , and scoring .

, ,nieh ,o.-jcir s-co particle is accompanied 1 y its associat c ’n l a r ray  of ~-r . l ien

-S c ’ i ’ 4 0 1 t 5 , I’, . , i=l , 2,... ,NI !-Pl[l , where NPROH is the n umber of problems.

h ou r ce I . .ert i ’ m - s  g e r c . ’ r . e t n ’ d  by , : u l n r , - i t  i l l e  SOUPIC , as well . 1 0 0  l a t , ’ u n t s , are

o ., o - i t ’ ’ I  em . , ‘m ’n j’ .’ . I t  t i m ’ e nergy  is below the lower bound n ‘I the n o u n  t ’ i i t  sut ci —

1 ’ , i t  I S  U C ,l n t ’ e ’ n i .1’: ~~ b , m t , - c i t . - t o .  i ’ ,n ’ i  c ’  It  is t I , i i n ’ C t o - l t t n ’ni to “A}~1~ o , whi t,

r i  Pa , d i ’ ; t r i l  ‘ i t  .03 f ’ m r t l o c ’ r  collisions , i t any, iod ‘ - ‘n r c ’ : .itImlwe’rS

_ _ _ _ _  A



When point detectors are being used , and if the extended ja rticle path

passes su f f i c i en t ly  close to a specified detector , preliminary geometrical

calculations necessary to bias the collision positions are carried out. Thin

biasing is required to make flux estimates for point detectors bounded

Given the region number IR, the energy E, source particle position V€mC tn~x

XB , and the direction of flight WB , a sampling weight W=W
IR
.WE.

W
WB 

is calc un ,om ea .

The subroutine DR1 is called , which provides the total macroscopic cro ss 0

sections Ii . ,  i=l ,.. ~,NPROB, for each of the problems.

The geometry routine G l ( S
1
) is called to provide the distance S

1 
to t b,

first region boundary encountere d f rom XB in the direction W’B. Cl also -tn ,-

duces IR’ , the region n umber on the other side of the boundary , and X’ , t i, .

point  of intersection of the track with the boundary. If IR is a scoring r c - -

g ion , the con tr ibu tion 0 . to the flux is calculated and stored for all ;rn f-~~eio -on ’ ,

where

0,  = (F . _ F,e
P
i
S
l)~~~ , i=l ,...,NPROB.

1 1 1 Ii .
1

Once the tracking and scoring (if called for) c m -  completed , t hn t l n n o , t ,

Carlo m i t  ‘ n ’ . ‘loi r e  ne cessary to genera te col l is ion posi tions is i i l V n ’kc ’nt . T h i s

i ’n n oedui  e uses L i tr e s  different algorithm s, depending on o~heth.-i - ‘i not to. ’

s j n c ’ n ’ i t t  hlan; trig for bounded estima tion ‘cf point dot n’ctors is i n e c . d c ,n ,I , whci In n

m o j n c - n o i  al bias inn ; can u se  either of t wn ‘ sl- , !n’m t ’ i thins

‘ l i n es qon’ ‘i - cl princi ple ’ u s e d fo r  the selection of collision positions in—

volts’s an imp lici t split t m in t and Russian roulette ron c ’dcmt c ’ . Spe c i f really,

i n n  c - t e n t  t i m . ’ ; n n n ’ ; I t j o i m s , o l i n  unnorina l i _ ~~ ni pin - f n a l ’ i l i t ’ ,’ density f(s) is define n I ,
S

w h o . - a is , l j - ; t , i i n n ’ . ’ t i n n i n g  t im e i t t - k , , t t n n t  the , x i , , .t , n d t n - I S l  e m u m l e r  n n 1  c o l i i s j c n i ,~~

i n i c ’  J f f ( ~i ) n ! n - The ~‘ictU,t l l i h l l l ’ c ’ F  ot collisions icc t l m e ’ t n  e m ’  I i ,  r I I I

‘i I I I 1 • s o n .  i ’  me ; r. -i - .1 I I i t y  of O n ’ ’ ‘m m  Ii I 1 ‘‘ti i 1 coIl is ions is  I — I ~~~ , . ~~.

[ X I  to . ‘ n t t c . , I t , - , t  m t - p r  less ’. han or e ’ c ; o - i~~l t o  x .

44 c c
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In carrying out the collision dropping procedure, f(s) is treated in

a piecewise fash ion, where in each interval f ( s )  and its i nde f in ite inte qra l

n5’~ C the desired analytical properties , most important being that the in-

definite integral be easily invertible. Finally, to compensate for any

biasing involved in using f(s), the particle weights {F .} must be ad’iust .md

accord ing ly .

The remainder of the procedure involves the definition of f(s), which

ma’,- assume three forms , as a consequence of bounded biasing . The algc- r’ithms

n-o hm icli have been implemented are described in Appendix E.

If a collision is dropped by means of the above—described procedurco , sub—

i’, n O i t i i t c O  CARSCA is called to complete the remainder of the processing . When

ill tI m. ’ colli:,ioi n positions have been selected , the subroutine proceeds, as

fo l lows .

A test is made to determine whether the next region is a transmission

*
t ’c n n ; i - s o i  (if it is, the coordinates S’, IR’, energy, time , etc., are wnitt ,.’i

ue~ - , a nd whe ther it is the escape reg ion. If it is not the escape i c n - ’e i l ,

t o i c -  j-o rti cle is moved to the boundary by setting IR=IR ’, by computinnt Lint ’ ic. ’w
w

1 051011 wc’ jn ; lmt W~~, and by setting F , =(~~~) , where W1 is the old req u ni t w e i - n h t .

2
w. -iq .iin n i c ’f in e  Ft-lA X = the largest of F ’ s and play another qaxne of

It - ‘ttn-.xF , the particle is either killed , or i t survives with t i me ’

F ’ , m ’ . ’ i m e n r n i a l i s e ’ n i by dividing all of them by FMAX. If  FMAX>F , DR1 is n - s l l c ’n t

to p r n ’e v i n I e  the new total  macroo .coj - Ic cross sections for all problems and “1c m —

Lie - cl is i t ’ i ’  st  e’rr’ c~n1 to the section which ca l ls  the ieome ’t toy routine m;1

I i ’ ,ick’mr m n ; cur: ’ inues u n t i l  a k i l l  n m : ’ n :o l i ’ n:  or t Im , ’ e o o c a ~~. c ’  r e’ n iie ~to is rea,’im , ’~t .

P’ S Ut;, - I WI Iii poi ;ct - l e t  c — n - i
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A f t e r  the tracking is completed, the latent table of particles within

the current energy superbin is examined. If the table is not empty , t he  last

latent is picked up and processing continues. (Latents are created in CARSCA)

The subroutine is terminated when the latent table is exhausted.

Subroutine CARSCA

This routine controls all the processing necessary af ter a collision

position is selected in CARLO~ The particle weights are adjusted to compen-

sate for the biasing used in the sampling . Subroutine DR3 is called to cariy

out the sca tter ing mechanics, producing new energy and direction.

If the scattering event was absorption , or if the energy was below tin e -

cutoff , the procedure is terminated If not, a sampling weight is calculated

;nd Russian roulette is played if the comparison with FZ warrants it. Finally ,

if not term inated , the particle is stored as a latent in one of two list’- , de-

pending on whether or not the energy is within the energy superbin being con-

sidered. Moreover , if it fa l l s  wi th in  the current suporbin , a Russian roulot ’ .-

procedure may be necessary, if the list is f u l l , in order to make spac e - ,mv , .nl-

able The procedure terminates after completion of latent storing .

If an interaction tans ’ is being ci m ated , for sub’ .en ~u e nt  Use as a sour

of secondary radiation , CARSCA will oversee t h e  proper storinq of t he  para—

me’ Ii c ’rs of the j fl t c ’t’,i’,’tion event. This includes both absorption and m ; n : , c t t e ’ r i n n r

n ’ v . ’ t t t S .

: 0 - li routine DR1

i s  i n  n o t i no - ‘em; u t  n o ;  tho unpert cmi 1 - c - - I  and ; n e - r t  t m  f’ - i macroscop ic t . I

- ‘ t e e n s - n  n I t  i o u - n  at a given ene rgy for a given composition It first i .,’k-

I th e ’ rel ’’v ,m nt ; c - rturbations (Ii ’s of top .’ 1 , 2 and 1 n i t  t e ’i., ’vaiit ‘‘lent m t

t - : n  1 ) 1 . 1  n _ il l  - r e n m - i - - t m t  inc ASSIGN to assign t Im. ’ ~, ‘m l i i i  i n t l  n ’ I n ’  , I ’  ea c h  i - t e l  I’m

‘ ‘ 1 )  , ‘c ’ d : t o  (On! m i t e ’  tin.’ macr n ’ cn’)pic total croons o - - n m - e ’ t  m c m l  for ‘ . I n i ; r ’ e i n l ’ ’m

-— -.- - —- ~~~~~~~~~~~~~~~~~~ -- - - -~~~~‘ -“— -- -- -~~~~~~~- ~~- - ‘~~-- ‘



a oo :ortling to tha perturbation description of each problem. When called

be CARLO , DR1 also computes the sampling probability dis tr ibut ion for picking

;i’mc element of reaction. The latter computations are bypassed when DR1 is

called from FLUP or TRA LA during BFAP estimation , as signaled by the integer

fl ag , IFA=l .

Subroutine DR3

Subroutine DR3 is called by CARSCA to perform the actua l coll is ion

n O , 5 ’lnjiOlCS. It returns to CARLO with a new energy (EPRIM), a new direction

(WP), the cosine of the scattering angle (CSTHT) , and an integer (NCDB) de-

noting the type of interaction event. The types of interaction are listed

below :

N CDB Interaction

1 discrete isotropic inelast ic  scattering

2 discrete anisotropic inelastic scatterinq

3 isotropic elastic scattering

anisotrol’ic elastic scattering

5 Klein—Nishina gamma—ray scattering

absorption

7 con t inuum isotropic inelastic scattering

8 continuum anisotropic inelastic scattering

“ Ri f i r s t  p icks the element of reaction from the sampling distribution

‘ n ’ t fl t . nm t. ’ ni in DRl , and adjusts the perturbation weight for each problem. It

I a rc . ‘n) fll l n iit c ’S the sampling dist ribution for the Self-ct ion n - f  a reaction t’c;

t n . j the  d ie- su m elemen t.

n m - n ’’ - ;’ i , ’m i t to the election of a re action Iv ;ne- , control is passed i n ’

r 1)1<31 (for ,‘l~~o ; t ’ is” ‘on ’sI t’ erin g) ear DRI2 (for inc -lactic sc-att c ’rin q ) f n  t

I i ‘n o  I m c i  I 1)11 ‘ n t  jea ; t — n n ’ ’ at t e ’r i ny direction ,t in.l enerqy
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Subroutine DR31

This routine is called by DR3 subsequent to the selection of an elastic

scattering event. Its basic function is to compute a post—scattering direc—

tion and energy~ In addition , if point detectors have been specific il con

input, the BFAP estimation procedure is initiated by calling FLUF.

When a perturbation of angular distribution exists (tyro 2 or t’n ) at

the collision energy E , DR31 will call SAMPIC to pick a value of CFC’ fr- cm L ~

sampling CHI-table (if it exists). SAMPIC adjusts the problem-depes’noic;.o pri

turbation weights automatically, If a sampling table is not availainln ,
will pick a CHI from the unperturbed distribution , arid call XW;1L’C’ t m , a-~’hj

the perturbation weights.

Finally,  if point detectors have been specified , the angular r e s e i c - ’ lio m i

procedure is initiated with a call to DR34.

Subroutine DR32

This routine is called by DR3 if an inelastic scattering ev,’mct las I. om

selected, Its basic functions are the same as those of DR31 for elastic

scattering , including FLU? and DR34 calls for BFAP est imation and a m m o ’- ’ r e

SC l o t  i nm ; , in the event that  point detectors have been specified.

When a perturbation of secondary energy distribution exists (t\;e 2 miu

,iL th e  collision energy E , DR32 will call SAMPlE to pick a value of FN’~ ~

LiSo samp ling ENN—table (if it exists). SAMPlE adjusts the ;nrob1 c .mr ~~ h n ‘ md . t

n , ’r t ur ln ,c t io; weights automatically. If a sampling table is t i n t S V n t i l c i O n I •

neloct iou is made on the basis of the unperturbed data , and perturinat mom ,

s i  n ; l i t  m i  u ;mtm ent  is performed w i t h i n  t i n  is routine.



Subroutine FLU?

This routine performs the BFAP estimation for each live detector. It is

called by AMCAR for each source particle (the primary source must be isotropic)

arid for “FLUP latents” (i.e., pseudo particles, established in a previous call

to  FLOP for estimation tracking, whose energy fell below the then current super—

bin cutoff). It is also called by DR3, DR31, and DR32 for Klein—Nishina , elastic ,

and inelastic collisions, respectively.

The estimator scored is an array , each element of which is given h’s

W .g.(cos8) e 
h
/4 sr

2
, i=l,..,, n

n = the  number of problems ;

u net particle weight, adjusted for all sampling biasing that

may have taken place previously;

g (cos ”) = probability of scattering through an ang le of cosine

El , (or 1 for  an isotropic source) ;

S = optical distance between collision (or source) point and

a octor point;

r i c  b le irm independent, geometric equivalent of S.

a coll ision poi nt , the g.—array is computed by calling 0R3 3, which

- j O r n : t ’ m n r r n s  an energy 10 , the lab energy resul t ing from a pseudo—scat ter ing

LI,.. Ji m’s :‘:n o n  of the detector. If EP is below the current superbin cutoti ,

. 1 1  L i m , m  i m n ’ m x ’mation already computed for the estimator ray is stored (via calls

CO lAC K and Ptc:r) , to be picked—up later as a “FLU? latent” . The S —array is

o-m ,m;- - o t c n n h via subroutine TRALA .

‘ l i n e  clo t e ’ n ’t n n r n - ; , for  which a f l u x  estimator is computed , are determined

- t n - h e w s : For a “FLOP l a t en t ” , only the detector which was being t r , ’ , i t , ’d at

0 L ice ’ of I h i m ’  l a t en t  o ; t n n m , c” is treated . Otherwise’, the- ’ variable ~~LIV (se ’

‘ ‘ o n - f i x  i’ ) i s  examined . For KDLIV~ O, all detectors are “ a l iv e ” , i . . ‘ I i i ’
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scoring capacity is active. But for KDLIV<O , only detector * —KDLIV is

“alive” , as a result of Russian roulette , which was performed to resolve a

reselect ion “conflict” (see Appendix F and the discussion of Subro atn rm,

ARG). In the latter case, only detector ii —KDLIV is treated , w i t ,  an add i--

tional weight adjustment factor NL’l.f (the total number of detectors), W 1 , m ,~ 0 .

compensates for the Russian roulette biasing .

Subroutine PACK (X , WX , E , IR , T , IDET ,W , N H I S T ,WC ,J12345 ,F , P)

This subroutine transfers the items in the calling sequence to th~ P

array. The relationship between the arguments and the array P is shown bc’l ‘a

A rgument P De f in i t ion

X ( l)  P ( l )

X(2) P(2) P o s i t i c ,m ’ (,‘oOr,Iim,a~ m

X(3) P(3)

W X ( l ) P (4)

W X ( 2 )  P ( 5 )  D i r e c t i on  Cosines

Wx(3) P(6)

E P ( 7 )  Energy

IR P(8) Region Number

T P (’,)) Time

IDET P(1O) Detector N ;; ms ~ - e

P(ll) Samp lmnnm ;u. ight =

(W
1 R 

W
E~ 

WWB 1

NIIIST P(12) History Number

W ’  P(l3) Weight (carry—along

wei ght , usua l l y =1.)

312 P1 P ( 14 )  Pa r t i c l e  Type (defined

below in descr’n~~t ion

in PICK routin.

P ( 14+ i ) P r o b l e m — d e p en d e n t  w e ig h t s ,

i ’-l,...,lO

- - - -- ~~~~~~~~~ - - -~~~~~~~~~~~~ --
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Subroutine PICK

We have seen throughout the previous sections that particles degraded

below the energy EBL, low—energy limit of the superbin currently treated,

were stored as latents by calling the subroutine PICK. They were later picked

up by AMCAR by calling the subroutine PICK. The subroutine INPUTO allocates

the memory to data, scores, etc. The remaining memory is assigned to the sub-

routine PICK, to be used as a buffer for latents. One ‘end ’ of the buffer is

assigned to ‘degraded ’ particles. This is the end of the buffer where particles

ar~ being stored. The other ‘end’ of the buffer is assigned to ‘unsorted ’

particles, i.e., the particles to be picked. Associated with each end of the

buffer is a magnetic tape to be used when the buffer overflows. There are two

nodes of operation. In one mode, the top of the buffer is unsorted and the

bottom is sorted. when the switch is made from one superbin to the next, the

‘unsorted’ part is empty, and the ‘degraded’ part may have particles which

become ‘unsorted ’ for the supergroup about to be treated. The designation of

the buffe -~~ (and of the tapes) is, therefore, switched.

There is no set boundary between the two ‘ends’ of the buffers. The

number of particles in the ‘unsorted ’ buffer keeps decreasing, whereas the

number of particles in the ‘degraded ’ buffer keeps increasing, and can increase

L a st e r  than the other number decreases. Therefore, the two parts of the

nutfer can meet, causing an overflow of the buffer.

I t  is then determined which ‘end’ of the buffer is longest, and a number

of particles exactly equal to one—half the total length of the buffer are

H written from the longest ‘end ’ onto the corresponding magnetic tape.

96
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When the ‘unsorted’ buffer becomes empty, a test is made to determine

if any ‘unsorted’ particles are available on the corresponding magnetic tape.

If none are available, the calculation has been completed for the current

superbin. If some are available, they are read into the buffer if room is

available. If room is not available, it is made available by writing out part

of the other buffer on the other tape; the length of the record written out

from one ‘end’ is equal to the length of the record to be read into the

other ‘end’.

The subroutine PICK deals with different kinds of latents. The quantities

stored are: X,Q,E,IR,T,I,W,NHIST,WC,F. ’s and Jl2345, where X is the position ,

12 the direction, E the energy, IR the region number, T the time, W and F ’ s

the weights, NHIST the history number , and WC a normalization factor. I and

Jl2345 are indices.

Jl2345 = 1 identifies a source particle

= 2 identifies a particle coming out of

elastic scattering.

= 3 identifies a particle coming out of

inelastic scattering.

= 5 identifies a FLUP latent

(In other parts of the code, Jl2345 6 identifies a transmitted particie,

Jl2345~r7 an inelastic interaction, Jl2345=8 an absorption, J12345=9 an elastic

interaction , and Jl2345=lO a non—elastic interaction.)

Subrout ine  SEEK (E ,EOUT ,NOUT ,I)

Given the vector array EOUT, of length NOUT+l, and the argument ‘F’ the

routine will perform a binary search and return ‘I’ such that

E O U T ( I ) < E < E O U T ( I + l ) .

(37
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Subroutine SOUCAL

SOUCAL will read source data and prepare tables for use by SOUPIC.

The first card contains:

NSR Number of regions where the source extends. If this number

is 0, an external source tape is expected, and no further

input is required.

IFLAG Number of energies used to define the source spectrum. The

spectrum is specified later in input which is in the form

of a histogram. It will be defined by IFLAG entries.

ISW Switch determining the normalization of problem. If it is

0, fluxes will be normalized to a single (unbiased) source

particle. If it is 1, fluxes will be normalized to the

‘total power’, i.e., output will be flux per source particle,

multiplied by the summation (over source regions) of power

density times volume.

This is followed by (NSR) cards specifying the (NSR) source regions.

Each of these cards gives:

ISR Specification of a geometrical region number.

P Power density in that region.

ISO ISO=0, isotropic,

ISO= l, monodirectional. If ISO=l in any of the (NSR)

regions, a monodirectional source will be assumed in all

the (NSR) regions.

After this  follow the (IFLAG) cards specifying the energy spectrum assumed

to apply to all the source regions. This is a table of E vs. S(E) the height

ot~ the histoqram to the ri ght of the energy F. SOUCAL will compute the inteqral

t r

F ( E )  S ( E ) dE.

98
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Linear interpolation is assumed on F vs. F(E). The first entry must be for

E
~.
Ecut~ 

and the last for E1Ehigh~
If there is time dependence (NT>0), the time dependence of the source must

be specified. A card gives:

NOT Number of cards. This card is followed by NOT

cards giving

(t
t vs~ J S

t
(t)dto

Jo

Linear interpolation is assumed between entries

in the table.

Finally, if the source is monodirectional, the projections 12X ’12y ’12
Z of the

direction must be given on the last card.

The subroutine SOUCAL reads in all this input, prints it back, and pre—com—

putes tables to pick directly from the biased source distribution~ Since we

allow perturbations of the source spectrum which are input as density func—

tions in the form of histograms, two preliminary steps are necessary before t~.

have the final biased source distribution for subroutine SOUPIC:

1. Form the envelope of the unperturbed and perturbed spectra,

2. Calculate the distribution function of this envelope.

Step (1)

a. Normalize each source spectrum between F and E
cut high

b, Construct a table containing all the energy boundaries

present in the specifications of the various source

spectra (histograms) .

c. Rearrange this table into a monotonic increasing sequence.

d . Remove duplicate energies from the ordered sequence. This

provides a combined energy table for calculating the

envelope spectrum.
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e. For each energy E surviving step d, call SEEK to locate it in

each of the input spectrum energy—tables, and calculate the

strength of each source spectrum (dp/dE) at this energy .

f .  For each of these energies F , take the maximum individual

spectrum strength as the envelope value corresponding to the

energy range from E to the next higher E in the combined

energy table. Since the individual spectra are assumed to

have piecewise constant dp/dE, and the combined energy table

includes all of the histogram energies, no details of any

spectrum—structure are lost in this construction of the en-

velope.

Step (2)

Calculate the envelope integral spectrum and normalize it, and we have the

sampling source spectrum S(E).

The code first pre—computes a table of

SPEC( I) =J S(E) dE ,
El

where the E
1
’s take the values of Ehighl of all the energy boundaries where the

ene rgy weight changes , and Ea t . The code then runs through all the source re—

qioris and , for each new energy—importance set encountered, pre—computes a table of

SPEC(I,J) = 

f ~~~~~

where 3 runs from 1 to the total number of different energy—importance sets en—

I t ~ rcd in the source regions; also for each new angular importance set en—

s l u t  r o 1 , a table 
(1
f d~~I,K, —

~~~ 

w ~~
,.(_) 

“l
i 

L)
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where the u
1
’s take the values of cosO at which the angular weight changes,

and K runs from 1 to the total number of different angular importance sets

encountered. The different tables are renormalized and both the modified

and unmodified integrated source are computed in each source region . The

former quantities are proportional to the probability with which particles

should be picked in different source regions. A table SOUR(L) is built up,

which gives the cumulative probability for a source to be picked in the Mth

region for M<L.

Subroutine SOUPIC

This is ~ subroutine which picks particles from the biased source dis-

tribution.

If an external source tape is to be used, groups of 35 source particles

are read from tape into a buffer, and returned one by one to the main code.

The quantities describing a source particle are:

XB Coordinates of the particle

IR Region number where particle is born

WB Direction of the particle

T Time at which particle is born

E Energy of the particle

NHIST History number attached to the source particle

F , i=l,..., total number of problems. Statistical

weight of the particle (usually set equal to

unity if no perturbation of the source spectrum).

The procedure for internal source generation is outlined below.

A first random number is compared to the table SOUR(L) (computed by

SOUCAL) . The smallest L for which SOUR(L)>~ determines the region IR=ISR (L)

to h~ picked from . Standard techniques are used to pick coordinates of points

uniformly distributed in a region.

101
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The energy is picked next . A stratified random number (called CE

in the code) is obtained (stratification is done for each statistical aggre-

gate of source particles). A biased random number ~ is then obtained by

interpolation in the SPEC vs. SPEC(J) tables pre-computed by SOUCAL. (The

3 is determined by the region number.) Finally, the energy is determined by

solving the equation

(~~~00

S(E) dE

using linear interpolation.

SPEC (I) 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ :z:
1=3

0 SP E C ( I ,J)

Fi gure 2 — Selection of ~ fo r Picking a Source Energy

The direction WB of the source particle is determined as follows. If

the source is isotropic and there is angular importance sampling, the cosine of

the angle between the particular aiming angle and the direction is chosen by

picking a random number, and interpolating between the angular mesh supplied

oil i npu t  vs the table P(I,K) pre—computed by SOUCAL. (The K is determined

by the region number.) A random azimuth is then picked, which completes the

*
i f  i c o t i o n  of the direction . In the absence of angular importance in the

* If point detectors exist, the angular reselection procedure is init lat •d
by calling ARG.
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source region, standard techniques are used. The case of a monodirectional

source also can be handled, provided there is no angular importance in the

source region. Finally,  if time dependence is to be determined , a time T

is determined by another random number ~ and the solution of the equation

r t
= I S (t )d t .

Jo ~
The quantities communicated to the main code are XB , IR , WB , T , E , NHIST , W ,

and S’~ where (W = 1), and W is the weight in the region IR at energy F in th~

direction WB.

Subroutine TALLY (J,NHIST,NCOL,NDEG,NABS,FKILL,BIRTH,ESCAP ,NRMAX)

The routine is used to print a tally at the end of each statistical aggre-

gate and to print a tally by region at the end of the problem.

At the end of each aggregate the following items are printed.

NC Total number of collisions thus far

ND Total number of degrades thus far

NA Total number of absorptions thus far

FK Total number of kills thus far

HI Total number of births thus far

ES Total number of escapes thus far

‘I’ Elapsed time thus far

JCOUNT Total number of particles on the interaction!

transmission tape.

The same items, except for ES and T, are printed at the end of the

I)roblem as a function of region.
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Subroutine TRALA

This routine is called by FLU?, in the BFAP estimation procedure, to

compute the problem—dependent array of optical distances from collision (or

source) point to a detector point.

Given an intial point XB and a direction WB, the routine will track

from XB in the direction WB. The tracking will continue until the geometric

distance to the detector has been reached, or, as a result of Russian roulette,

the estimator is set to zero to reduce unproductive tracking (see Appendix G).

Subroutine UNPACK (x,W,E,IR,T,IDET,F,NHIST,wC,Jl2345,P)

Subroutine UNPACK distributes the 24-word P array among the variables in

the argument list according to the correspondence shown in the discussion of

subroutine PACK.

5.4.2 Glossary of Important Variable Names

The following is a brief outline of major common blocks in the program.

A detailed description of each variable in common is given on the following

pages.

The “blank” common block contains the master storage array and frequently

used input arrays.

Common REGPAR contains six parameters used in the Monte Carlo calculations.

Common INPUT contains non—subscripted input parameters.

Com mon PARE M contains position , direction , energy and importance sampling

parameters.

Common COMPUT contains parameters computed from input.

Common CROSA contains cross section parameters.

Commo n PAP contains flux—at--a—point parameters.

Common SOU contains source—dependent parameters.

Common PUTAf) contains data controlling the parameters to be written on

the interaction , transmission tape.
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“Blank Common”

EOUT (100) An array containing the output energy bins for

flux results. The array contains all bins for

all output supergroups.

EWTAB(50) The energy mesh for energy importance sampling.

ANGLE(50) The cosine mesh for angular importance sampling.

TTAB(50) The time mesh for time—dependent problems.

ASTER(5000) The master storage array containing input and

flux data. A complete description appears in

Appendix C. The array is equivalenced with array

MASTER.

COMMON REGPAR

ISC The location, in MASTER , of the flux scores for

scoring region ISC.

NREG The composition number for region IR .

IRW The location , in MASTER , of th e region weight

for region IR.

IEW The location , in MASTER , of the energy weight  t a L . i . ~

for region IR.

IAN The location, in MASTER , of the aiming angle  for

region IR.

lANG The location, in MASTER, of the angular weiqh t

table for region IR.

Note tha t  the above six items are all keyed to a region number , “I R”.

The s i X  items are retrieved from the MASTER array by a call to UNPR.
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Common INPUT

NSTART The number of real time seconds of running

time before terminating and editing.

t’~STOP Number of the last history to be treated.

NSTAT Number of histories per statistical group.

NRMAX Number of regions in the geometry.

NG Either 0 for a neutron problem or 1 for a

gamma problem.

NT Number of output time bins.

NOUT Number of output energy bins.

NUMSC Number of flux scoring regions.

NRWL Number of distinct region weights.

IREX The escape region number.

NEWL Number of energy bins for energy weighting.

NEW Number of distinct energy weight sets. If

NEWL and NEW = 0, the problem contains no

energy weighting.

NAIML Number of distinct aiming angles.

NUMANL Number of angular bins for angular weighting .

NUt-lANG Number of distinct angular weight sets.

JRT Not used.

ECUT Low energy cutoff (ev). Tracking of a particle

is terminated if its energy degrades below ECUT.

E TI I E R N Thermal energy if a thermal group is required .

£‘THERM must be within the energy limits of the

problem .
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TCUT Time cutoff (equal to first entry of t ime

bin boundary table).

FZ See discussion in Section 5.4.1.

EH IGI-1 High energy cutoff (ev). This should be less

than or equal to the highest energy for wh i e n

cross sections are available.

EBL Lower bound of the current superbin.

EBI3 Upper bound of the current superbin.

Common PAREM

XB(3) The X,Y,Z coordinates of the current particle ’s

starting point.

WB (3) The direction cosines of the current particle.

E Energy of the particle.

IR Region number of the particle.

T Time of flight of the particle.

IDET A detector number used in flux—at-a-point

calculations.

F Importance sampling parameter.

NHIST Current history number.

WC A weight parameter calculated by SOUP IC

• 312345 A particle type flag (see the discussion of PICK;.

WP(3) Direction cosines of particle after scatter.

XP(3) X,Y,Z coordinates of current position.

EPRIM Energy after scatter.

ATWT Atomic weight of scattering element.

NCDB Interation type indicator (see discussion of Db~ ).

L 

CSTHT Cosine of scat tering angle .
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U Total macroscopic cross section at energy E

for region IR.

LCHI Location in the XS array of a table used

in anisotropic scattering.

IATWT Identification digit of the scattering element.

IERR Error indicator.

IDBG Debug printout flag.

IRPRIM Next region to be entered by the ray. 4

NASC A flag to initiate the Gl routine for a new ra 1.

LSURF Not used.

XXX Not used.

LRI

LRO

RIN

ROU T

KLOOP
Geometry subroutine parameters

LOOP

LTYPE

P I N F

NOA

D I S T

Common COMPUT

NUMNOU The product of NUMSC (the number of scoring

regions) and NOUT (the number of output energy

bins).

JONUM An index used in flux scoring.

LNCNOL The location in M A S T E R  of the collision by

region table.

1~~R
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LBIRTH The location in MASTER of the birth by reqini

table.

LREGT The location in MASTER of the region data table.

LFKILL The location in MASTER of the kills by region

table.

LESCAP The location in MASTER of the escapes by reg ion

table.

LLAST The location of last word in MASTER used by

the program.

NDQ The size of the MASTER array (set in SANCAR).

LNDEG The location in MASTER of the degrade by region

table.

LNABS The location in MASTER of the absorption by

region table.

LSCORE The location in MASTER of the f lux  scoring a r ray .

LPACK Not used.

NTOT NUMSC times (the number of energy bins in the

largest supergroup).

LflEO~ The l~ ~tion in MASTER of geometry data .

LEGEOM The last location in MASTER of geometry L.

Common CROSA

NB Cross section band counter.

JUPPER Indices in the ETOT array giving the energy

JLOWER range of the current superqroup.

KP }IYS Number of physical compositions.

NELEM Number of unique elements.

LENi’HI Lenqth of the CMI — table for an i ~ot ro~ m c

sca t t e r ing.
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LENENN Length of the ENN-table for inelastic

continuum scattering.

NLOC Number of words in the XS array for current

supergroup.

NENERG Total number of energies in the cross section

mesh.

NEN B~ N N umber of energies in r mt ~ c u r r t m n . • superg~ oJp .

NBAN D N umber of cross section bands.

LENXS Size of the XS a r r ay ,.

EBLX Lower energy bound of the bands.

N AME(30)  Array of element identifiers.

ATTAB(30) Atomic weight for each element.

LOCS(30) Location in XS of for each element.

LOCLEV(30) Location of the ELEV—table for inelastic

discrete scattoriri:~.

[,ENPLV 30) Length of the PLEV—taL~

ETOT(500) The energy mesh,

XS(500 0)  The cross section data array.

Common FAP

XAD(25) The array of X-coordinates for the detectors.

Y A D ( 2 5 )  The array of Y—coordinates for the detectors.

ZAD(25) The array of Z—coordinates for the detectors.

ID The number of the detector being processed .

NDFAP Not used.

NDET The total number of detectors.

LSCFAP Not used

LPAFAP Not used .
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Common PUTAD

IRT(lO) Transmission region numbers. Onl y the f i r st

three are used.

IWA Not used.

Not used.

IWE Elastic recording flag. Nonzero for recording.

IWD Not used.

IWO Non—elastic recording flag. Nonzero for

recording.

OTHER(5) Not used.

5.4 .3 Description of Output

The printed output consists of four parts:

1. Title card and cross section band energy limits,

2. Geometry data,

3. Monte Carlo data,

4. Results of the Monte Carlo calculation.

These four parts are discussed below.

1. Cross Section Data

The printed lines are basically a repeat of input items 3 and S (see

section 5.3).

2. Geometry Data

The printed geometry output is simply a repeat of input item 7 (see

section 5.3) .  In addition, the storage requirements in the geometry arrays

are also given.

3. Monte Ca rlo Data

As in Geometry Data , the Monte Carlo data are a repeat of the i n~~ut

data ( it ems 8 through 30) .

111



4. Results of the Monte Carlo Calculation

The program will print for each statistical aggregate the following

tens:

History number

Number of collisions

Number of degrades

Number of Absorpt ions

N umber of ki l ls

Number of b i r ths

N umber of escapes

The elapsed real tine in seconds.

The number of transmissions and interactions recorded on tape.

Note that all cf the above items are cumulative and are printed as a

single line for each aggregate.

When all the histories have been prc n-~ -d , a ~n~~~m’ qi . r c  ~ ? - , to

m~ub~~m of ab3orptic~ns, ..~~ lastics, and transmissions will occux .

The previously discussed tallies as a function of aggregate will be

repeated as a function of region. Thus , for each region the number of

collisions, degrades, absorptions, etc., will be printed.

5.5 Tape Ut i l iza t ion

The following describes the function of each tape used in the program.

Tape numbers refer to FORTRAN logical numbers. All tapes are used in the

binary mode.

Tape 8

The processed perturbation data tape. (See Section 4.4).

The organized data tape (ODT) . The tape contains cross se’~tjon data

for  ~i f ly n n  problem.
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Tape 12

Sampling CHI— and/or ENN—tables, generated by SAMSAM . (See Section 4.4).

Tape 14

The interaction/transmission tape. All interactions and transmissions

are written on this tape for use in subsequent problems.

Tape 15

An external source tape. The tape may also be the transmission part.

of tape 14.

Tape 16

The statistical aggregate tape. The ANcAR routine uses this tape

record each completed aggregate. The edit routines then process the tape

to obtain the final flux, dose results.

Tape 17 & Tape 18

Temporary storage tapes for latents. The tapes are used by the PICK

routine.

*
.6 Error Messages

Three types of error indications are given by the SANCEP program.

Type 1 errors give an error message and cause the program to terminate.

Type 2 errors give arm error message, but do not terminate the calculation.

Type 3 errors terminate the calculation, but give no error message. Th

possible error stops and messages are discussed below.

* 
A I i  im5n ~iofl ci RANt ) messages is included for completeness .
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Type 1 Errors

1. SEEK ERROR

The error occurs in SEEK and is caused by an argument out of

range of the vector being searched. The most probable causes

are an input error in the output energy bins or the energy or

angular weight bins.

2 • OUT OF RANGE ON EBAND

The error occurs in BAND and is caused by the input cross

section energy band mesh being outside the range of the energies

on the EDT. The most probable causes are an input error or using

the wrong EDT.

3. NO MORE ELEMENT S ERROR IN BAND

The error occurs in BAND and is given when an isotope identifier

in the RAND input cannot be found on the EDT. The most probable

causes are an input error or using the wrong EDT.

4. ~~~~~ ERROR - BOTH FIRST AND LAST BIN BOtJNDARIES MUST BE

FLAGGED WITH NEGATIVE SIGNS

5~ ~~~ E RRO R — EHIGH MUST BE WITHIN ENERGY BIN S

6. ~~~~ ERROR - ECU’]’ MUST BE WITHIN ENERGY BINS

7. ~~~~~~ ERROR - ETURN MUST BE WITHIN ENERGY BINS

8. TUE NUMBER OF ENERGY BINS IS TOO BIG THE MAX IS

The error indicates too many energy output bins to fit in the

machine. The inpu t must be modified. A suggestion is to allow

another  ou tpu t  supergroup.

9. ERROR IN NUMSC

The error  occurs when a scoring region, as supplied by the r egion

~1ram ter n iut. , is bigger than the input value of NUMSC. The

1 1~ it should be c h n k d .

i i ;_ 
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10. NO ROOM FOR DATA

The error indicates that the total room occupied by the thput

is greater than the allowable maximum. The input must be

modified.

Note that errors (4) through (10) all occur in INPUTD. These errors

will allow the remainder of the input to be processed but the program will

not perform the Monte Carlo calculation.

11. ~~~~~~ ERROR — SPECTRUM NOT DEFINED BETWEEN EHIGH AND ECUT

The error occurs in SOUCAL and indicates that the energy spectruni

violated one of the following constraints:

ECUT > E T ( l )

EHIGH < ET(IFLAG)

where ET is the input energy spectrum and IFLAG is the number of

entries in the spectrum table.

12. CANNOT HA VE ANG. IMP. FOR ANISOTBOPIC SOURCE

The error occurs in SOUCAL and indicates that the special source

direction option was used in a region containing angular importance.

This condition is not a lowed .

13. ERRO R IN NOUT

T h e  error indicates that a source energy was calculated by SOUPIC

and is outside the range of the output energy mesh. Check the input.

14. BAD IRPRIM IN CARLO

An IRPR IM of zero was calculated in the Gl routine. The geometry

input and the source position data should be checked.
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15. Sl OUTSIDE BOUNDS

The error indicates that Sl, the distance to the next boundary,

as calculated by Gl, is either zero or greater than lo
ll
. The

geometry input should be checked. A more serious cause is an

error in compilation.

16. ERROR IN SP IN CARLO

“5” the distance to the next collision is greater than Si ,

the total distance through the region. The FORTRAN statements

in CARLO should be checked for a compile error.

17. ERROR IN NREG

A composition number of zero or greater than the KPHYS, the

n umber of compositions, was encountered. Check the region input.

18. ERROR IN IRPRIM

A region number, IRPRIM , was greater than the number of regions.

Check the region input.

19. ERRO R IN ISC

A scoring region number , ISC , was greater than the n umber of

scoring regions. Check the region input .

20. ERRO R IN NCDB IN CARLO

An illegal interaction digit, NCDB , has been gene rated by DR 3 ,

the in teract ion routine. The cross section data should h~

checked .
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6. PROG RAM SAMOUT

6.1 General Discussion

Program SAMOUT reads the scores for each statistical aggregate in super-

groups from the output tape (IAGG=tape 16) of the previous program, SAMCAR , and

wri tes  a f ina l cumulative statistical tape (NAGG~.tape 4 in this program) from

which all editing will  be done. Subroutine EDIT will print the normalized flux

w i t h  the percentage error for all the problems , and the d i f f e r ences  (w i t h  th e i r

percentage errors) between all or any two problems. Once the cumulative statis-

tical tape (NAGG ) is w r i t t e n, program SAMOUT can be rerun using only the NAt G

tape to edit any other problems or differences desired.

Response funct ions  ( c f .  Section 5.2.7) will be read in at the time the

IAGG tape is processed; the response functions of 1.0 are built into the program.

6.2 Description of the Flux and Percentage Error Calculation

The output of SAMCAR consists of flux integrals

F (IR , IE, IT, IA)

*
int e rated over scoring region IR , over energy bin IE, time IT, and given for

all il’, IE , IT, for each statistical aggregate IA, IA=l, NOA, where NOA=NHIST/

NSTAT. The normalization is NSTAT times the one specified by the SOUCT~L input.

SANCAR calculates the sums

NOA
S ( I R , IE , IT) = ~ F ( IR ,IE ,IT ,IA)

IA=1

NOA
SQ (IR,IE ,IT) = 

~ ( F ( I R , IE ,IT , IA ) ) 2

IA= 1

the “effective ’ volume of a point detector is unity .

1) 7  
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the relative statistical errors

1/2

o(IR,IE,IT) = 
S (I~~~ E,IT) ~~OA_l 

(sQ I~~~ EiIT) - 

(
~~I~~~E~IT))~

>

and the average fluxes

IT S( IR ,IE ,IT)
~i ( I R , IE , — 

N H I S T . V (I R ) . L E( I E ) , I Y r ( I T )

*
where v(IR) is the volume of scoring region IR, ~E(IE) and t~~(IT) are the

widths of the energy and time bins.

The relative statistical errors are multiplied by 100 and are quoted in

percent .

6.3 Description of Input Data for Program SAMOUT

Item 1 — Title Card, 80 columns of Hollerith (Format 20A4)

Item 2 — 20 Available Control Switches (Format 2012)

KSWTCH ( l )  = 0 Statistical tape NAGG has been written

= 1 statistical tape IAGG must be processed and

NAGG to be written

KSWTCH (2) = N N = number of response functions to be read.

(Response functions of unity are built in as
a default option;
N=O if this is the only response function.

If NAGG has been made on a previous run,

this switch is ignored.)

KsWTCH (3) = 0 Edit  all problems.

= 1 Omit this  edit.

KSWTCH(4) = 0 Edit all problems sunmied over time.

1 Omit this edit.

*
For a point detector , the volume is internally set to unity.
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KSWTCH(5) = 0 Edit all problems summed with response functions.

= 1 Omit this edi t.

KSW TCH(6) = 0 Edit all problems with response functions summed

over time.

= 1 Omit this edit.

KSWT CH(7) = N Number of problem differences required for this

run.

KSWTCH(8—11) = 0 or 1 Same as for KSWTCH(3—6) except here

applied to required problem differences.

KSW TCH(l5— l6)  = 0 No intermediate printout (for normal usage)

= 1 Print intermediate results

If KSW TCH(2)  = 0 or KSWT CH( 1) = 0, omit next item 3 and go to item 4

directly.

Item 3 — If KSWTCH(2)�O and KSwTCH(1) = 1 only : (Format 4E20.8)

Read prescribed list of response functions. Each new

response function should t.tart on a new card.

If KSWTCH (7)  = 0, end of input; otherwise read in item 4.

Item 4 — Prescribed list o~ problem differences (Format 2014)

e.g. if problem differences between problem 2 and 4, and

between problem 5 and 7 are required , this card will read

from columns 1—8 the following : 02040507.

End of Data,
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6.4 Tape Utilization

The following describes the function of each tape used in the program.

Tape numbers refer to Fortran logical numbers. All tapes are used in the

binary mode.

Tape 1

The IAGG tape, the statistical aggregate tape from the previous

program , SANCAR , (denoted as TAPE 16 in SANCAR).

Tape 2

A temporary storage tape while writing the NAGG tape.

Tape 3

A temporary storage tape while writing the NAGG tape.

Tape 4

The NAGG tape, the cumulative statistical tape from which all

editing will be done.
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7. PROGRAM SAMGAM : SECONDARY GAMMA PRE-PROCESSOR

7.i General Discussion

Program SAMGAM is the data processing link of the SANCEP system that

couples a primary neutron transport solution to its corresponding secondary

gamma transport solution. The data processing involves the generation or

modification of three data files required for the secondary gamma transport:

(1) an organized (i.e., “BAND FORMAT”) gamma data tape (GODT), generated from

a gamma element data tape (GEDT) produced by SAM—X; (2) a perturbation data

tape (POT), originally produced by SANIN, modified by SN’4SAM , and again modi-

f ied by SANGN4, so as to retain only concentration perturbations (the only

neutron ’ perturbations relevant to the secondary gamma tr ansport) ; (3) an

external source tape (EST) produced from a neutron interaction file (gener-

ated in the primary neutron transport) and a gamma production data tape (pro-

duced by SAM—X),

The generation of the GODT and PDT is performed by the BANDG and PREP8

routines, respectively, as described in Section 7. 3,, The EST is generated by

the SAMSOU module (i.e., set of routines governea by SAMSO U ) ,  which , being

the principal component of SAMGAX.1, is detailed in the following section. Flow

charts for the SANGAM program and the SANSOU module are given in Figures 7.1

and 7 2 , respectively.

7 2 The SANSOU Module

The purpose of this module is to generate from a neutron interaction file

(IF, output of SANCAR) and a gamma production data tape (GPDT), the external

source tape (EST) required by SANCAR for secondary gatmna transport.

Each neutron interaction represents a non-elastic event for each of up

to ten corr elated problems. The informat ion di st inguishing any one problem

from a l l  the o thers  is a weight which is the cumulative product of the weights

due to the  re levant  perturbations over the iiistory leading to the event . Tn

*.,
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accordance wi th  this , a given output problem may also be made the subject

of pe r tu rba t ions  in the gamma production data by updating the secondary

gamma ra’; w e i g h t  for  t h a t  problem for each relevant perturbation.

The data defining a neutron interaction are shown itt Table 7 1. Most

of the items are self—explanatory, bu t item number 10 may be clarified by

stating that KDLIV contains information necessary for the angle r e s el e ct  b r ,

p r o c e lu r e  and is zero if there are no detectors (see Appendix F)

As depicted in Table 7.1 , the data  d e f i n i n g  a e~ ordar : .~,&mmo t a .  . t ~ of

the sane type and are recorded on the source tape in tht same format a t L ~-

in t e r a c t i o n  data for  a neut ron  event .  The ca r t e s ian  coord inates , t is~ Y~~’ .f loo

num ber and the time of the source gamma are identical to those of the neutron

c v c nt . The direction and energy of the photon , however , are selected and th•

v a r L c e i ;  problem we igh ts  must  be updated to r e f l e c t  the per tu rba t ion  data and

.n~ ’1’ irn~ outance sampling used in selecting the photon properties.

The general flow of the SP.MSOU module is shown in Figure  7 .2 , The input

c r ~;i  ;t ~~; of the interac t ion  f i l e , the ganuna production data tape , the organized

.irnm,j ra~’ element data tape (GODT) , and card input specifying the pt rtu :bat i~

~~~~ i o I uctiofl data (if a n y ) .

I t e pu t  specif y ing  the perturbations and the detector i n f o r m a t i o n  i s

by t s u b r o u t i n e  GIN , GIN also organizes the perturbat ion and energy  ~ni-

c i~ sampling data in the MISTER-SISTER array (not to be confused with

I n t ical l y named a r r a y  in SAMCAR).

I\t t or  t c c a t  ~1 input has been read , the next task of SANSOU is t o  re—

or junizt t~~ GPDT so t h a t  only  t hose e lements  occur r ing  in the problem are

a.’ri t .d on t h ’  organized gamma production data tape (OGPDT) . This reorgani-

io n Ii; , com~ 11~.bO’d b y a call to subroutine h~~VS E C , which uti1i;’ o~. i n f o i r n i —

i n  ron tIn. ’ gamma i/ element data tape (c ;IThT )  to in’~1 ect t h e  ol mon s and

t b !  ~~~‘ , r  b~~ o t  occur rence.

1.
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The next task, accomplished through a call to subroutine ASORTT, is to

sort each statistical group of interactions on the IF so that the element order

within a group corresponds to that on the OGPDT. The output of this operat ion

is a sorted interaction tape (SIT).

The main calculational routine of this module is GAMGEN. This routine

operates on a full buffer of interactions (35) to produce the required number

of secondary g amma rays , as given on input. A buffer of 35 secondary rays is

written onto the source tape as soon as it is filled .

Two types of perturbations of gamma production data are Ilermitted:

1) perturbation of yield (mult iplicity) data for specified photons from speci-

fied elements interacting with neutrons in specified energy ranges and 2) p o r t e—

bation of angular distribution data for specified photons from sçecified elements

in collision with neutrons in specified energy ranges.

In addition to allowing for perturbation of the gamma production data ,

SAMSOU allows for the selection of the photon from an alternative yield set ,

tIiu ~ providing for energy importance sampling. The alternative yield set is

input as a quadratic function of gamma energy from which discrete relitivo yield

values are obtained for the given photon energies.

The secondary gamma ray directions which are recorded on tI. soui e t i j 0

a r seb ected to the reselection procedure, required by the bounded flux—a t—a-

point (BFAP) procedure , in GANGEN. Hence , the role of the OGPDT terminates wit h

the completion of the source tape~

7.1 Description of Routines

T h is  .s’ct .ion gives a brief description of the routines which comprise th

~.. ‘‘I ;v ~ ro;ram. The routines are presented in the order in which they ire in— 

.,-~~ .. .
~~~~~
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ROUTINE DESCRIPTION

SANGAM This is the main program. Its pr incipal  funct ion is
to direct the processing of the three data f i l e s:
GODT , PDT , and EST. It reads one input card , which
specifies whether or not the GODT is available from
a previous execution of BANDG. It also establishes
the length of blank common and initializes certain
f lag s

BANDG This subroutine is called by SAMGAM if a GODT has not
previously been prepared. It is a simplif ied version
of the BAND rou tine of program SAMSAM . The GODT is
generated in one energy band

~ 1 I [ )  This utility routine provides the calling routine
(BANDG) with  the  f l e x i b i l ity of e f fecting an unformatted
read of a complete array , whose dimension is an argu-
ment of the call. This obviates the use of an implied
loop in the FORTRAN supp lied READ u t i l ity ,  whi ch is
slower.

DSPLAY This u t i l i ty  routine accepts as arguments the f i r s t
member of a sequence in memory , and the desired number
of consecutive entries to be displayed. It then prin ts
out the specified set of entries, up to ten per line ,
with an internally computed cumulative count as an
eleventh printed integer. It automatically discrimin-
ates between fixed and floating point entries , and
uses either 112 or E12.4 format , respectively

rREP8 This routine , called by SAMGAM , modifies the PDT as
follows: every entry of the NTYP array (see Section 3.1 !
is set equal to NTYP ( l ) ,  the INBAND array (see Section 4 .
is zeroed out , and the value of KEGL~M (see Sec tier. 4
is made to correspond to the GOD’I’. The PDT is then ~
wri t ten on TAPE 8.

The governing routine for the external source 5eI~~~r a c u 1 g
module , SANSOU is called from SANGAN after the GODT bin..
been produced SAMSOU reads one card of data directly:
NSTOP , the number of precursor histor ies, NSTAT the num-
ber of such histories per statistical group , and NGAN ,
the desired number of gamma ray histories. The rest of
the card input is then read by GIN , the first subroutine
called by SANSOtJ. SAMSOU then calls the tape organizing
routines SOUSEC and ASORTT. After ASORTT has returned
the total n umber of intera ct ions on the SIT , SAMSOU cal—
cu la tes an in teger , NFACT , and a real number , SFACT 1.0,
such that the sum represents the average number of qammai ;
to be produced from each interaction. Then SANOflI rea l .
in buffers of 35 interactions from the OTT and call s
GAMOEN to process each b u f fe r  

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . . .. ..~~~..



ROUTINE DESCRIPTION

GIN This subroutine, the first called from SAI.ISOU,
reads the rest of the card input, and locate’.
data for the perturbations in the MISTER—SISTER
array , creating pointers as it reads and stoics.
The data read by GIN also includes energy im-
portance sampling parameters and detector in-
formation. The detector informat~ ’ ‘i required
is , for each detector , the position coordin-
ates, the radius of the c r i t i ca l  sp ore , the
physical region and the overlap ind .’x. After
all of the data have been read , GIN prm ~~t~ i t  o’.t

in an easily read format.

SOUSEC The third routine called by ~;T~MbuU , SOUSE(’ is
responsible for organiz ing the gamma prods
data tape. For this, S~USEC needs the  header
information from the GODT, s p e c i f ica l ly tI~
identification of elements in the problem.
SOUSEC searches the GPDT for the data for  c a n
element and writes the data on the OGPDT as
two logical records , The f i r s t  is s imp l y the
length (LENGTH) of the data record. The organi-
zation of the second , or data, record may be
found in Appendix 0 of the SAM—CE manual ,
starting with word number 3 (the first two
words are deleted for the OGPDT). The pointers
for the data are adjusted to reflect the known
starting location in the MISTER array , which is
supplied by GIN. SOUSEC leaves resident n
memory the ordered array of element ident ifiErs .
The only other output is the OGPDT.

ASORTT The func t ion  of this routine is to reorder the
interactions w i t h i n  each statistical group
according to the element involved in the i .”- ’
action. ASORTT also counts the number of i~~toi

actions on the tape (NINT ) for use in computinq
the number of gamma rays to be produced for
each interaction. The input to ASORTT is the
IF. Other required information is the ordered
ar ray of element iden t i f i ers . The output is
the sorted interaction tape SIT. 
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ROUTINE DESCRIPTION

GA,MGEN GAMGEN (IFLAG ) is the main calculational routine of this
module. This routine treats a complete buffer of 35
interactions, producing as many gamma rays per interaction
as required by input. For each gamma ray an energy (one
of a discrete set) and a direction must be select:d . The
data for these selections are read into the MISTER—SISTER
array from the OGPDT for a given element and remain there
until the interactions for that element are exhausted .

The photon energy may be selected from the true yield
data or from an alternative set, with appropriate weight-
ing. The alternative set is calculated for each event
from a user—supplied quadratic function of photon energy ,
the same for all neutron energies. Thus some energy im-
portance sampling is avai .able.

The in i t ia l  direction selection is based on the data f rom
the OGPDT and then , if detectors are present, angle re—
selection with the indicated re—weighting, is effected b’
a call to subroutine ARC.

Af te r  the energy and ang le selections are complete , GAMGL~.
examines each perturbation in turn to determine whether
it applies to this element, this photon, and this neu tron
energy. The additional weight factor is computed for each
relevant perturbation and multiplies the weight of each
output problem to which the perturbation applies.

GAMGEN wri tes  b u f f e r s  of 35 gamma rays onto the source
tape.

Other routines called by GAMGEN are DIREC , RANF , SEEK , and
ARC , which calls ARPREP. These are described elsewhere. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -.~~~~~~~. . . -~~~~~~~~ --.
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7.4 Card Input Formats

This section describes the card input required for executing the SANGAM

program. The input formats are presented in two sections, for clarity , but

are understood to represent one contiguous data record ,. The two sections deal

with generation of the GODT and the EST, in that order.

7.4.1 Input Formats for GODT Generation

Card 1: Format (2I5) (read by SANGAN )

KEGEOM Zero (or blank) if generation of GODT (“bandi . iq ’) is

required; otherwise, the value  of KEGEOM , as priat~.d

out in the previously generated GODT run .

IDBG A positive integer value will cause the GODT to be

displayed.

If KEGEOM is given as a positive integer , the remainder of the input de-

scribed in this sub—section is bypassed (i.e., procoed wi th  Section 7.4.2).

Otherwise, the following cards are read by BANDG.

C’ar c~~~~. Format (3 110)

No Arbitrary run identifier.

NCOMP Number of compositions.

NG Unity for gamma cross sections.

r each of the NCOMP compositions , the following sets of carW. are re ,.~ i

Card(s) 3: Format (IlO)

NE Number of elements for this composition.

For each of the NE elements , one card of the following form is required :

Card(s) 4: Format (2110 , E 15 6)

IT Arbitr ary counter.

ID Element identifier (ZZAAA )

~tom i c concentrat. ion given in units of (lu a t  01111. ‘ .
~~

Tb’ uiu t A~1 I li t corit irtues with the card f or m a t ; descr ii ‘ci in I I~~~~. .

I i t  t0 I

___ _  _ _  --~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘-- ~~~~~~~~~~~~~
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7 .4.2 Input Formats for Gamma Ray Source Generation

Ca rd 1: Format (4110) (read by SAMSOU)

NSTOP number of precursor neutron histories

NSTAT number of precursor histories per statistical group

NGN4 total number of gamma histories to be run ; default

(if left blank) leaves decision up to gamma product-

ion data;

NAGG number of aggregates to be used in a preliminary

computation of the multiplicative factor which w i l l

produce the desired NGAM . Default (if left blank ) is 1.

Card 2 : Format (3I5)

KK1 number of perturbations of type 1

KK2 total number of perturbations (type 1 + type 2)

Cards 3 through 8 are needed only if KK2>0.

Card 3: Format ( l 4I 5 )

Start new card for each perturbation:

IP perturbation type (1 or 2)

EPRO B number of output problems affected

JPROB(l) ordinal number of first affected problem

JPROB(NPRO B ) ordinal number of last affected problem

The rest of the cards are grouped by perturbation, For both perturbation

typo .;:

Card 4: Format (1415)

ID element iden t i f i e r

NPII number of photons affected

J P H ( l )  o rd ina l  number of f i r s t  photon

JPU (NF’Ii) ordinal numbe r of last  photon

130 
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Card 5: Format (I5 ,2El5.5)

NEP number of neutron energ ies

EHICH highest neutron energy

ELOW lowest neutron energy

Card 6: Format (5El5 .5)

(EN (I),I=l ,NEP) neutron energies for which perturbation data

are tabulated . EN (l)>EHIGH

EN (NEP)<ELOW.

For per turbations of type 1:

Card 7: Format (5E15 .5) (NEP sets)

(Y (l ,J),J l ,NPH) yields for E N ( l ) for each photon

(Y (NEP ,J),J 1 ,NPH) yields for EN(NEP) for each photon

NOTE: Start new card for each energy point.

‘or perturbations of type 2:

L u ~1 7 :  Format (1415)

(NX (I ) , I l ,NEP) number of CMI values for each energy EN(I)

Car d  i t :  L ’ o i m at . (5El5 . 5) (NEP sets)

1i. dl(l ,J),J~~1,NX(l)) CMI values for EN (l)

(CIII (NEP ,.,l ) ,.T ‘l ,NX(NEP ) Cl-Il valu ’s for EN (NEP)

N l I E :  End p o int  values (0.0 and 1.0) are not to be q i von

in  t h e  ( ‘ I l l — set  i i .

I I I

_ _ _ _  ~~~~~~~~~ ..
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Card 9: Format (3El5.5)

A Coefficients  in the quadratic formula

B for alternative y ield data: ( Y ( E 1) A E ~ + BE
1 

+ C.

C Can be used to obtain some energy weighting. For

no energy importance enter (0.0,0.0,1.0).

Card 10: Format (IS)

NDET Number of detectors.

For each of the NDET detectors :

Card 11: Format (4El5.5 ,2I 5)

XAD

YAD x , y and z coordinates for this detector.

ZAD I

CRAD radius of the critical sphere for this detector , output

of the neutron problem .

IRDET physical  reg ion of this detector , output of the neutron

problem.

lAP signal indicating either the absence (0) or the presence

(1) of overlays of the critical sphere of this detector

with that of any other detector. Also an output of the

neutron problem.

132 

- ~~~~~~~~~~~~~~~~~~~~~~~~ ..~~~~~~~ -- . - —.—- -~~~~‘-- .- . .--. - -- ,.. - —.-.~~



~

Table 7.1 The Twenty—Four Word Array Defining a Non-elastic Event
and the Equivalent Array Defining a Secondary Source

Description
W o r d ( s )  Name Non—elas t i c  Event Secor ,d .~ r~

1—3 XB Cartesian Coordin— Cartesja: c
ates of event ates of ~~arir ,,

WB Direction of pre— Direci. i a ~ ol
cursor pr imary for  Gait ta
par t ic le

7 E Energy of precursor Enci ; ‘ on.  ,
prinary part icle

8 IR Region number - Reuic~ . 0 ’

9 T Tine of event Time or n it  -

10 IDET 200000*KJJLIV Same
+SIGN (KD LIV) *IAp~~

F Ignored Ignored

1 2 NHIST Primary Particle Same
History n umber

13 W Ignored Ignored

1-I J12345 10 10

15 WT(l) Wei ght for  Problem 1 Upda ted W o n .~
for P I N .

16 W T ( 2 )  Wei ght  for Problem 2 Updated  N
f01 oh] i

. 1  WT ( lO)  Wei ght  for  Problem 10 t~p d . it ’ W~ i ; ‘

Probl em 1

l i t



7. 5 Organization of the MISTER—SISTER Array

(This array is independent of the identically named array in the SAMCAR

program) .

LOCATI ON CONTENT S REMA RKS

1 LN1 Location of NPROB for perturbation 1

KK LNKK Location of NPROB for perturbation KY

KK2 LNKK2 Location of NPROB for per turbat ion  KK2

10(2+1 LOCD Location of last output problem n umbe~ ’1
for last perturbation

KK2+2=LN1 NPROB (NP ROB for first perturbation)
10(2+3 JPROB(l)  f i r s t  output problem number for

f i r s t  perturbation

K K 2 + 2 + I  JPROB(I)  Ith output problem number for
first perturbation

KK.I+2+NPROB JPROB(NPROB) last output problem number for
f i r s t  perturbation

(Bracketed sequence repeated for each perturbation)

I.o ..’D÷l LOC1 location of f i r s t  data word for
f i r s t  perturbation

1,0( 11+ 1 LOCI location of first data word for
Ith perturbation

1. ‘ • :  ‘+KK2 LOCKK2 location of first data word for

last  pe r tu rba t ion

: ‘vl ~:+l LOCIMP location of first coefficient-.
importance f unc t ion

1.14 
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(Fol lowing sequence for each per turbat ion  in order)

1. ONT~T 1~~N CONTENTS REMA RKS

LOCI+I ID element ID for Ith p~~i t , i r b a t n .~~r .

I.OCI+2 NPH number of photons, a f t  ~. .

1.OCI+3 JPH(l) ordinal number—first jIsa :oii

CI+2+J JPH(J) ordinal nixrnbo~ ’ — . I 1

L .uCI+ ~~+N Pl l  JPH(NPH) ordinal number—1a~ t p ;’~ . l ’ : r I

I , lI ’T -~N P l l + 3  NEP number of energies in non 1. 1 1

L0(.’~~4NPH+4 EHIGH high energy l imi t

- [ + N P I I + 5  ELOW low energy l imi t

I,OC I +NPH +6 - - — —  blank

1,OC I +NPH+7 EN (l)  f i r s t  energy , neutron table

I eCifNi’li+b+J EN(J) Jth energy, neutron table

- , HNI’H+6+NEP EN(NEP) last energy, neu tron c a b l e

N l ’I’E: the sequences for the two types of perturbation diver’ie here .
01 LOCIP-~LOCI+NPH+6+NEP .

I at’ ‘l’ y j . ’ 1:

i .(X ’IP+ l Y ( l , l)  y ield for photon J P H ( l )  at i~:t~~. ! ’

I ,C)( ’] IuII’I1 1 (1 , NP N y ie ld  for  photon JPLI (NIH) at t~

cii ’ 11’ ‘ . ‘ Y (NFl’ , i ) yield for ~- 1 015111 .‘TPH ( 1 )  a t  I - N

‘‘I l l ’ ;  N H ;  1) ~NI 1 I Y(NEP ,NPH) yield for t h at  lii .JPH(NIT’ at t i ’~

1 - a ’ ,
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For type 2 :

l OCAT I ON CONTENTS REMA RKS

LOCIP+l NX(l) number of Cl-lI values at EN(l)

LOCIP+NEP N X ( N E P ) number of CMI values at EN ( NEP )

LOCIP+NEP+l CHI(l ,l) CHI—l at energy EN(lO)

LOCIP+NEP+NX(l) CHI(l ,NX(l)) CHI—NX(l) at energy EN(1)

NEP—l
LOCIP÷NEP+ 1 NX (J)+1 CHI (NEP , l)  CHI —l  at energy EN ( N E P )

J=l

NEP
LOCIP +NEP+ Y~ NX (J) CHI (NEP ,NX (N E P ) )  CHI—NX (NEP ) at EN (NEP )

J= 1

~.CC IMP A coefficient o~ square of N ot  01

energy

LOCIM : f i  B coe f f i c i ent ,~ ‘~~ , .t~ ’ r - ~~~~~~

N ’ ‘ 1 ’ T MP *, =LOCEL C constant

- .:o , - ~C ;re used to compute alternate yield data (relative yie ’~l.;).

ID element i den t i f ier - s t a r t
gamma production data

I ‘ i .  
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7.6 Tape Utilization

The following describes the function of each tape used in the ~~t n a .

Tape n umbers r e f e r  to FORTRAN logical numbers. All  tapes are used t N ’

binary mode.

Tape 8

This is the perturbation data tape (PDT) , generated by SAMIN , N c ’  mON .

fied by SAMSAM and by SAMGAM (retaining only concentration perturha - -

if any).

Tape 10

This is the organized data tape for gammas (GODT ) generated by S?-.J’t c

Tap II

This is the gamma element data tape (GEDT ) generated by SPN-X , from

which the GODT is generated.

Tape 12

This  is the gamma production data tape (GPDT ) generated by SN.1—X.

Tape 14

This is the neutron interaction file (IF) generated in the primary

neutron run by SAMCAR

Tape 15

This is the external source tape (EST) produced by SAMGAM .

I 37
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APPENDIX A

THE COMBINATORIAL GEOMETRY TECHNIQUE FOR THE DESCRIPTION

AND COMPUTER PROCESSING OF COMPLEX THREE-DIMENSIONAL OBJECTS

A. 1 Introduction

Combinatorial Geometry is essentially a technique for representinq , in

a computer , a mathematical model of a three—dimensional geometric confi.~-ur ,i-

t ion . Once in the computer, the configuration can be ana lyzed in nail ’:

ent ways by ray—tracing techniques. For example , quantit il’ such a: vc ur

surf ace areas , objec t boundaries,  line of sight di - tances , ot~~ . n i , ’  1’ ,. , n . : i

determined . Regardless of the application , however , the basic con coj. t~ . on~-

ployed are the same. A discussion of these concepts can logically be h io k

down into two topics. That is , geometry description and ray-tracing , whi ch

are discussed separately below.

A.2 Desc r iption of the Combinatorial Geometry Technique

In orde r to pe r form computer studies concerning a complex three-diner;--

sional object one must first be able to prepare a mathematical model of t Ic ,-

Obj e t  and its environment. The combinatorial geometry techni que has b~’.

developed to permit a model to be produced which is both accurate and s u n  t.d -

for a ray -tracing analysis program . The latter feature is important s i n - ’

nuc lea r  rad ia t ion  ana ly s i s  by Monte Carlo involves the tracing of ray’ - thr ust .

geometrical models

In effect the geometric description subdivides the problem pace into

tin - N ’ ’ r ;’Jion ;. This is achieved through t he use of ten c;p~’c i  f i O’nmn t I ic

bod j cc (cI’ac ’,l ‘~i i rfai’,’ ; ) and t c 5 ’ orderly identification of the comhinc,it n °n  of

t Im - a’ l ,~i , l j~~s I n )  d ’fjne a no t ion (space volume). The bodies which will 1 ’

d i ’; ~~ i i ; a ’i l  I t i t t l i ,  r i n  I N I ’ t c ’ I ’  P m n ’ p i r , i t  n o n  N e t  ion ?‘~.2 2) ar ’  is f o i l s . :

i t ’ ’
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1. Rectangular Parallelepiped (RPP)

2. Box

3. Sphere

4. Right Circular Cylinder

5. Right Elliptical Cylinder

6. Truncated Right Angle Cone

7. Ellipsoid of Revolution

8. R ight Angle Wedge

‘9 . Arbi t rary  Convex Polyhedron of four , f ive or six

sides (each side having three or four vertices)

10. Truncated Elliptical Cone

Except for the RPP ’s, all bodies may be arbitrarily oriented with respect

to the x , y, z coordinate axes used to determine the space. It should be

noted that the sides of an RPP must be parallel to the coordinate axes.

A .2 . l  Region Description Technique

The basic technique for the description of the geometry consistc cf ~~ . -

f .nCri q the location and shape of the various physical regions (wail , ~‘qu

men t, etc.) in terms of the intersections and unions et th€ vol l i E s . 0 .

in a s i t  of simple bodies. A special operator notation ii” Ivinig the sy~

t.~~ j ,  ( — ) ,  and (OR) is used to describe the intersections and unions. Thes

symbols are used by the program to construct tables used in the ray—tr acic

portion of the problem.

If a body appears in a region description with a (+) operator , i t means

tli ,i t t b ’  region being d;~’~crib ,’I is wholly contained in the body.

If a body appears in a rn’qion description with a (—)  operator , it means

‘ b i t t  t In ,’ n ’ ’q io ni being described is wholly outside the body.

1 C) .
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The (OR) operator is used to form regions as unions of subregions ,

where each subregion is defined in terms of one or more bodies , using ~~)

or ( — )  as described above. Then a point is in the region if it is in any

subregion.

The technique of describing a physical region is best i l lus t ra ted  by

an example. Consider an object composed of a sphere into which is insert -

a cylinder. This is shown in cross section in Figure A .2.1(a).

To describe the object, we take a spherical body penetrated by a cyIi

drical body (Figure A,2.1(b)). Each body is numbered. Consider th~ sj..’ho

as body No. 1 and cylinder as body No. 2. If the materials in the sh ie

an -nd cylinder are the same, then they can be considered as one physical rection ’ .

say region 100 (Fi gure A.2 .l(c)).

The description of region 100 would be

100 = (OR 1) (OR 2).

This means that a point is in region 100 if it is either inside body 1 or

in side body 2.

If different materials are used in the sphere and cylinder , then t N’

~~
‘
~~ ‘r” with a cylindrical hole in it would be given a different reqion nur t - .

( l a y ‘00) from tha t of the cylinder (300).
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(a) (b)

Q
gT

l

(c) (d)

100 

~~~~~~~~~~~~~~~~~ IIII::~~

ic — 1

LJ~~~~~~
2

(e)

Figure A .,2.l — Regions Produced by Intersections and
Unions of Sphere and Cylinder
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The description of region 200 would be (Fi gur e A.2.1(d))

200 = (+1) (—2).

This means that points in region 200 are all those points inside body 1 wlcn cl

are not inside body 2.

The description of region 300 is simple (Figure A .2.l ( e ) )

300 = ( + 2 )

That is , all points in region 300 lie inside body 2.

Th is technique , of course, can be applied to combinations c f nor

two bodies and such region descriptions could conceivably ‘on ta~ r. a lon g St

of (+ ) ,  ( —)  and (OR) operators. The important thing to l’i’neml’ c-r is t n , ~~ a

spatial point in the geometry must be located in one and only one r e l i C !. .  Fu ~~’,~

examples are given in Section A .2.2.2.

The user of the program will specify the geometry by establishing tw t3 ~ -

The first table will describe the type and location of the set of bodies u~ o :

in t i l e geometrical description. The second table will identify the physicat

reqioni in terms of these bodies. The computer program processes these t ”iti ’-c

t;s ~t. the data in the form required for ray tracing . All of the space m a t  I

d n v i d , ’ii i n to regions , and once again, no point may be in more than else r .

I n j  t n t  Preparation

A. 2.2.1 Dc,;cril”tion of Input Parameters

The inf ormation required to specify each type of body is as follows .

I ‘~ 3

~
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1. Rectangular Parallelepiped (RPP)

These bodies are used for gross subdivisions of the

geonetry and must have bounding surfaces parallel to the

coordinate axes. Specify the maximum and minimum values

of the x , y, and z coordinates which bound the parallelepiped.

, 2

X m~ .i 
-- _~.,L 
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2. Box (BOX)

Specify the vertex V at one of the corners by giving its

(x , y , z) coordinates. Specif y a set of three mutua l ly

perpendicular  vectors, H .,  representing the he ight , w i d t h ,

and length of the box, respectively. That is, the x ,y,

and z components of the heiqht , width , and length vectors

are given.

H3
— 
—

II

3. Sphere ( S I ’ I I )

Specify t i m , ’ v e r tex  V a t  the c e n t e r  and the sc a lar , k ,

d e m t o t  i nq t I i . ’  radius.

i -p-i

____________________ 
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4. Right Circular  Cyl inder  (RCC )

Specif y the vertex V at the center of one base, a height

vector, H, expressed in terms of its x, y, and z components,

and a scalar, R, denoting the base radius.

A

— ii,,, H~,

~ 

R

5. R igh t  E l l iptical Cyli nder (REC)

Specif y coordinates of the center of the base ellipse ,

a height vector , and two vectors in the plane of the

base defining the semi—major and semi-minor axes, respect—

ivel y.

_ _ _ _ _ __ _ _
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o. Truncated Right Angle Cone (TRC)

Specify a vertex V at the center of the lower base , the

height vector , H, expressed in term s of its x, y, z com-

ponents, and two scalars, R1 
and H

2
, denoting the radii

of the lower and upper bases.

/~~~~~~~~~~

7. El l ij aid (ELL)

Specif,’ two vertices , V ., denoting the coordinates of the

foci and scalar , R, denoting the length of the major i N n ’ .

1 . 7

I.-



Right Angle Wedge (RAW)

Same input as for the boxec. However , H 1 
and H

2 
describe

the two legs of the right t r iangle of the wedge.

Arbitr~~~~ Polyhedron (ARE )

Assign an ordinal number (1 to 8) to each vertex. For each

ver tex , give the x ,y , z coordinates. For each side of the f i g u r e

list the ordinal vertex numbers. The vertices and side descrip-

t ions may be given in any order. An example is civen  l a te r .

_ _ _ _ _ _ _  V
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10. Truncated Elliptical Cone (TEC)

Specif y the coordinates of the vertex V at the center

of the larger e l l ipse;  the x ,y ,  and z components of

height vector H; the components of normal vector, N,

directed inward at V; the components of direction vector ,

A , along major axis; the semi—major and semi—minor axes

of larger ellipse, R
1 

and R
2, respectively; the ratio , P,

of the larger to the smaller ellipse axis. Note that

direction vectors N and A are normalized intern~~~~ (af tar

input printout ).

- 
r 1

:1

\
~~~~~~~~~~~~~~~ ,

/
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R
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A .2.2.2 Examples of Region Descriptions

Some representative geometries and their input descriptions are shown

below.

Example 1 — Two Spheres Within an RPP (See Figure 2.2)

The body input table is shown below.

TABLE I - BODY INPUT DESCRIPTI ON

Type of Da ta Required

1 List the six bounding coordinate values

( X . , x , Y , , Y , Z , , Z
mini max mini max mm max

2 List the vertex and radius of sphere 2

3 List the vertex and radius of spher e 3

j oe possible region input table is shown belay .

TABLE II — REGION DESCRIPTIoN

ion Input

100 (+1) (—2) (—3) (Region 100 is composed of all poi nts

in terior to RPP No. 1 and exterior to spheres 2 and 3)

2)0 (+3) ( — 2 )  (Region 200 is composed of all points in t ’ ’r i . i

to sphere 3 and exterior to sphere 2)

‘30)) (+2) (+3) (Region 300 is composed of all pol ls ~‘ b , i ’ b - a

in sphere 2 and are also in sphere 3)

(+2) (—3) (Region 400 is composed of all points ~ t ’ ’ r m r

to iphero 2 and exterior to pI i”r ’ 3)

(OR 2) (OR 3) (If desi r”d , one r’qion , ‘L  - ‘) , i~ f

regions 2 0 , tOO , , niid .;c (” can defined a’ reqman “00)

‘‘ii 
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200 

aphere 3

Sphere 2

N i  ri ’ T’.2 2 — I ’  - n n u n n ,  I ro ni i - ,’ i by T n t  ‘‘r e t n ’ - . ,-
t n i ens ‘ -  I Two ‘lieres
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Div ided m i t  o Two Regions by a Box and wi th a

at One End (See’ Figure A .2.3)

TABLE I - BODY iN PUT DESCRIPTION

Tyje of D t t a _~~~~~~~ ed

List the six bounding coordinates of th~- RPP

2 i ,j ~~t t h e  v e r t , x , r ad ius , and hei ght vector of

cy l i n d e r

3 List c ’ n - .t ’r and radius of sphere

Li - ‘ ‘oo, ~li nates of one corner  an a l  ‘ ‘ornpon.’nn t s

of thi ~~~~‘, ‘ ‘ ‘t  or representing sides of box.

The n’” m i on i n p u t  is as follows .

TABLE II - REGION DESCRIPTION

Reg ion Input

100 (+1) (—2) (—3) (All points interior to the RPP and

ex te r io r  to the cylinder and sphere. Note that

region 100 includes all of the space contained inside

body 4, except that portion inside cylinder 2. This

‘ iI ’CCe  can be assigned a special region number , if

i i ’ ; i r e d . If , as in this example , it is not desi red ,

it  is not  necessary).

( + 2 )  ( — 4 )  (Al l  points in ter ior  to the cy l inde r , and

outside the box).

(+3) (—2) (All points interior to the sphere and

external to the cylinder).

(+2) (+4) (All points interior to the cylinder and

al so i n i ’ ; ) . i , ’  t h e  box).

L 
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- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Sphere 3 ~ I t t

Cy l inder  

Box -~

i - i  n it-c A. 2. 3 — Req i o n s Nrc’s h n c e d  by Interscc t i ens and Urn o sic
of N I’Iier c ’ , t ’ir cul ,tn ‘yl in der , arid Box 

~~-‘-‘——----. - . -  ~~~~~~~~‘
. -- - - -‘- — - -  - . - ._ _ _ _ _



I’- -

Example 3 - Multiple Region Capability — Cyhnder Containing

Two Spheres, All Inside an RPP (Sec Figure A .2.4)

TABLE I - BODY INPUT DESCRIPTION

Type of Data Required

1 List RPP data

2 List cylinder input

3 List sphere input

4 List sphere input

TABLE II - REGION DESCRIPTION

Region Input

100 (+1) (—2)

2N1 (OR 3) (OR 4) (All points interior to 3 or 4)

300 (+2) (-3) (—4) (All points in the cylinder but

not in the spheres).

I ‘ ‘4

_ _  _ _ _ _ _ _ _



100 ‘~~ hPP I
Sphere 3
\~~~~~~~~~~~~~~~~~~

,_
300 Cylinder 2

Sphe~~~~~~~~

Fi gure A.2 ‘1 — i., x ir n p l c  of Physical Region Produced f i n

t i n ’ , n ’ , , t .  ‘ 1  Regions Us ing  “OR ” to St ,cm ‘ I t

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ :I I

’

:. I .~~.., ._ _  -



A 2 .2 — 3 Card Input Formats

The fol lowing punched cards are needed to describe the geometry and must

appear in the order in which they are described below.

1. Body Cards

The computer assigns to each body an ordinal number which depends on the

order in which  the body cards are read in. Therefore , it is most 1np:’~ t, n .t that

tdne card sequence match the numbering sequence used in the region d c - s c r j ~ tions .

Note that no gaps may be lef t in the body numbering sequence.

Ten . Jittere n t body types may be employed . The standard format t n

is is follows :

- c i ’  Input

Jilank

Three—letter body identifier

Blank

Four characters  or a rb i t ra ry  integer data

Divided into six flo ,t i n q  pa)  i i i  ~~i elds at it

columns each. Body d i m c r . ~ i o ,~ g ’ v  , ‘
~~-~‘ ~~ .

‘I . . ‘.1 ,i -scri.b. the input required for h P~~ ’- . T~ ,s - it c’s V .

- 0 tH’cl in Section A.2.2.

i i i  the  last card of the body data must be E,~ ~. - .ni ii ,’ .. ~

i h i s  i - i  the signa l that all body da ta have been tri .’~~i e’d .

I ‘~i



I.— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ —— -~~ - - - . -‘~~~~--- .

‘Z’a
~~ C)

1 N (N N iN IN c-i N (N IN (N N N Lii Lii Lii Lii rn rn O

14 ti-i 4-1 tI-i 4-i il-i ti-i te 4-4 ti~i Li~i 51 ti-i 4-i 4-i 4-i ‘i-i ~~ ~~, ~~
,

0 0  0 0  0 0  0 0  0 0  0 0 0 0 0  0 0 0
,0’O
0 ~-i —~ ‘—I N -I ,-l iN ,-4 N — N (N ,—i (N N ~5 ~-t N c-i

0
N x

0 5 5  N N S N  N N N N

0 ~—l (fl N N (N iN N ~—4 c-’( ‘-i 0 01 N I .

N ~~~~ I ~~~~l =~~~ H I  ~~~ t ~~~Z H >> >  , 0 i

11

01 
cc

a
> - >  : -  H >,>, > H > - H

N ~~ c’ cc ci >, —i m iN’ a~ 1’ >‘

H - ‘ I ~~~~I rC aI H I  ~~~~I X~~~ H > > >  0 0 1 < 1
- --I

01 
C
—4

~ C -
~u- t i) x 0

0 1  cc x x  x x X x  X X X X ‘i-i

N 0—’ 0 .—~~~°) X N  N X r—~~~~’i N 0~~~~~m x x
< C ) _

~ >~ ~~~01 ~~~ I X 0~ H I  01 1 ~~~01 > > > ~~ 
QI 0 1 .~~~I

1) 0

U 
Z

Ca

a - c
o c c t  ~-‘ N N N N N N N N  U)

0 U --‘ N (N N N N ~-l ~-( N N N ~-l (‘1 Lii N ~~~ N N

~ m :- >~~ H > i  >~~~ H i  H I  > n  H > > >
Ci

:



Note: Each of the six faces of an ARE are described by a four—digit n umber

giving the number of the four vertex points  at the corners. The order of

s).cccification of the ~~u r poIn t s  is completel y arbitrary. The Point specif i-

cation format is 6(ElO.3) starting in Column 11. An example is shown below.

1 2 3 4 5  6

I ‘S , 1653. 3548. 4278. 1762. 1243. S67 8.

F ic u r  ‘~.2.’ - Examp le of A r b i t r a ry  Pol yhedron

a I F ’  n t,sriber of f aoos is less than six , the rer. a i r i  in F’ ,~ ci r

I , ro , m c i  must appear at the end of the list.

as three vertices, the omi tted pOsitNo., nay - ~: t , .

~ the other vertices.

I u~ - r t  m~~ .S must always be supplied. Those t : t ~~L ~~~ . ir in

- - i n c  ‘n n i o r e d .

1541



2. Region Cards

Each region must be numbered and described by a logical combination of

the bodies which make up that region. Use as many cards as necc’sssr -~’ to ~ -

scribe each region and begin each region on a new card . The input format,

described below , is (2x , A3 , Sx ,9 (A2, 15 ) ) .

Columns Inpu t

1—2 Blank

3-5 Arbitrary hollerith data

N—ic) Blank

11—7 3 Divided into nine fields , of 7 columns each. The

first two columns of each field are reserved t i n

the OR operator. The third column is for the N

or ( — )  operator. The last four columns are for tIc

body number.

tH e  as many cards of the above type as needed to complete a reqiorl

,I ’c,a r’ i c tion , but leave Columns 1—10 blank on all continuation car ts

The last reg ion description cur d  nust be followed by a card , ‘ C ( I i t , t l ’  I q

in Columns 3, 4, and 5. This informs the code that all neqions have h a t - c c  , - ‘

P si

I ’
, , 

- - -. -

~~~~

-- --

~~~~~~~~~~

- -

~~~~~~~~~~



APPENDIX B

ORGANIZATION OF THE MASTER—ASTER ARRAY

The first part of the MASTER—array contains the unperturbed cross s€-c-

tion data in the same format as the output of SAM—X (processor of Et-thi ,‘E -ar~~ss

section data), the details of which are referred to in a separate report o:

processor SAM— X’. The remainder of the MASTER—array is described below .

The capi ta l ized  name in each box re fe rs  to a “pointer ’. Thc’se ‘pa:

~rt ’ used to locate sections of data with a minimum ol calculation .

Contents Comments

LSCORE
(1) Flux scores

t’h~ scores are accumulated and ct ‘ is- i
for  each 

by CARI~ arid FLUP . The scure~ arestatistical
stored as a function of ener c i - ,’ a r i d

aggregate  
‘ ‘ 

-

scoring region.

LREGT
(2) Region—depen— This c a t I o n  if t O m ’  array ‘ ‘ I lls

de n t parameters region-dt-p~ nmdenct t ax am’ ti i ‘i n ‘i two

__________ 
cun ~ -citer words m r  I (‘ii i O il . 1:, . a ct  -

data ,lre -Fi scu ,- ‘c, ’d in the ~
‘
~ 1i I- se • ca

TO iL ‘ of  t hi s r m a p ort . T I . - dae ,1 t i c  ( ‘ a :

1 3) Nunci ~ a 01 and , t or  ed by I NPUTD .
coll isions

~ ‘ 
r reg ion

J e t

~~~~~~~ ~~~~~~~~~ b~~~~~~~~~~~ .N()T ~
‘I b- -SD

‘ , , , ~~~~~~~~~~ •-  -~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ 1’



Contents Comments

LBIRTH
(4) ‘ The number of

births per region

LDEATH
(5)  I The number of

deaths per region

LESCAP
(6) ~

‘ The n umber of
escapes per
region

LNDE G
The n umber of
d m ’ c t r ades per

1 -1- 01)

LNABS
The number of
absorj~tions tier
req o,t

I ‘r t i m  (3) through (8) the starting locet,ioos are CC ’riN : c ;
ri 0 counta ar accumulated in CARLO and are printed ly ThLLY.

(“I  Rm’q io ii weights j The actual region weights to be use l

- ________________ 
for region importance. The w~~i~~h t c ’
are read in by INPU’rD.

LREW
(I t ’  Re-~ i sc i energy The energy weight  sets for importao

I s c - L q i i t  sets samp ling . This section ex i st s  i f
__________ 

energy import.~nce is used in the p n .
lem. The data are read in i’y INPUTI . 

— - ~~~~~~ 



Contents Comments

, LAIM The aiming angles for angular imp°rtac a

(11) - Aiming Angles Three words per angle denoting direction
- • cosines are stored. The data are read by

- INPUTD. The array exists only if angula r

LAWS 
‘ 

importance is used.
(12) Region angular

weight sets The angular weight sets for angular impor-
tance. The array exists only if arag’,Ciuc
importance is used. The data are read ~ ‘

KSOUR INPUTD.

(13) Source da ta
The energy, position , and J ir  aT ion da ta  t~ -

-

the source distr ibu t ion. The data a t ’  re -a~,
LLAST in by SOUCAL .

(14) Latent storage
for supergroups I This section uses up all availaai~ roots i- -,

_____________________ 
the MASTER—array. Superqrou~I iuT~ -r , ’ ar
stored here. Tapes will be used for lat :
storage if the available room is irisuffici :.

E m ,

,‘,‘- nr,,.—’ -c’~—’(r -’-- - - - ’ -- - , w —  —



APPENDIX C

ORGANIZATION OF THE MISTER-SISTER ARRAY

The following sections describe the organization and contents of t ice
MISTER—SISTER array in which all the perturbation data and necessary intci ’ra’-

ation ab~ut them reside,

C,l — Storage Description for Problem Descri2tion

Contents Comments

p~~~~~~OC (I~ =l) LOC ’s are location poin ters w h i ch
give the location which coataicis.

- - — — - LOC (IP=-2) the number of probl ems (NPROP)
- a f f ected by a specif ic  t’ c~n ’ti 1ri,a t lot

_______  
(IP).

- 
— - LOC (IP=NPER)

LOCLIP

‘
~~~~~~ NPROB

for IP=1 NPER = NTYP(l0) = total number of
_________________- perturbations

Problem #

Problem # NPROB words

Problem #

‘
~ NPROB

for IP=2

NPROB

for IP=NPER

i’ rshlem 4

- Prohl ’m 1 LOCLIP = last address , ‘ t  n - cl I c ’r’i 
- - - - - - - - - ‘ descri j - t  in n

1 ’ 5

r~ia~~~Lil.G ~~~~~~ bLAI~~~fl(T ~‘II4- ,i~I) 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-
~~~~ 

- --“- - ‘ - -4



~~~~~

-. -- -

~~~

--

~~~~~~~~~~~~~~~~~~~~~~~~

- -

~~~

— Storage Description of Individual  Perturbation Tyj c

(All notations refer to text of Section 3.2)

Contents Comments

LOCIP LOCIP’s arc - lu -at ion a - ‘

which give the Iccaci - :,
for IP=l pert’arbatt ~-: data i f  a sF’ei i f  c ’

___________________ 
perturbation (IP) beqin.

LOC I P

fo r IP=2

LOCIP

for IP=NPER — 
-

LOCLIP+ BLANK
1
,
1 ~, t- . 

—— ____________________ 
Foll owi ng loca t ion (LO(’I, F’*r tj - i  i t
is the actua l p e r t u rb a t i  h c t
classified by perturbation t- 1

TYPE 1 — Composicion (Present if 0

L O l l  - f l U ;  Comn - nts

i L x r - + i 

- — -  - —

~~~

+~ b ~~~~~ -

EN

+3 EL these repeat NTYP(l)—l times
if NTYP(l)-l .

C l

I /

1 m m ,

— 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ Ju~J i ~~~jnpuu 
- 

— ~~~~~~
--



-—----—“- -‘-~
‘-- ‘- ------ -—-— ‘-- ‘ -“-------— - .-- -------- ----  

- - --- ---

.-. 
-- -‘--- — 

- --- -- —

~~~~

- - -

~~~

-----

rv i i; 2 - Wh o l e  Element  Pert~~rbation

Con t e n t s  c o m m a , ’

LOC (LOCELM) LOC(L CEL/)=locatC0l.
—I in ,PA :’TEt ’  — i n

LOC (LOCELP) LOCELM~ iocatior . wo re the- Ccqt ’r--
______________________ turbed data of in , el ,’xci’ n~’. F:m’u ir,

in MASTER-array .
+ 2 EH

*3 EL

I - -i LOSAt- 1 f cx  15 ’ (Li CELl F - l i -- s i  ion ot U c ’ELF

CHI ‘-table 
in MASTER—an r~a~’ .

-
‘ 

- , LOCELP ’location wher ’ the J , 1 -  i s a ;  ‘ u
+ - LLSA element data begin in  ~-iZ t - ,

for ENN—table (Only exists for perturbation t v~ I ’ )  -

Other perturba— ‘LOSAM = location of samj’lil: ; t~~i l  .

tions of TYPE 2

r c ’t a a t  the above

layou t

TYPE 3, 4 and S — ‘lat,ml , Scattering or Inelastic Scattering
Cross : ectjori Perturbation

C ont e nt s  Comments

l O Ch  + 1  LOC (LOCh-Ill )

* 1 i NEP 

+ 2  r : i i

+ 3  EL

I~M0LT 
- 

l~ t i~O’I is sig n i f i ca nt onl y i t
_______________  - N i l ’ - t+i ’t i’ +S t o  W C I i ’ 4  m O l t

LOCPS
__________ 

ex i s t  only if NEP~~2

_

1_
3 

~~~—‘~~~ -- - “~~~~~~~~—---- ‘---- —‘-~~~~~~~~~



—~~--— ~~---- - -- -~~~~~-—
-- - - -

~~~
-- — —- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

‘r H-h 3 , 4 and S — continued

Contents Comments

a (E
1
) Cross S e - Ct  i i O i  data at given e;;ero :‘ -

(E
2

)

i,i (E
NEP

)

Other perturbations
of TYPE 3 repeat the
above layou t

Data for j o rt  u t  li i—

tions of TYPE 4

Data for perturba-
tions of TYPE 5

‘t’H4 t’~ m -, — Angular Distribution of Elastic Scattering

Contents Comments

; ; 4 1- l i i i) LOC (LOCELM)

+1 LOCNE

+2 ELI

EL

LOSAN

I _
N I

11 LOCNE~~~~C11 + - 4O0

- !  
I DEAN E

I) LOCh - • O c ~~~3

1 ,~ m i  :K 
- - 

,~ )I tI
N t -t AX I t: 

•— —‘- -‘ ---
‘-
- --- --



TYPE 6 — i ’ijfl tinic’d

i t

i , s ’Ni ’ :K+O LOCNEK , ‘ - I ‘Nl-tt~-1XI,I’ ’

-~~ 

~-~MAXEY we -cd ,-

I ii ’Lh + ‘ -  N I
1

it

at

I i ”  ‘1,0 *0 ‘ 1 at

a t  K
1

‘ a t E
2

l,OCEK
3
+() ‘2 

at EN EK

4 - i
N l lAxi :K

Nt -t AX I  I —
at

N I h  K
NM ; x1 ’o— l

m l  - - a t  0
N i-tAXI- I’, I

a t  I , , - -N c  I.
t i-tA >: ;~~

‘

1 1 , -n ‘rUin l i t  I IL ot I’f J ‘ ‘

t~~~ j ’  - ‘ I t  I 1 1 ’  d l  “(‘ I , ’ ’  - - i t  

- - -—- - -  — ‘ - - - -
~~~~ --~~~~~—‘~~‘—~~ - -



-.---— ----. ---— - —-—- — ---- — — - —— - 
-

~~~~~

TYPE 7 — En ergy Dis t r ibution in Inelastic Cont inuum Scat ter ing

Contents Comments

L, ,CIP4O LOC(LOC i-;LM)

+1 NMXENN

+ 2 EH

+3 EL

1~~ 
--

LOSAM

E
2

.0 E
NES LLEN=IDCIP+~~ Nt .-

LOCEN
1

LOCEN 2

NMXENN word s

LOCNEP=LLEN+ NMXENN

1 +  ‘Nt - IF -’ L(’KI EN
NMXE NN

1

NEP

________ 
NMXE NN words

N i l

I ’--

1 ‘ icc  

----_“-‘ =--- --- -‘- -~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - - - - -4



‘— . .  —---- - -‘ -~~ -- - —---- -- -- - - - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

-—

~~~~

--- --- ------

TYPE 7 - cont inued
Contents Comment ;-

ENN 1 at E
1

ENN
1 

at

ENN
1 

at E
NE P

ENN ,, at E 1

KIlN at K
2 NEP ,

ENN
NMXE~~ 

at E
1

ENN
NI’~ YNN

at E
NEP 

INMXENN

Other perturbations of
TYPE 7 r~’jieat the above
layout

TYPE 8 — Cr os : Section for Inelastic Level Excitation

Contents Comments

Lt)C ( LOC E LM )

-I- I NES

+ 2

4 3 ‘ hI

1-4 L1 ’VM IN

+5 I EVMA X

t,iX’t-I It 0 > 0  - I A  ic ‘ i

K 1

I 7 1

L _  
_



TYI’E B - con tinued

Contents  ( o i n t m e n t s

- ‘i- ilL t i lL

~ ~~~~~~~~~~~ 
T , I ; ’ ,’r-t t o

MIL
LE

tIlL LEV=LEVt’lINs-ILI t - ’V M I N +  I L
- — IL = 1, 2 , . ,

I - I l l .

NEL
LEWIN

0
L1 V 0 {N a t  K

1 M IL =0 if NEL LEV=O

LEVMIN at E
2

I I EVNIN

i t  E
NEL

LETM IN

I t t _ i ,I i-V II- V

at

LEV a t  E 2

F 1

I c-b ’! it  I-:
l I t I l- by 

~~~~~- -~~--—-—--‘-‘- .- - ‘ ‘



- ---~ _ - - --- -- - -

~~~~~~~~

, -

~~~~~~~~~~~~

------ I

TYPE 8 — continued
Contents Comments

NEL
LEVMAX

~ LEVMA X 
at E

1

C at E
2

It
LEVMAX

at E
lIEL

Other perturbations
of TYPE 8 repeat the
above l ayou t

TYPE ‘ 4  - ~\ngula r  D i s t ri b u t i o n  of Discr ’te Inelastic Scattm - r inq

Contents Comments

t,LICIP+O LOC(LOCELM)

+1 N1’,N;

+2 EH

+ 3 EL

+ 4  I,I \lt III

+5

1 -

F:

t i  , 
‘

‘ ‘ b I ’ - ’ i t I ’ : +

_  -

~~~~~~~~~~

_  _ _  _ _ _ _



3 — ‘a n t  i

Contents Comments

1 1 c m  ‘4c [ , , ’- 1 , 1~~’ M l l LL , t i I ,~*IL 
I E’; —’LF V M I N ” - I L

— IL= 1,2,... (LEVMAX—LFVMIN)

MI L
LEn/MAX

- - l r , i _ ’ ,i’ lI’i ‘“‘ I OVM IN

N i- Il  f i n  K 1
L( ” i t b i b  f i n - K .,

‘Ni- tN

I c r I
°LI-AM IN

Nt’IU It

“‘-1
~ l 

- t’ i-IL’
1

—l.O

I -
2

- I t’l l
2

NMU words at

l i -U i = 1 0JMU l I M U

l’P - IP ”d’Fi at  1i — 1 0

I t ’ 1t , . . . + 1 .4 1

b ’.:’’ at

- 

N M V  words 

—~~~~~~~~~~~~ -~~~~~~~~~~~~~ -— --- - - —‘ - .~~~ -~~ ---



p. —- -- - - —— ~~~~~~~~~~~~~ 
- -‘-- .-!‘---- _ —

~
-_

~~~
- - — ----- “-‘— — - _ - ‘  -‘-- - --- — - —.--- — ----- ------ -—-- ----,--— -‘

TYPE 9 — cont inued

Contents Comments

/

PP at ; = — l , 0

NMU words at E ,

PP at ~i= +l.0~~~~~~~~~~

NMU at E
NES

p
1 
at

~NMU 
at E

NES

PP at J=—l ,,O

PP at t=+l .O

MILLEVMIN 1 NEL : 1

LOCNMU for K
1

LOCNMU fo r  0 ,,

_ _ _ _ _

I OCNMU for

t
I t h E  

bytE I N 1

NMU a t

p a t E1 1

t 11  l -~
- 

:0_ IN

( ‘ I ‘ - a  I - n t ’ ’ !  l i t  i n n ’ ;  m j

I ‘I I t • } ‘ 4 ’ l  ‘ I u’ ’ ’
‘ F m -~~~, ci

___  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -



-.

TYPE 10 — Source c~-’e c t r u m

Contents Comments

Lu(’lP-s- 0 NES

+1 BLANK

*2 EH>EH I GH

-4-3 EL<ELOW

+4 E
1

E 2 
-

L4iCIP+3~~NE5

(A S/’E)
1

( ; ‘ S/~
E ) ,IE .

(ignore this
l a s t  one)

-l

Other perturbations ,
of TYPE 10

- n ‘ c i t  t~ t ic ;  above

L
format End of p e r tur l ’ -i t : i on da t ,+

I ’ . LA N K

- N I - X E ’ L A N K  S ta r t i n g  from locat ion (LLNI.XT—1 )
I storage available for next 

~m ’r-
turbation data (e.g., sam p l i n g
CLII— or ENN—tab les )

_ _ _ _ _ _ _  -.— — —~~- ‘
- -

~~~ 
-— - - -‘ -— ~~~~

- - ‘  - . - - ‘
~~

- -  -- - - -

~~~~~~~~~~~ 

_

~~~~~



C .3  — Storage Descr ip t ion  fo r  Sa~ p~~ ~ c ’ H i —  and E N N — t a h l e s

of One Energy Band

Contents Continents

01 004<1—1 NTAE I NTAE t~~t ,i  1 n umber of LOI — t ~~ - l ~~~
LLNEXT NTAB NTAB=total number of C H I - n ~~; i - ’i ~

LOCTAX+O LOCTAB 2 1 LOCTAX=locatjor, of cur r -

samplino tal l

i CiCSAN I (if any ) LOCTAB
1 

(I-1~, 3,...) =

of next samplincun toPic , - 
‘ n o

LOCNIP t~)CNlP lucat i - :  ‘~ l ’ ;  ‘ - a -

r,uruim- r of ci i ; l m  a a on s  w1,
share the pr -a st sao; i-I , sq
res lOi s

*2 Ku 1 ~~I= I n c ; I -x of hi yh ’ ’st C n c m ’ c  q’~
NES = 

unper tu rbed  energy tat-Ic wi ; ’
_________ 1 th0 ‘i’eoe nc t samplinq table

Fb ,-KIt*1 begins
+j K,L

- KL=index of lowest ~~n ’ u ’ i ’ , ’ af

unperturbed energy t a l c i m  w l i m - i c

I 
the present om I t ing t~~i l  I .

X 2

I--———
I .

> 2 tIES
1 x 15 words

=l .I s

1 .

I .15

- 77 

_— ‘.--—‘ - —--———‘- - - ---‘--- - - “ -



Contents Comments

NIP NIP=total number of IP’s shar ing
for table 1 I____________ the present sampling table

IP

- NIP words

‘P 
-
~

LOCTAX LOCTAB

=LOCTAB,, ( i f  any)

I LOCNIP

-4- 2 KH -

NEK 5 KL—KH+l
‘+ 3 KL

‘ 1

___________ 
NES

2
x15 words

L....
~~~~~~: 

N IP word s 

- 
NOTE: If NTA B=O , it means therm -- is  

— - - — —~ no sampling ‘ - table  and the  above
“AX l~’ I ’ ‘TAN1 ,~ ,J, I storaqe description ,iI I c i  ; es to

- ‘ ENN-table (replace ‘
~, by ENN ). I f

~C’1’Tst+
3 

_ _ - _ _ _ _ _ _ - - _ . NTAB 1, t l i m t i  t hm ’  n i m ’ x t  t i t l e  will, 1 ’
an E N N — t ’tLl ’ if  NTAE~ O .

I - ‘ I i

_ _ _ _ _  _ _ _ _
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APPENDIX D

ORGANI ZATION 01 THE IPBIN —A RP ,AY

The following section describes the organization and contents of Ii~
IPBIN—array.

Contents Conrunent s

+-LOC(BIN #1) 1 LOC ’s are  poin ter s ~4ijci~ ~~n________ — location which con ta i ns - - C  I
— - LOC (BIN #2) number of perturbatt;,c -,~ ~~~

a f f e c t i n g  a g i v e n  e!iei- y

PETAB—arrai-’ (cj . Sec’ ic - n
- LP = total numbur I f  c ’ n c c - l c m  0

_ in PETAB—array.— 
~~~—LOC (BIN #LP)

~-4NIP(BIN #1)

‘P
- 

NIP words for  BIN #1
- - -H

IP

I—*~~IP (BIN # 2)  I

II’

I 
~~%TP (BIN~~~LP)

III. ,I~i

- ‘-

~

-.-- - ---- , --‘--- - _ . - ‘ . - - - -4
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BOUNDED F L u x — A T — A — P O L O ’ :  iBF AI )

L .1 Introduction

I -;  many instances , the ava i l ab i l i t y  of a point e s t ima t ion  cal a L i l i t ’ .’ r-

h r u sc n mt s  ~m d -oi rable  extension of the ordinary track length or volume esti-

ma rio; method . However, unless special biasing II’ri~cedurus are cm; lCyo~~, r l  , x—

a t — a — poin t e s t i m a t i o n  e f fe ct s  i n f i n i te  var iance.

A vera  i’; f f i c i e r .t scheme , developed by ~‘tcini~er~ and halos
3

, in vol~’es

ased sm ,- - - ctir ni of source  and i ’o l lj s i o n  ain ;t ’ such th , , ;  , cot u s i a  ac , s w -  c-

I l ” estimates at point detectors made with fini te vilirlan -am. , bo~

estimates are made with a finite upper bce-rid. Thi s c;’n’-,bjnat~~. a

cf biased s d -  ;tior and ‘last f l i ght”  est imation , t h e  so—called been —i- - flux—

.- c t;—a— [cotnit (BF~ P) estimation , is superior to the so—called “ onc ’— r ~ - r ’. — ‘el i id ’

flux— a’ — o— 1oin t (lAP ) estima t ion ’, be-cause fewer  h i s tor i e s  are resuired ta

ichievo .1 guv m . ’ i c  statisti c ,il accuracy

TIne a ctions which follow describe the mathematical basis 1 ir , ,mai d t i c

ml i”p i sn; ’;;tat ion of the a lg o r i t h ms c n - i t r i s i n g  t O m ;  B 1’AP est . L n t , m t  con n-oct a i r

— 
i Ll I I c o i l  1 i i i

c c  - [wing I’rocL’durc ’ can be used to make flux—it—a—poi n t -st imatm ,-s . I ’

‘omirse of c a c t i  l- to n ;t e Carlo histori-’, ,i t the time of p o s i t i o n  ( source  or

- ;‘- s’ lo,’ ’ t j ; i i , cm v i r t ua l r ay  is t r i e d  from t b ’  o m ” i c c ’ t m d posit  m a i m  ‘ ‘ i ;

. ‘ - ‘ e s t ir , i i t n r  t ’  n-n , f . is g i v c ’ni i ’y  t i c -  ex p r m ’ ss l o n i  (w h e n - is  t Ic ,

v r of ( l i e  v f r t i i a i  r ay t

= :-, - ( , , ) ‘ xi - F - : ~~ ( s I d u ) -H P,

L. 
‘ rmc.,. , l I , ~ I ~~~~ ~

-. ~ A: - c , . ,;(.1[ L

- ‘ - —  . ‘ - ‘--‘--- _- -—- -- _—‘- 
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- , ; t . m ; r m . :  N is the par ticle weight at the selected posit ion , g (.) is t l e  d i f fe r-

acitial directional distr ibut ion (discussed below) , ‘b~ is the total macro-

s- ‘cOl ic cross-section , and R is the distance between the se lected  posit ion ~nd

the- -.;m.’ tc; ’Eur. ‘ i ’lie in tegra tion in t h e  exponential  is along the straight  l ine

~;atlc from the selected posi tion to the de tector .

The term g (ii) out of a ~aurce would be constant for isotropic distr i f -u -

t iOnis; Otl~e1~~ isC i t  is a rc scrih-ed funatj~~n’- of direction At a collision ,

l ice s i t u a t i o n  is more comp l i c a te d . The coll is ion procedure is usual ly c a r r i e d

ou t  I ; ;  s -vocal s e lec t ion  s te ps :  (1) position , (2) target element , (3) n~~m m ; t ie-n

proc sa , (4) ocattc L’ilcq angle . The most efficient place- to carry out toe-  I c i nt

m. - s t . i : na t i o t i  is between steps (3) and ( 4 ) ,  where W r e f l e c t s  the s tate of t I l t ,

c~ c t m . c i e -  a f t e r  s t ’~ (3). g(N) is then , simply ,  the ( l abo ra to ry) a n g u l a r  c i c s —

t r l o O t i o n 1  of the selected react ion for  the selected target , and is actually a

fun ;i;t.ion of - . 
- ‘  she-re 0 is the particle direction enterinu collision.

0 0 -

2’:ie f m n L n c c l ~~al problem associated with such an estimation proredure is

he ocosenIco of the B2 term in the denominator of f. If the selc-c ‘ted posit oni

;, -aa the d ’ toc ’tor , the estimator is arbitrarily large in value . As a ne -i’- ;

- ~onr i nq th is problem, Steinberg arid Kalos
3 
devised a [r:’ -c’ m ’dlc r .’ di . ;au s s e

cc t i c ;  p o s i t i o n  s e l ec t i on  is biased so tha t  K contains a compm-nms at ilm g

- t o 1’urr, [ a n a l  to R 2 This then  l m . a i , s  to an u t -pc . ’n iuui d n , r  i

- H i , ;  a n t , - , I Estimation

- ne-c a f u l l  m.i iscussion of t ic - t t c m - o r v  01 bounded m.’~~ t m a ’  c a - n pen c i  n -

i n  is  0 u’, ’ n i  m i  I - t - n ~ - nc ’ - 3 , o n l y the essentials will bc- tm- s ’ riled . Oon—

‘a - ‘ ,~~~t ’ ; m ; nri I t I c ’ det, ’ - ’l i n  at  x (e .q .  ~ 1 sphe;’m ’ of r ,mmliu ~ ~D 0

- - l i  ‘ , in ’  a r ’ m F l i m n  of - - mi m i -  m t  cm. ~ m’ s h m ~~m -  ( ‘ i ’ n ; t , i i f l n n n ’ ; u , I i

‘0_ S I ’ I 0 s i t  t o n i  n s  l j , i s c ’ i  ~ ‘i be un it i n ’ . i i ;  ¶ 0 + -  - t i - c t . :  - i r n  ‘do-

I I ’  - i t  i~~ t W m n y } t  t , m c t i - r  cm -mnta n y , 5 , t i- rn t r pi ’ i t  c e - n i - m i ¶ -

- 

t i ‘ ,~ ‘ ;~~~,‘  1 . ’! .,- ‘ m ’ i i  I Ii ’ I t t ’ !  i -  ‘ I  or ari d I 1 eat  i’d l o u  I i o i , .

L _  _ _ _
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When the selected posit ion x is a coll ision posit ion , ca re mc: ¶ be t o~ . , - i ,

that  the dis tance to the previous par t ic le  position x is also bi~~;;c ’ 1 r - r o n ~~rl y

to avoid a singularity of the form R
1

2
, where R

1 
is the distance betw,-m r ; ¶ hc’

previous position and the collision position. This  can be accomp l ished L~

first biasing the direction out of the previous collision so that select ion ;

of the angle ~ between (x—x ) and (x~-x) is proportional to cm rather than t :

‘ natural’ cosa (i gnor ing  local anisotropy). Then the position alonq t Ic ’ o t h .

is selected from a probability density with a factor 1/B
2

In Ref erence 3, an implementation using a reselection procedure was

- c cc  ib e ;l , wh e re  x is reselected wi thin  the d et e c t o r  rm ,- -;ion by r m -~ m.’iec tinm ~~~~~,,r;- :

Lila ’ U , a i c c , . - along the r ay .  ( I f  the selected position is a source pc”i t cc ;n ,

- ; a Ll -n does not exist , arid the method described in Reference 3 applies .)

The princ ipal drawback of this procedure is the need for the avai labi lnt ’

of t ccc-  angular distribution data to get the proper weight adjustment fon the

selection. If the previous position was also a collision , this angular ill s—

tri h ic t ion data is a function of the particle energy before the previous

coll ision , which might riot be available at the time the reselection i- ike;; placm

b,-e-auae a different band of cross section data is in the machu m . To av ii

t h i s  p n ” J n , l n - ,u n l  up diff icult-1’, the angle portion of the biasing is carried out

m i n i ;  u rr ~-n c t t y with the selection of the direction out ot t h e  previous p o s i t  n o n .

I ’  I S O  i n g  of the l i - c L o n e - c  a long the ray is  car r ied  out l a te r  in the c-our  -

- 1 c c i ’ -  ‘ t  tong tI c collision position .

E.2.3 . , O i l  t i j de ‘ ‘ i t

H ~~‘ n i m ’ r , i l  , ¶ I i  i roc ’ c - m _ l c i res  ies ’nibed  above can be ~- a-ail y cm~ 1 , - m t - i t t wI ,, ’

I I ’  I c  S I  v - i , i l  (~O t a t  d~ - ‘ ‘t ~~n ’~~. Tho es t imat ion  1 n o ’ m - c l u n t ’ I ” ’- ~’ orn , ’’  , es- - m n i —

i i i  1Y ‘ n - ‘a ’1 i t  l O l l  Of  t O m sinip l e  m i c t  a’ ’ to  n - - i c ’ - m m ’ , with tO,’ ,id i m ’ - t  C ( ’f l f  l 1 - , t  1

I pc; I I - 1 ’  n i ¶ ‘ i t  i 0th ;; t m - I  ‘w’ ’ m ,ili the m l ’ ’  t m ’  - I or - ; . TIlt ’ a )  ‘r ir i I ,v’ nI  1 I i  ;‘ ‘I I , ; —

so) c’ I l l  m i i i !  I — ‘ I ’  t~~ e T  r i  ml 1 j c , i t  i o n  i n  ‘ I I i n m c - l i ’ ; : ; , ; c I  i T ;  A~1”’rc.l1 X

I It I

____ --“~~~-~~~~~~~~~
- 

--- - .- -  -‘
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E.3 Code Imp lementation

The implementa t ion  of BFAP es t ima t ion  comprises several  d i s t i n c t  a s) ’e - - c t s :

( I )  problem i n i t i a l i z a t i o n ;  ( 2 )  angle reselect ion;  ( 3 )  pos i t ion  select ion;  and

( 4 )  rese lu t ion  of m u l t i p l e  detector con f l i c t s .  The f i r s t  three aspects  ir ,

‘ i c - -cus sed in the sections tha t  fol low. Mul t ip le detector e f f ’ -. - t ;~ are the  sun —

j ec t  ~i t  Appendix F.

0.3.1. Problem Initialization

‘c r ; - r  r’;ading in user supplied information about the point d c t m c t ~~r c , too,

b a si c e- i ;  n icteristics are precomputed for each detector. The first cicaract- -

i st ic  is t h e  so—called “critical radius ” , which defines a sj hi’re of influcimc e

~ , Ci. it tue ‘ n ’ t , - c t or point , also r e f e r r e d  to as the “critical sth’ re ”. The aigor—

*
i i c hm for  computing t h i s  rad ius  is

= (
_

)~~l (E - l )

‘c r -  
~~

, is the total macroscopic cross se-ction of the material region losnunated

b c  t h e  k—tb detector , evaluated for  a nom inal microscop ic cross sectio n ‘f

‘Ii ’ ’ socoticj ; : !i , s r ,mat , ’r c s t tc  d- - t ’ ’ rnn ined for each d e t e c t o r  in a “ ,‘r c t  n , cal

t ag ,  which i s  u t i l i z e d  in t i-i c resolution of multi ; 1, ’ d ’- t ,- I n’

i t , - th , i et , ’ r f;)r  1-me at co n ; ; , tOi c; the c m l~’’ c r ’ i m . I ;c ‘ ‘ . ‘ ¶ - -

- - n , ’; I ~e’ , e ’  c-,” - i  lap f l a g s  {L
k 

( in i t i a l ise d  to  0) is

I x k x i i < ( I
~k

+R . ) ,  ~ ~~ k ;  a rt  L
k

l .  ( l : — 2 )

I t o r i ]  I ’ . ,  c u l l - i ’ ,’ .1 vain,’ t i n  the I ~~~~ i - j -i 1 radius h r , -  t l v ,
I r n ‘ - - ‘ I  i -

‘ t I ’ ’  c c , - - - ion on ‘ - ‘ c c I t t  - ‘r’ inip lit

-i 

— — ‘--- --‘ -- -~~~~~~~~
‘ ‘
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L . 3 . 2  Ang le Reselection

Ang le reselection is indicated whenever an originall y selm. ’-~r ’mi (OS)

ray intersects the c r i t i c a l  sphere of a live d~~tectc’r . In addjt~~ l c,, t .~ post

scattering (as opposed to source) directions , the corresponding post s”.~ ‘er-

ing energy mus t be recompu ted. Fur thermore , for near threshold jicelaetic on

hydrogen-i scattering of neutrons, for which the effe ri’,- e mass of reco’lirc ’s

nucleus is A ’<l [neutron-i mass], a special treatmen t is required , sine,,- , i

of ‘ i -a t t o ;r , - ’l d irections becomes phys ica l ly impossibi - .

E.3.2.l. A~~Je Re-selection (General)

Let K be the — - r i g inall y s e l e c t c h  (OS ) d i rec t i o n .  The a l q c - r i t h c n c c  f a m .  tm -

~c c i l ’ c i m j  the intersection of liv,; critical spheres proceeds as f o llo~’ c - :

.r ‘,i ’ :hi live detector , le t  W
k 

= (x
k
_x )/Ix

k
_ x l , where x

k 
is the pi -’ c ; i t i On  “ b

the k—tb h’-t,;ctor , i n c h  x is the particle position . l,ct ó
k 

= i ’ K
k
. Tic -i, , i

2

r 

6
k 

> 1 — R~/’ x—x~~
” , 

~
‘ ‘ k °~ 

(b— I)

the k—tin criti cal sl ime - I ’; is ititersco- -ted by the OS ray . If no live de tm ’  ic r

sat sfjes the conditions of (E—3) , no reselec t io rn  is ccecc-s sar’, - , arc h ¶ ho

nam ing I’r oc,’c1i~ r m ;  is bypcmc ;-; ‘ml . If  S m i l e than one 1 l v i ;  detector sphmc- r~’ ‘ a i I ‘ c ’ —

~u - t  - U by the OS r i ’~-’ , a “m u l t i l ’ l m ’  det e c t o r  confl  i ‘i “ (MDC) exi ‘a - 1 - v - c ,  in

;;~~]- ;  on,’ , I I ’ t ;d ;tor s i - b e r m . ’  is m t  ‘ ‘ r c a - c - ted , an MPC may have t , m  be r ’-so ivm ci I , ,

cu)  I n  c r c -  — r ‘on c e  over lap (see Appendix F)

Ultimatel y, s- i c l ;; ;qu -n t  to l c o s s l h l m - r e s ol ut  I n c  i f  ‘ i n c  ‘ n ’ i q i r w i l O h ’  , 0 ri ;-

ore; l i v , - h - i ’ - t o n  sphere , k , wil l I ,& in nter sm ’, - t, ’it Icy t 0’ - OS i sv .  The a’ , h

n e l ;,’ICi tori , h i - r i , ~-rc’c’ - ’ ~~t - ;  m s  f o l l o w s :  ‘hens’ ’ an a l t ’  m; co o ’, - ’ a r l y  in ‘d i

‘ l i - n ’ - 
~~~~~~~~ 

‘
~~~~

1 ‘~~~1 t” - i i  0

m i n i  ( I . -~~. ‘
~~—~ o , , l . O}  ( F — hi )

(I) (I. — -;:’

- , 
I I  

i i  — -1- 1 

— ‘- --—*—~~~~--~~~~~~~~
-

~~~~~~ ‘ - - - — --‘ -~~~~~~~~~~~~~ - —~~
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~~~~~~~~~~~~~~~~~~~~~ IFor  near threshold  ine l a s t i c  or ‘ iy dr oc p ’ rc  s cat to .-r l n c q , the al g o r i t h m - c  of

( 0 — 4 )  is rep laced by the special procedure described in the next section .

The re-selected angle 0* yie lds  a ct -selected (RS) d i r e c tion  (or raP  t’~

p i’-’ecm by

l oW + ~~~ (E-Sa ,)

where

cm = sin . */sjn ~ (E— ’~b)

= silo (9_0 *)/siri i~ ( E—5c )

= cos (W.n ) (E—Sd)

Ti> a’,’,ci,l tO,,- sin’;ularity when ‘-cl , the f o l l o w i ng  a l q o r i i i , r, r - I -  (0— 51

1 , - i = 
~~ 

= (v
1

, v2 ,  v 3
) .  Find i for which  v .~ is smal les t . Let new W h e

t,hie v,,- c l o t  for med by adding 0.01 to the i — t h  ‘am] ‘. 1 , ’; ; ,  t c i  , and I;c rr1 I~~i Zuncq

10 u n i t y .

F i n a l l y ,  the  p a r t i c l e  w e i g h t  must  be a d j u s i - :  by a I , , ’~~~n

W = C q ( , ~* )/ q ( t ~) ( 1 : — m i )

w i l t,; q is L ice  sampi ing d ’r c a i t y  f o r  lab angle  ‘ 0Mm , ” ( - -‘ .ccod * are the lit

i i i  RS v a l u e s , r -  ep ‘ci n vel y )  , and

= s in 13 * 1  ( 1  — 
I
) 1 (

u
,
~~L
) tb — - b ,

I ( “
11~~ ’ i

1
) = cOS

1 
— C O S” 1 , ,  ~~~~

= 2 — COS II
H 

— (OS ,~~ < 0 ( F — i - c t

2 O p - caxal  Procedure For A ’ ’-i. cHo se

1 ) 1  b ,  c i  t b : r cgho ld  ine l , i- ; t n and hydrogen s c , i t t m - r i n c q , w h , ’n ’ ’ h ( , - t ’ , , - , - ‘

s’ c . c h i t  - ‘ I th e  ri c o i l i i c ’ i  z i u c i - ’ ; i c c  A ’ <l , l i c e  d i i  r ,fl  , ‘ i l n ’ r i ! b , m .  ( F — ) )  I!; !

n -  i - r h  t i - -I  , I i c c  fo l l o wg :  in , l I h i t  0 ; ) ; to the ‘ c n c ; m t n c m i c , t  of (E—3) , ¶ h i , ’  c e c i - h i t  I ;

~ c~~~k 
( E — 7  I

i h i y ,  i - ;  c t  , ‘ i n i q i n j , r r , ’c , ’ I , ’a t  i , ; r c , is’Ii , ’ n ’ ’  W , W , arnd K . ci i -  t lie ; n’ ,’—
0

- i ’ , d c i , i i i  t i c - I I I , ’ , t i i i  to tO,- k—t . h let -ct --n ’ , n’-sp~- -I  nv ~’1y.

l i t
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I f  ( E — 7 )  is not s a t i s f i e d, the special procedure for  A < ’l pro ;,” -  - i ’

wi th the computation of tOr e angles , ~~~~~~~~~~ in the range (0 , - - ) .

s in
1( A ’ ) ;  (E— 7a)

= cos
1 

k~~o~ 
(E-7l  I

-
~ 

= mm ( 6 , 1 )  (I’— 7c)

where is given by ( E — 4 b ) .

If ~~c-- ~ +~~ , the remainder of the special proc-ePics is bvc c— ’ - b . c ’  I - ; , , ; —

ccnse , de f i : , m ;  ç ’
1 

= ~, (~~>“c);

c-oS
1 

~(cos;- - c o cu 6 c o s y ) / ( s in ’~sin~~) 
~~~~~~~~~~ 

( I - u 1

Choose d’ u n i f o i -m lv  in y~~ m~ Compute a temporary W , as in p ut  t -  - h

, u p

A W + B W + C (W X W ) ( f _ - a t
k o k o

cc: icr -

= cos ’3( l  — cc’s’, )  ( E—l0a )

B = cos-~ (F_ l i

C = stni~ (E—lOc )

‘l’ i c m; sign of C is chosc’nm at random with equal probabilit’- .

A-i a finual pr -I ora tion to t ic , ’ co -se lect ion  p5’o i’m’ciui ’ m , i’ I ci ice cr c - c a i n  ‘

c - t i c s ;  , -mu d . O’ ib cotit ut in q ( F — ’> )  into ( E — t d )  y i e l d s  ~~~

- , I~ ro> ’
~’ s jn ni~ ( F — l i , - )

V ~~ ni:i t’— iciII L o i n  ~ i l — i l L )

2 -
, 2

= cos ,snn ~+ i -o~ 6 ( I — l I e )

‘“7

-

~

,- ‘--  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -~~~~~~~~~ “ - - ‘ ~~~~~~~~~~~~ -~~~-. - -



‘ f in e  0~ in the range (0,2~ ) using :

cos~
t = Ic o s:c os ” + ~~ ) ‘X;  ;~~ /2 (E—12a)

si ro~~ 
cos8 — cos6cosO~ ; ~< / 2 (E — 1 2 b )

smn5cosc

COM Ic = ‘c = /2 ( l : — 1 2 c )

5 0cC = +J t  — cos2O ; 
~ ‘ = /2  (o-i~ d)

The i , us lI m p t~ as P,,’ fined  above:
+

ii = max ( 1 , 0 )  ; ‘
~~~-~~

1
2 

= m i i i  ( 1 , 0 )  ::<6 ( 1 : — i  ~~ I

0
1 

= m~~ ~~~~~~~~~~ ; o~ 6 ( E — l 3 c )

= max (t l , fI )  — 2c - ; ( F — l 3 d )

ni - in ( 00 -f )  ( E — l  Ic I

0 = max (8 ,— ,)  ( F — i  ~~~~2

An add i t i ona l  weight  adj u s tnc ic ’n t  -~~ ‘ic r C must  be ‘onlic u ct  oP by :

0 1(1) ii
i - I It ’ I ,

C
ice-C,’ — , 0S~

5 , , ,  c e  I ( ,
~~

, >
L~ 

is g iven  by ( E — 6 c )  . :1 and ~1 are ang les hetwm.’,’n U ar-id ‘ , q i ’,- m - n .

- , c-es 
1
((cony—cosc-i cci >c~~)/sin usin,’ ( ( E — 1 4 a )

= cos 1( (cos,i_ c o s :) c o s i) / s ir i c i o j n c , ) ( F — h  4 1 )

it H
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E.3.3. Position Selection

By means of the algorithms (discussed in Appendix F) desicnn ’il t - ’ c oo l ’,’-

an MDC , it is possible for a particle ray to irct ’m’ e.’ct at rio -u t  one s ., cc of

rad ius  R , centered at a l ive d e t e c t o r .  If  a c r i t i c a l  s I ’ h m - r e  is l O O t  l I t :

sected , the probability density for position selection is giver~ by b ( S )

for “ordinary ” tracking , v i z .

f ( s )  = f (S)  = max , F . exp (—;, S) (i — I d )
0 - i i  1

1

where i is the problem index  and

= attenuation coen’ficii -nc t . (for problem i);

F’ . = m’ oi’iem dependent weightr

S = n - om m ;t r i c  d istan ce along the r a y .

r o c t  mc im , tOe  t r a c k i n t e rva l  is subdivided in to  pieces , w i t h ;  Or e - ak  ‘ m a c r u t  cm

h~’ f i x c e i l  a t  poi n ts  whe re  t he - index corr -s ]md;b cr l i c c q  to the  mcix iriun;; ( a t  ; ‘ m ’rs ‘ i t  . - b  i n ,

-:—i s above ) c’huo n ;q ’s.

If a live critic il s p i c e - n c ’ of rad ius  R i s  i i i t m ’ r c c , ; c t c ’cl , the 1 r t ’ ob i l i t  c-

d e n s i t y  f ( S )  is ,t , ’t ’ rm i ried as f o l l ’w c ; . Let f ( 5)  be d i n  m e d  as in  ( F — 15 )
0

~ t c , , i  - o n s i , l c -r  a c ’i h ’ i c ; t ’ i ’ ,’~~l m ’;’,’r which one ’ particular n nc u -x n P - i  iri s h~ m a x i - -

‘C nn i ced to o b t a i n  t ( S i .  Then f ( s )  e- c ’ ’u i i ric ’ ;;  one of t~~ c ’ 0 1 1 c m , v iz .
11)

f ( 5 )  ( 0 )  (E—1~~,c)0

f ( S )  = R~’ f ( 5 ) / n ( S )  ( 1 - 1 -  1’)
o

t i c , , ,  ‘ - a, ha l I aim l i p  algorithms Pet , ‘ rrr inc ¶ c i , -  c;j~~s n t ’i c ’ fo rm b r I I S )

Let S m i d  :;
i 

( ‘ c- i
A

) I t ; ’ I i  ‘ ‘ ‘ ~~~, I l ’w n i l  ‘ :  ‘I t O ’ subic, r , ‘ry , i I ,‘,ni c l 1’

h ( s )  = F + ( 5 — I - i )  ( 1 - 1 - c )

h i  t ‘ c m ’ ’ ’  In - ’ u-c , I n ~i ,, ’ an d  1, t - t on

m I c e  l i m p  n , , ’  ¶ - I c ; -  n ’ , c i t , t  c l  wb~ n ’ ’h

iii ¶ - - I i  c m l  c e,  I t I i ,  - I - I - - _ ‘ ‘  ‘ a

I P c i  

-~~~~~
._ ‘- - - - ---- - .~~~--“-—‘~~~~~~ - ,‘- ‘-- ‘_ --‘--_ - ‘ - ‘ - ‘_
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N o t i n g  that  the procedure  is opera tive onl y when R < R , th ree  b r c ’ a k~ c ’ : ’ i r o t ; ;

a i c - -  defined initially (see Figure E—l):

B S = S — (R R—R 2 (E—l7a)
1 L 0 0 0

N

B S ( E — 17 b )
2 o

2 ‘
B S = S + — It ( E — l 7 c )

3 H o , (  o

F i g u r, - 0 .1 — Breakpoint [c efjnjtions

- 

I I



If a breakpoint falls between S
A 

and S
~
, the interval is divid ’,t at

the br eak point .

Case l: S sS~

In this case the appropriate form for f(s) is given by (E-l6a), ‘~ u t ~c, C cp- ’- ” n c

by R/R , viz.

f(S) = Rf (Si/It . (1—18)o 0

Case 2: S <S<S
—— L 0

Compute r h t S B )/ h (S~~) .

For r> 1/2

f ( s )  = R f ( S) / h  (S ) . ( t :— h “ lb0 B

Otherwise , for r<l/2 , further tests are necessar’,’. I f  
~~~

. 1’ O ’ A 1 - l n o  ‘ , ‘ h I

(E — l 6 b )  is used . If the la t ter  test f a i l s , a new L I , :ik p dcci 5
B 

is c o mpu t e d ,

S8 = max (o , S8) ( 1~~, ’ i , )

where S , and S 6 sa t i s f y

h (S,1)/h(s ,,’ = 1/2 C t — - I “I

= ln 2. (0— ,’ ” ’ )

Teen, ~~~~ is given h y  (h- — I  0) i t  
~ h ’l = s and ( 0 — h i t )  a l ” l ’ t i e s  for  ~ =

C o n c u r  3 : S S< S
o H

l’he ,i l— ~ur  it h c i ’ m , ; of Case 2 ~, I I i - I y ,  w ith

r = h ( S
A

)/ h ( S
B

)

C = R
2
/l’c ( S

A
) ( L ~— , 11;)

cmii S d c ’ f i , ned by

h ( S
A

) / h ( S ) = (L m ’~. ( I’ — , l e )

WCc ’n o S~’S , f ( s )  rm ’v ’ ’r t s  to ’ t h o ’ - orc1 jnccm, ”,’ t n , ’m ’ ’k~~i’ici i 1, -~ , c ; j ’c ’, ,  f ( a ) ,  I -H - 
a’

c;,’1” -ic , ¶ h i m , ; i ’~i r t i ’ ’ le s’ - n i ! c t  , i c l j i n ; t i c ’ - c m t  110 P t V , o c  i c y

K . = U ‘‘XI” (~~i .5)/l (5) (1-22)

cm - i ‘ ‘ i ’ ’-  1 i - ;  I ‘ - n  d I n I n d , ’x .

I I  

-- - - -=‘-‘-‘--‘---‘--=—- - -
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APPENDIX F

MULTIPLE DETECTOR CONFLICTS (MDC)

F, .1 In t r o d u c t i o n

Since the special biasing schemes of the BFAP estimation r n c e , : ’ume  aI’

based on the concept of detector spheres of influence , the simultaneous ~‘rc- -

;-cend ,’o of several detectors de f ines  potent ia l ly  overlapping reg io~cs of iri f L ,, —

- ‘ncr . Such regions represent  mul t iple detector conflicts (MDC) . Tue MDC or -

resolved via the “live detector ” concept described in the sect ions t u c u ’  f -  1

F.2 Tb:m ’ MDC Cond i t i on

(ue l - ,,’V ant  t o  the aspect of angle  rese lec t ion, the MDC condi ti  ‘ c ,  e x i s t s

an~ ,,f l ive detectors sa t i s f i e s  the “cone overlap test” (COT).

let X , X k~ 
and Y . ,  be the positions of the particle , and the k - t i , and the

- — t O  detector , respectively. Let = ~~~~~~~ where = (X
k x ) /

~~~k
X . , and

u’ is similarly defi”ed. ri-ten , if

~~~~~~~~~~~~~~~ 

( 1 -  
R~ 

2~ 

R
k
R 

-
X — X

Q I X X
k f l X X H

t O ,  d u c t  is s a t i s f ie d , and an MDC exists .

Alth ’io;c- ’nt c r ,-fo ’ro’nmc es to “ sphere overlaps” (see algorithm (E—2) ) o r ’  1

1 ‘ 0 e On ’ ’- ”  —‘ ‘-° ~ io ns ” ( S O P  a 1 d n ; c r 1 th~ t E — 3 )  ) also ii’ cy  the e- X i S~~~& Ic e ’ - o~

- c l i ’  ‘ :15(7 , t i c , ’ , ; , :  t e st s  comprise a sub—set  of the COT. F i n a l l y ,  onl y on

ep icene - ici’ e r l , m i  is  a s i , g m i t ’icant  MDC for position resel ’ - ‘ t  m o n .

1” .1 R’ ;s ’,l u t  n o b ;  of 011 MDC

fOc i  t i t c c ’ i-c m- , ’ 0 -  n ’ c’soiy;’ ,h by Rus~~i~~i m roulet : t e , in which -i  c c c , ’  i i v c -  ,ie t ,’i ’l “1

o , ;hc ;s,’, ’n t ’ : i  ~ , ‘ m~’ I m g  I m W ’ i ’e S i ’ S.  The 1mp h ’ ’ i t io n i t t  t h i s  ‘ I-  , i ,  i\’ ’ct con ci ’ ’—

n i  t h  ‘ - p  I n  ¶ i c c i n t i n  51 ‘I ’ ’ O~ the i an -ti _ i - u bl ist e r’’ ,it - wh ich  i t  i - c oin ;

~ ~~~~~~~~~~~ I , -G ~~ ~~‘. LA:~ l— ; t3 ’ ~‘~~L ‘~l~
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F’. 1 .1 P o s i ti o n  Checking (Source)

A f t e r  the  selection of a source position at the start of a hist c - ” , t he

r e s o l u c t : o i c  of an MDC is recorded by the appropriate se t ttn -3  of the live de-

tector “posi tion f l ag ’, KDLIV . The relevent algorithms are best surirnarized

by a logical flow chart:

‘ ‘ c / I  C O N

x

_

>

~~~~~

,IN

~~~~

>~~oLIv iD ’~~

EE~~

1

~~~

- - 

131 L I ’ . ’~F~~~r -~

FIGURE F- l

-i,,,u’rc e’ Position Checking Alqorithxnns
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F .3 . 2 Di rec t ion  Checking

Subsequent to position checking (both at a source  and a col l is ion

point ), there are a series of direction checks aimed at resolviro ac-c a ’c ’c ;’

MDC by aj ’p ”r cc dr i a t e  se t t ing  of a l ive detector ‘ direct ion f l a g ” , 051:’

order  to d i s t ing u i s h  between a la tent  and the c u r r e n t  rat’ being tr1,c

another  “direct ion f lag ” , IDLIV assumes the role and the value c,-~ (tO- - cc-c’

I lit e,)) NDLIV , whenever a source par t i c le  or l a t en t  is picked c- n i ’ f ’  r ( C i ’

~~g in the -  se t t ing  of KDLIV , the relevant algorithms for corn: c c t , ,  -

ar e- b0 ’ c t  summarized by a logical flow chart:

~~~~~ 07 ‘ -

~~~~ --‘
~~ij ~----

-- ’ ~~~~ ;)>.‘ 
I

y L S  

—

/
__ -

“c
c

‘ -I

t ’ n n , ’ ’ t  c l i  t :h’ - ’ ’h u ,e  -‘i t i n c ’ n ’ l t l l m s
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By means of the IDLIV (NDLIV ) definition, sampling along the particle

ray can be affected by at most one sphere, of radius centered at a detector.

Thus, for IDLIV>O , detector sphere #IDLIV is used; for IDLIV<O, # — IDLIV is

used for sampling and a special weight adjustment is made (see Section F.3.4).

The value of IDLIV also influences the position checking at a collision

~int , as described in the next section.

3 Position Checking (Collision)

Subsequent to the selection of a collision point along the current ray,

- ‘~~~i~~~~ is characterized by IDLIV (as opposed to NDLIV, which is computed ~~

iat~nt), a value of KDLIV is computed for the latent to be stored. This value

of KDLIV has the same significance for the latent as the KDLIV which is com-

puted for the source position. Again, the position checking algorithms at the

collision are best summarized by the corresponding flow chart:

196 
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F.3.4 Interpretation of KDLIV

As a result of position checking, both for a source and a collision, the

setting of KDLIV has the following implications:

(a) The case KDLIV~O implies that there was no MDC.

(b) For KDLIV<O, detector number (—KDLIV) is used for sampling

purposes, and a special weight adjustment allows bounded

estimation for all detectors5. This weight adjustment is

given by
n

n b /~ bk m
m=l

wlie re

k = I KDLIV I

bm= max (1p R
m
2
/
~
X_X I

2)

(c) The value of KDLIV influences the direction checking preceding angle

reselection , as described in Section F.3.2 above.
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APPENDIX G

“ LOWER BOUND” FOR BOUNDED ESTIMATOR

G.l Introduction

Steinberg3 introduced a collision selection—reselection technique whi~~

guarantees that the estimates to a point detector are bounded from above. If

optimum importance sampling is used, all estimates to the detector should b

of the order of

Q = W(D,E)/4~rrR
2 

(G-l)

where W(D,E) is the region and energy dependent weight in the detector i ~~~~

at the energy of the estimate, and Rc is the radius of the “critical spht.

*
around the detector (distance corresponding to one in f.p.)

As the importance sampling actually used is often quite different frc’i

the optimum one, the individual estimates will fluctuate around the mean. In

order to speed up the calculation, we introduce a low value cutoff, below

which estimates are Russian—rouletted. The low value cutoff has been chosen t(~

be QxF , where F is the same as F , an input cutoff value relative to unity ,

used in other parts of the code.

G2lm plementat ion

The quantity to be scored is of the form:

S = Ge
A 

(G—2)

where G reflects all biasing and the l/r
2 factor, and is the optical d~-

tance from a point to the detector. We rewrite (G—2) as

S = Qe~~~
’
~ o~ (G—3)

whire Q is given by Eq. (G—l) and

= -log (G/Q) (G—4)

‘ro ~fequard against poor importance sampling , R = max (R ,r),

~~~~ r e  r i~; the distance between particle position and detector.

1

--
~ —



We further define a m.f.p. cutoff value

A = —log (F) (G—5)

and replace the test S < QxF0 (G 6)

by the test A + A > A (G— 7)
0 c

The optical distance A is calculated by tracking as a cumulative sum of non-

negative terms.

= ~~~~
, where

k
=

1

~ith ~k • > 0 for i > 0.
1

T h e  test ( G — 7 )  is performed by test ing

> A (G—8)

for k=0,l...

until t~ither the test is satisfied, or k n , whichever occurs first. If the

test is satisfied , a game of chance is played. With probability 1—F , the

•~stimator becomes 0 and the tracking is terminated. With probability F , the

st imator  is mul t ip l i ed  by 1/F (which is achieved by replacing A k by

th ~’ truck ing and t~~~t (G—8) continues for succeeding values of hc.
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APPENDIX H

ENERGY RANGE HIERARCHY

The principal energy range for a given SAMCEP run is the Monte Carlo

tracking range, as specified in the SAI4CAR input by EHIGH and ECUT (see

Item 11, Section 5.3). The other major energy ranges are defined, relative

to (EHIGH, ECUT), as follows:

MONTE CARLO

a) EOUT1 
> EdIGH > ECUT > EOUT

~~~ST

where (EOUT
l,
EOUT

~~ST
) is the output energy

range for scoring (Item 12, Section 5.3);

b ) ES
1 

> EHIGH > ECUT > ES
~~~ST

where (ESl,ES~~sT
) is the source energy range

(Item 25, Section 5.3);

c) EWTAB
1 

> EHIGH > ECUT > EWTAB
~~ST

where (EWTAB l,EWTAB~~sT
) is the energy importance

range (Item 17, Section 5.3);

NOTE: There is no hierarchy established among

EOUT , ES , and EWTAB.

DATA

d) EEHIGH > EHIGH > ECUT > EELOW

where (EEHIGH,EELOW) is the maximum energy range

defined by perturbation input (Item 1, Section 3.2);

e) EX
1 

> EEHIGH > EELOW > EX
~~ST

where (EX 1,EXLAST) is the minimum cross section

energy range (SP.M—X output) utilized in the problem

(including type 2 perturbations) .
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APPENDIX I

OPERATING INSTRUCTIONS FOR SAMCEP

SAMCEP is currently operational under the SCOPE 2.1 system on th.~ CDC

7600. A card deck configuration, assuming the five executable programs

comprising the SAMCEP system reside on a permanent file SAMCEP, is shown helc ,

CARD CONTENTS COMMENTS

SBLMJ ,:2MFZ. 7600 JOB card.

ATTACH (SAMIN ,SAMCEP ,CY=1)

SAIIIN. Execute the neutron perturbation prc~. . ss r .

REWI ND (TAPE8) Processed perturbation data tape.

ATTACH (TAPE11 ,NEDT,CY=1) Neutron element data generated by SAN-X.

ATTACH ( SANSAM , SANCEP ,CY=2)

SAMSAN. Execute the neutron transport preprocessc -

REWIND (TAPE8 ,TAPE1O ,TAPE12) TAPE8 is the modified perturbation data t c

TAPE1O is the organized data tape (ODT ou ..~ -

of BAND) ; TAPE12 is the sampling CHI-and

ENN—table tape (if  any) .

RETURN (TAPE 11)

ATTACH (SAMCAR ,SAMCEP ,CY=3)

SAMCAR . Execute the correlated Monte Carlo tr ~~’~-

code for the primary neutron problem.

RETURN (TAPE1O) The neutron ODT may also be saved for i t c ~

neutron runs.

~I:~ tJRN (TAPE12) The sampling tape may also be saved for

future neutron runs.
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CARD CONTENTS COMMENTS

REWIND(TAPE8,TAPE14,TAPE16) TAPE8 is needed for a secondary gamma

problem; TAPE14 may contain non-elastic

neutron interactions from which a

secondary gaimna source is generated; TAPE16

is the statistical aggregate tape for the

primary neutron problem.

(‘w ~~ ~,SAMCEP ,CY 4)

Execute the edit code (TAPE16 is denoted

TAPE1 i n t e rna l ly) .

RETURN (TAPE1 G)

RErURr4(TAPE4) TAPE4, the statistical tape generated by

SAMOUT , may be saved for future reruns of

SAMOUT.

ATTACH (TAPE11 ,GEDT ,CY=1) Gamma element data tape generated by SAM-X.

ATTACH (TAPEI2 ,GPDT,CY=1) Gamma production data tape generated by SAM-X .

ATTACH (SAMGAM , SAMCEP,CY=5)

~A 4CAM . Execute the secondary gamma preprocessor.

ki:WIND(TAPES , IAPE1O ,TAPE15) TAPER has been modified by SAMGAM, retainiiiq

only concentration perturbations from the

primary neutron problem; TAPE1O is now the

organized ganuna cross section data; TAPE1S

is the external secondary gamma source tape

generated by SAI4GAM from the TAPE14, TAPE12,

and user supplied data.

RETURN (TAPEI2 ,TAPE 14)
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CARD CONTENTS COMMENTS

SAMCAR. Execute the correlated Monte Carlo transport

code for the secondary gamma problem .

REWIND (‘rAPE 16) TAPE16 now contains statistical aggregates

for the secondary gamma problem .

SANOUT (TAPE 16) Edit the secondary gamma results.

(eor)

data deck for SAMIN

(eor )

data deck for SAMSAN

(eor)

data deck for primary neutron SM4CAR

(eor)

data deck for primary neutron SAI4OUT

(eor )

data deck for SAMGAM

(eo r)

data deck for secondary gamma SPIMCAR

leor)

data deck for secondary gamma SAMOVT

(cof)

- End of Job Deck -
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These programs can be run in separate jobs by saving the appropriate tape

files. The following table specifies the required files for each program

execution:

TO START WITH !I~~~S REQUIRED

SAMIN None

SAMSAM TAPE8 from SAMIN; TAPE11 (NEDT )

from SAM-X.

SP.MCAR TAPE8 , TAPE1O , TAPE12 from SAMSArI

(fo r primary neut ron) ;

TAPE8 , TAPE1O, TAPE15 from SAMGAM

(for secondary gamma ) -

SAN OUT TAPE 16 from SAMCAR or TAPE4 from

previous SAMOUT .

SANGAN TAPE8 from SAMSAM ; TAPE14 from primary

neutron SAMCAR; TAPE11 (GEDT) , TAPE12

(GPDT) from SAM—X.
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