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ABSTRACT

For progressive censoring schemes pertaining to a general c l a s s  of

(larametric as well as nonparametric) testing situations , one encounters

a (partial) sequence of linear combinations of functions of order sta-

tistics where the coefficients are themselves stochastic variables. Weak

covergence of such a quantile process to an appropriate Gaussian function

is studied here , and the same is incorporated in the formulat i on of suit -

able (time -) sequential tests based on these quantile processes.
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1 . I N’I’ROE)IJCT I ON

Let \ N’ t hi. .~~i,~’!’itk~/ ~ iou~ of N I )  i t ems under  l i t . : —

t~~~~/ i i i,  he independ ent random v a r i a b l e s  ( r v )  w i t h  con t inuous  d i s t r i b u t i o n

func t ions ( i f )  F l ’~~~~’ EN, respect ivel y ,  a l l  d e f i n ed on t he r eal  l i n e

~~~~~~~~~~~~ In a l i f e - t e s t i n g  problem , the smal les t  observation comes f i r s t ,

the second smallest next , and so on , until the largest one emerges last .

Thus , the observable random variables can be represented as

(1.1)

where Z N i i s  the  j - t h  s m a l l e s t  obs ervat i on among X~ N (1~ j N )  and

( 1 . 2 )  :N . = X , for j = 1 , . . .  , N
~

by virtue of the assumed c o n t i n u i t y  of the F., ties among the X. Land

hence , the Ni 1 may he neg lected , in probability, ~o that the ire

uni quely (in probabilit y ) defined 1w (1.2) and 1
~ N ‘~ NN~ 

represent s

a permutation of (1 ,... ,N). Since a complete collection of (1 .1) demands

the span of the experimentation until NN is ohserve ’, while pi. i cti ca l

considerations often set time and cost limitation s on the duration of

experimentation , the experiment may be terminated at the r-th failure

• where
Nr

(1.3) r = I N P 1  + 1 for sonic ~ ~ 
p

(1st being the largest integer contained in si. Thus , here , the obser-

vable random v a r i a b l e s  a re

(1.4) ~
(r) 

= 
~~N ‘~ Nr 1 and Q

1r ) 

~~N l ~Nr~ 

~~~~~~~~~~~~~~~~~~~~
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(We also know the complementary set Q (N) 
Q (F) 

but wi thout  any  idea

of the order in  which the elements do appear.1 For testing suitable

statistical hypotheses concerning the df ’ s F 1, . .  .
~~

F N t  a t e r m i nal  test

based on (Z~~~ ~ (r) ) is termed a censored test; we denote the corre-

sponding test statistic by T
Nr~

In a progressive censoring scheme (PCS) , the experiment is mon i-

tored from the very beg inning with the objective of an early termination

(prior to ZNr) whenever statisticall y feasible , i.e., one observes

at each failure time ZNk (I k r) , and , if for some k ( -  r), 1 Nk

provocates a clear statistic al decision in favor of one of the hypotheses ,

experimentation is terminated at that time-point ; if no such k(< r) exist s ,

the experimentation is stopped at the r-th failure Z
Nr 

along with an appro-

priate statistical decision . Thus , by cunsti’ution , a PCS test is based on

the ent ire partial sequence

(1.5) {Z~~~ , Q~~~~~~~~ , i ’  k r}

and is t ime—seqilent ial in nature . Since the updated sequence [‘I Nk ,

I k r) involves dependent random elements and the I’CS involv es repeated

test ing on these dependen t statistics , stat ist ical analysis of such a pro-

1) 1 cm , often , becomes comj)1 icated . In  t h i s  context , sui table i n v a r i a n c e

p rin c I pies for  , 1 < k r} prow ide us with convenient too I s  for  formu-

1 at jug a PCS t . .t and s t u dy i n g  i t s  ( a s y mp t o t i c  ) propert I es

In t h e  con t ex t .  r r f  r ., ’P l t , ~~ ’r ,~, l ’ 1~~ ? i ~~ ~~~~ ~~~~ Chattcr~ee and Sen ( I~)73)

h av e  stud led i’L~ I ‘st s based on a general ci ass of linear rank slat i sI i cs

the theory rests on an inv: ir i ;nlcc princi ple for PCS l i n e a r r ank  ‘.t it  i st  i c s .

For t h e  case of F
1 

= . . . E N = I involving an unknown parameter P (form 

~
——

~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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of F assumed to be spec i fied) , Sen (1976) has  cons t ruc t ed  PCS te sts for

Il
~
: H = ~~ vs .  H

1
: 0 ‘ (or > or < )  based oj i PCSLR (likelihood r a t i o - )

s t a t i s t i c s ;  h er e  a l s o , t h e  theory  i s  based on an i n v a r i a n c e  p r i n c i p l e  for

the PCSLR . The object of the present investigation is to focus oti a

general class of location , scale and regression models where the l’Cl’LR

statistics yield suitable ~j~~mI. i l . :  ;r~~~~~ee (QP) and to develop  suital )le

invariance princ ip les for such PCQP ’s. These models are introduced in

Sect ion 2 and the corresponding PCSLR stat i s t i e s  are der ived and i ncor-

po rated in the coti st ruct  ion of appropr ia te  PCQP ’ s. By nature , such a PCQP

involves a partial sequence of linear combinations of functions of order

statistics with stochastic coefficients depending on the various censoring

stages. Invariance princi ples for the PCQP are stud i ed in Section 3. The

last section deals with some application of the main theory to sonic time -

sequential tests.

2. A CLASS OF PCQP’S

Let 0 be an open interval containing 0 and let [f(x;0) , H o} be

a family of absolutely continuous probability density functions (pdf) , and

for every f :  - ~ < x < , let us denote by

g(x) = -(~ /~ 0)log

(2 . 1 ) and

G (x) = [1 ~I:(x;o) I 
_ l
~~g(z)(lF(x;0)

where F(x;0) = 

J
f(:;O)dz. We conceive of the model where the dl’ F.

5— - -‘- ——-- - ----‘---—- -.—.- . —- — - --——‘~~~~~~ - .—..-—------~~-—-—-----— . - ,_-.--..~~ 
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.

admi t s  of the pdf f .  and

( 2 . 2 )  f .  (x)  = f ( x ;  
~

(c.
~~~N ) )  , - ~~ < x <~~ , 1 ~ i S N

where c
1 
,...

~
c
N are given constants (not all equal), c

N
= N

~~~
.

l
L . and

A is an unknown parameter. We intend to test

(2.3) H
0
: A = 0 vs. h1

~
: A ~ (or > or <) 0

Let us also denote by

(2.4) C~ = 
~~~l

(c._
~N
) and c~ . = C

~
’(c.

~~ N) , 
l � i � N  ,

so that ~~~~~~ = 0 and ~~~1
(c~ .)

2 
= 1 . Then , the likelihood function for

.jk) (k)

~N 
is given by

(2.5) LN k (Z
~~~

, Q
(k)
) = ~~~ fQ 

(1
N

i
~~JJ 

(~~~Q 
(iNk )Ii= l Ni i=k+l Ni

k N
= TJf 2

N
.; A(c -c)) ~J [l_F(Z Nk ;A (c c

N
)’,L]

i= l ~~ I=k+ l ~N1

Simple computat i ons leads us to

(2.6) 1N k = cN {(~~/~ A)1og 1N k ~~ N ’

k
= ~~ c~~ •

t~~~~~~~~~~~~~~ 
_ G ( Z

Nk ) l  , k = l ,...,N
i= l Ni

and 1
N0 

= 0. Note that

1 N N = 
~~=l 

(~Q~~~
(Z~ .) = 

~~~~~~ 
c~ .g(X.)

T h u s , the LMP ( l o c a l  l y most powerful) test stat ist Ic based on ~~~~~~ Q
(k)
)

_ _ _ _ _  _ _ _ _



is 1’
Nk ’ 

:,uid in the setup of Progressive censoring , the sequence

() k’ ri relates to a sequence of linear combinations of ’ func t ions

of order st a tistics with the coefficients {c~ I all stochastic iii nature .
i

R’.’ reference to l1~ je’k and Sid~k (1967, Pp. 7 0 - 7 1 ),  we m ay remark that the

model (2.2) includes as special cases , the classical two-sample location

and sea l  models as well as the so called regression model in location and

scale

We are primaril y con. erned here ~.ith weak convergence of suitable sto-

chastic processes constructed fr~m the partial sequence {TNk ; 0 k < r}

where r satisfies (1.3). In statistical applications , often , we face

some related PCQP’s which we pose below .

Note that under the usual  Cramer-regularity conditions , J g(x)dF (x;0) = 0,
— (0

so that by (2.1)

( 2 . 8 )  G ( x )  = ~{l~~F (x;0)} 1f g ( z ) d F ( z ; 0 )  , - < x < ~

Let now u(t) he equal to 1 or 0 according as t is � or ‘- 0, and

let

( 2 . 9 )  S
N

( x )  = N ~~~ 1
u ( x - X ~~) , -

he the empirical df. We define

- {l - S N (x) }
~~~J 

g ( x ) d S ~~(x)  , X K Z
NN

(2.10) G
N
(x) =

‘l’hen , in (2.6), we rep lace G( k
) by 

~N
(ZNk) , and obtain a related

sequence



.~~~~~~~_~~~~
- ‘--- 
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0 , k = 0

(2.1!) T
~k 

= 

~i= l 
c~Q E~ (:~ .) GN

(Z Nk )J , 1 ~ k� N-l

T
N . k = N .

Note that , one can rewrite T
~k 

(1 < k ~ N- i) as

(2.12) T
~k 

= 
~~~ 

C~ Q
[g( 5

.) ‘
~~~~i=l 

g(~~~)]

= 

~i= l ~(Z~~)[c~Q 
+

~~~~~~ ~~~~~~ 
C~ Q J

so that it is a linear combination of a function of order statistics w i t h

s t o c h a s t i c  c o e f f i c e n t s  depending  on the  censo r ing  s t age .

We conclude this section with the asymptotic stochastic equivalence

of the two sequences {‘I’
\k ; 1) s k ~ r} and 

~
T k ; 0 k rI . We speci fical ly

pro v ide  the pi -oo t ’ for  the  n u l l  h ypo thes is  s i t u a t i o n  and we s h a l l  see in

Section 3 that the conclusion remains true for cont i guous alternatives.

l%e denote by F0
(x) = F ( x ; 0 )  and consider first the following .

Lemma 2 .  1 . Let {d
N

i * 1 - i S N ;  N s 11 ~s. a tr ’i e~; -A i-~ r array f
’ y :1 na,_7 u

•~( Z t  ‘ eJ /7 ~H ( ~

(2.13) 
~i=l d

N
i = 0 and 

~~~~ 
d~~. = 1

/:~~ let q = {q ( t )  (1 < t < 1 } be a ee~zt l ’ ~ou~ , ~2 ~1—rL ( ’q(~ t H .’e , t ) — e ;~ i~

in te(/Y~~)!. ‘
~~ n m e/U I = I 0, 1J . !“/~ a / /~~, le t  Q = I ’~~~~ ’ Q\ I

on ~~~~ ~~~‘~a t zt ion o,~ (1 N ) wiH~ •~~uai rub !/~l ’ / f ~, ( N !  )~~ . ‘

( 2 . 1 1)  I * { I . ~~
1
~~~l q ( k / N )  I Y, d~~ I --1) J

I 

___________ 
__________________ 

_____________________
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Proof . let F’\ d’.’rso e the uni form prob abilit y measure  over the set  of

~ P~’r~ Utat ions ~f (1 N ). Then , I:Ld
NQ 

P
\] = 0 and

1 ~-N 2 1
~~~~~l

d
N = \ ,  i = J

12 ,15 ) E(d
NQ

d
\Q IP )=

1 J 1 cn — l

~~~~ ~~~~~~~~~ 
= 

N (N-1) * I

Thus , if we let

(2.1H) = ~N-k )~~ ~i= l
ht
NQ. * 

I ~ k~ N-l

we have

( 2 . 1 7 )  F I U Nk J P \ J = 0  and E[IJ
~k

J P N I = k { N ( N - I ) ( N - k ) ~~~’

Further , ~~der

(2.18 E [d
NQ ~~~~~~~~~~ 

= (N
~
k) ’

~~~k l
d
NQ

= 
~
(N
~
kY

~~~~ l
dNQ = , O s k SN -i 

*

and hence , by (2 .16) and (2.18)

(2.19) E[UN k I IQ ‘~ k~ ~~~~~ 
[UNk

+ E[d
NQ IQ 1,...,Q k

} ]

=t J Nk , for k= 0 ,l ,...,N-2

so that under 
~N’ 

{U
Nk) is a martingal e . Let

(2.20) hNk = (N-k)q(k/N) , I ~
— k ‘~ N-I

Then , by the U-shapedness of q, there exists an ~~: 0 < c z < l , such that

(N-k)q(k/n) is ‘
~~ in k for I s k < Na. Hence , by the Chow (l9~0)

extension of the Il~ iek-R&’uy i inequality,
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( 2 . 2 1 )  
~{l:~~N~ 

t ( k / N )
~~~~= I d

NQJ 
� 

~~~~~~~~~~~~ 
hNk fU Nk l � l}

S{l~~1
E(u ~~1

) #
~~~~~

‘ h~ k j E ( U
~ k ) 

~~~
(
~~ k -1 ) 1}

= {N ’q ( l / N )  +~~~~~ 1q 2
(k/ N) [ (N~ k ) / ( N ~~l ) ( N ~ k ÷ 1 ) ]}

� N ’~~~~~~q
2

( k / N )  (as (N-k)/(N-1) (N-k+l) � N 1 
* 

k I)

2I q (t)dt * as q is U-shaped
JO

Since 
~~~l

dNQ = 
~~i=k+1

dNQ~~ 
1 � k s N - 1 , the case of N a < k � N - l  can be

reduced by reflection and an inequa l i t y  for this  complemen tary par t be

obtained in the same manner. Q.E.[).

In particular , if we let q(t) =K ~~ , 0 � t � 1  where 0 < K < w  and choose

K large , we ob ta in  from ( 2 . 14 )  that

(2.22) 
l~ k�N i=l

d
NQj 

= 0 (1) * uniformly in N

Note that if the X~ are i .i.d . with df F0, then by the Glivenko-

Cantelli Lemma , as N -
~ ,

(2.23) 
I~ k�N IF o

(ZNi ) - k/NI -* 0 almost surely (a.s.) .

Lemma_2,2 . If’  t i ~ X. are i.i.d. with Jf F0, ther~ under (1.3) 2nd

f g~ dF
0 

< ~ *

(2.2.1 ) 
~~~~~~~~~~~ 

+ (N~k) ’
~~ 1g 12~. ) I  ~ 0 a .s. , (~~2 N-*~~

Proof. First note that under the hypothesis of Lemma 2.2 , 

- - -‘ - - -  -- ,-~~~~-~~~~, - ~~~~~~~~~--~~~~~~~~~~ ~~~~~~~~~~~~~~~~



(2.25 ) g ( x)dS
N

(x ) - f g ( x ) d F ~)(.\) (1 a . s . ,  as N -*

the proof i s  s t r a i ght fo rward  Isee , for  ex a m p l e , Basu and Borwankar (197 1 )1 .

and hence , is omitted . Secondl y, under  (1 .3), r/N -+ p; 0 <p < I ,

(2.26) 
1~~~ r

1 O N k ) /  )-1~ ~0 a.s., as N ~~ ; by ( 2 . 2 3 ) .

Uhe rest of the proof f o l l o w s  fr .ini (2 ,8) and (2 , 24 )-(2 ,26), Q . ! .1 ) .

Note that for i . i . d .  X , X 5 (with df F
0), =

takes on each permutation of (1 ,.. .,N) with equa l probability 1/N! Thus ,

by (2.6) , ( 2 . 1 2 ) ,  ( 2 . 2 2 )  and (2.24), we obtain that under H
0 

and (1.3)

( )  ) 7 )  max 
~~ 

—- l<k�r Nk Nk

~ {l r =1 QN
.
~
}{1

~~~~ 
ZNk )

-
~ 0 , in probability

l~ith this results at our disposal , we are tempted to consider a uuiore genera l

c l a s s  of PCQP ’ s and then to study invariance princi ples for this class , lead-

ing to similar results for {TNk } as special cases.

3. AN INVARIANC E PRINCIPLES FOR PCQP

Instead of considering PCQP’s derivable from some PCSLR stati stics ,

we stud y here a broader class of PCQP ’s.

Let .J = ( . 1 ( x ) ,  - ~~< x <~~} he absolutel y continuous (on finite inter-

vals) and he a d i  f f c renc e of two non-decreasing and square in tc g r a h l e  (wi t h
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respect to F
0
) functions , so that

(3.1) = J J
2
fldF (x) (< 

~~~)

Further , let {dNl , . . . ,d
NN ; N~ l} be a triangular array of real numbers

satisfying the conditions:

(3.2) 
~~

d
N
. =0 * ~~~~ =1 and 

l~~~~ N I d Ni l ~~ as N~~~

Finally, let {z~~~. Q
(k) 

1 � k � rI and r be defined as in (1.3) and

(1.4), and let

(3.3) 
~~~=l J12N i Ud NQ Ni ~~~~~~~ ~~~1

d~~~~1 , I S k � N-1

L
N N I  

, k = N

Our primary concern is to develop an invariance princ iple for tL NL ; 0’T k~ ri ,

~ind we consider first the case of the null hypothesis (ll~) where the

are m. i.d. r , v  w i t h  in absolutel y continuous df F
0. We denote the expecta-

ion and v ar  ;mnce under ll (~ 
)~ 1~ and V

0 , respectively. Let

5 .  1 )  
~Nk 

= 1~( )  ( 
L~~~) , U S S N

and for  e v e ry  N ( - r 1) , w e consider :i stochast ic process W\ ~~N 
, t

1 (1 , 1 1 ) b y h u t  roduc i u i ~ a s e qu e n c e  of non—t!ec !’t’ac ing , r i ght L o n t  inui ous and

i n t ey e  r — va Iii :d l’uiiuc t i ons  [ k ( t ) , t € I I , w h er e

( 3 . S) k N ( t )  = i s { k :  
\ k  

t / ~~~~} t

.imnl t h ’iu I et t i i l l ’,

_ _  -. -~~~ . . -‘. _ _ _ _ _ _
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(5.6) 
~N

(t) = 
~~
‘L
N k ( t) * t t I

N o t e  that )~\ belongs to the D[0,lJ space endowed with the Skorokhod

J 1 -topology (for N = 0 , 1 , W
N
(t) =0 , V t 1). Our primary concern is to

show that unde r s u i t a b l e  r e g u l a r i t y  con d t ions ,

(3.7) W
N 

W , in the J 1 -topology on D[0,l J

where W = {W(t), t I) is a standard Brownian motion in I.

For absolutel y continuous F0, the a-quantile 
~a 

is defined (uni-

quely) by

(3.8) F
0
(~~) = a: 0< a<  1

Let then

(3.9) 
2 

= J J
2
~~~d F ( )  + (l-a)~~~[J

J(x)dF
0(x)) , 0 < a < 1

by (3.1), < for every 0< a <  1. First , we consider the following .

Lemma 3.1. Under ( 3 . 1 ) ,  ( 3 . 2 )  and H~ , as N -
~ ~‘

(3.10) =-
~
> E

0
(L~~) 

-
~ u~~, V 0 < a < 1

PrOOf .  Let be the set of all possible (N!) permutations of (1,..., N),

Then , unde r II
~
,

(3.11) L
N N (~~~~

, Q~
N)) = l~~~~~~~

f
O

(Z
Nj

) ~~ Q
(N)

( N )  (N)  . . . ( N )and hence Z
N ~N 

are stochastically independent with 
~N 

assuming

each permutation of (1 ,... , N) with the same probability (N!)~~~. Th is

insures that for each k(=l ,...,N), is independent of z
(N) 

(and

- ~~~~~~~~~~~~~~~~~ .— —.- -- - .  - -~~~~~~~~~~~~~ -- ~~~~~~~~~~~~ 
.
~~~~~~~~~
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hence , of 7 ( k ) ) when holds. ThUS , proceeding as in the proof of

Lemma 2.1 , we obtain that

(3.12) EO (L
Nk

Iz
~~

1) = E O (L
Nk

) =0 , l � k s N

(3.1 5) L
O
(L
~k

)= l ){EO
(L
~k

IZ )}= liO{VO
(L
Nk IZ

~~~)}

= E O{v O r~~ J ( z N .) :
NQ 

2
~~~+1

QN~
(
~~~

’ ~~~~~~~~ 

2

= {
~~~.~~1~~Ni ~~~~~~~~ 

}E o{~ 12 (Z N i )  +
N(N k)
[
~~

J(ZNi)] }
N 

Z
Nk 

N 
Z
Nk

=~~~~
—

~
- E~{J 

J (x)dS
N
(x) +

~
_
~(~

1 J(x)dSN (x)Jj . by (2.9) and (3.2).

Now , k/N ~ a: 0 <a < I > N/(N-k) ~ (1-a)
1 

<~~~ , and by (2.23)-(2.25),

Z F

(3.14) 
j

Nk
J
r~~~ dS (x) ~ f J

r
(X)dF (X) a.s., as N (r= 1 ,2)

Finall y, for r= 1 ,2

2/r 2/r

(3.15) 

1 

~

-l N 2 

EJ
2 xds

N
x) =N ~~~? 1

J
2
(X.)

where under (3.1), N ~~~~ (X.) (heint’ a reverse-martingale) is uni-

forml y (in N) integrab le. Hence , (3.10) follows from (3.l3)- (3.l5) and t h e

1)ominated Covergetice Iheoremui Lcf. l o e v e (1963 , P. 124)] . Q .1 .1) .

Let 6Nk~~~~ZN * 
~(k)) be the a-field generated by (Z~~~ , 

~~~~~~~~~~~

and 6
~k 

= 8[~
(N) 

Q
(k’)
) he the a-field generated by (~~(N) Q k)

) * for

k= 1 ,2 ,...,N



~~~~ — . r  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Le nma 3.2. 1 / n / i ’ H 0 ,  {LNk , 8Nk’ 0~~~~~~} (and hence , {L Nk , bNk, O�k SN ) )

zi’c 7Pku t irej ~~l~~e f ’u P  eL) ev?j N ( ~ 1)

Proof . Note that LNN 
= while for k S N-2 , by (3.2),

LN k 1  
- = 

~
J(ZN .) 
[~~~

i :~I
d
~~Na 

- 

~~~ a
NQ

N~~

k+ 1
(3.16) 

~~~~
Nk+l

~~ENQNk+l ~~~~
= 
(N
~
k
~
i)ENQNk+ l 

+

~~~~~~~~a~~~l

d NQ
N~~~~~

L J ( ZN k + 1
) N

~
ka~i~~~

N
~ j

Since , under H0, Q
(k+1) 

is independent of ~
(k+l) 

while as in (2.18),

EQ [d NQ I~ Nk~~~
E
O EdNQ I ]=_ (N_ k)

~~~~~~l
d
N , it follows from (3.16)

Nk+ l Nk+l Na
and the above that

(3.17) E
o

[L
N k 1  ~

LNk I8Nk 1 = 0 , V O s k � N - 2

Thus , Eo [LN k l IB
~k 1 = L

Nk , V O � k� N - 2 .  Further by (3.17) ,

(3.18) EO
[L
Nk+ l IBNk I =E Q

{E
o

[L
Nk+l l8

~k
flBNk

}

= EO
{L
Nk IB Nk

} = L
Nk * 

V O s k s N-2 . Q .F .ll .

Lemma 3.3. Under (3.1), (3.2) and H , k/N -
~ a: O < c i < 1 inaur~:~ t h ~’t

(3.19) 
~~~oE { ( L

N l  
- L

N 
)

2
I B

N 
} 

~ 
V
a 

as N

Proof. Note that b y (3.16) and the stochastic independence of Q~~~~~

1
. 

.~( N )

we have for Os s s N - 2 ,
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(3.20) E( (L -L ) I 8  INs+1 Ns Ns

= {N S / ( N S l 2}{~~~s+I~~NQ ~~~ ~~=s+l
dNQN~~

2}

Lo{ LJ(:N l
) +~ [~

J(z j )j 1 J : (5)}
Now , by (3.1), for every n > O , there exists an c >0 , such that

(3.2!) J ~j(X)l
rdp

0
(X) <~~ for r= 1 ,2

For s�N c , we note that Y
~ =s+l Id

~QN
. ~~~ ~~=S+l

dNQ~ ‘
2

~~~
=S+IcQN .

= 1 , so that

( 3. 2 2 )  
~~~~

‘E{ (L
N ~ 

- L~~~
2 J 8 ~~~

+

~~~~~~~~~

• 

~:=I~
;(z

N1 )14 I
~~ )llLl +O ( N

~ )1

and proceeding as in (3.l4)-(3.lS) , it can he shown on using (3.21) that the

rig ht hand side of (3.22) can he made arbitraril y small , in probability

(when N

Note that the conditional pdf of g~~cn 
Js)

(3.23) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~

It is easy to show t ha t 
~

1
~~~

2N I ~ ~~~~ 
exists for all 0 < c  N I  lund er

(3 . 1)  and further by t he absolut e cont inui ty of .1 x) (on f i n  i i  e i ul er~ a Is)

and the a.s . convergence of - E S/N I t o  0 for eve r v N s N • < I ,

i t  f o l l o w s  as in )heorcm 3.1 of Sen (1961) t h a t

(3 .24) mjx 
I I I.112N5+I )IZ Ns l - .J 12N ) I  0 a s . ,  ac N

N 
a 

-~~ - . -- ~~~~~~ --~~~~~ 
-

~~~~-
-

~~~
. - . -- .~~~~~~~~~~ ,-- .--  -,

~~~ -~~~~~
---- 



let us t hen denot i’ hr

(5.2f ) U
N 

= (N s) ’
~~~~l

d
N(~ 

= 
~
(N
~
s) ’

~~~ l
d
NQ 

, 1 ~ s sN - 1

~3.2t ) U
N 

= (N_s)~~~~~1
d~Q 

, s = I . N-i

It t’ollows from (2.19) that 
~~~~ 

6(Q ) 1 s N -l I is a nui r t in gal e

when ll~) holds and as in (2.14) and (2,26),

(3. 27) m

~~~~~~~~ t t l
N

I 
= 0 ( N 1

) for every 0< rt < I

A lso , note that

(3.27) E
0~~Ns~ l I~~4~~ i = (N-s

~
l) ’{(N- s)UN 

- E
0[d~~ I 6 (~~~ ) II

Ns+1

= (N-s
~~

1) ’{ (N
~

s ) U
N ~~~~ =s+I QNa

= t J  , 1 < s � N - 2
Ns

tising the marti ngale property in (3.27) and the Kolmogorov inequality, we

obtain that under 11~ , for every c>0

(3.28) P{l~~~k
INu NS -1 l >~} S £

2
E

o
{NU

Nk~~~
1}

~~

where

(3.29) Eo[NU Nk~
1 1

2 
= i

~~{~~~
-
~

- 

~
s=k+ l

~~
NQN N }

- 
N
2 

k(N-k)~~ N (d2 1
)
2

— 

(N-k)
2 N(N- 1) i= l Ni N

= (Nk/ (N-I)(N-k)]{Y~ 1
d~ . -

~~~~~~

EN k/(N l)(N k)){(
m d~~

J
~
N d~ +

÷ 0 by ( 3 . 2 )  and the fact  tha t  k / N ÷ a :  0~~a -  I 
* 

as N

___  . -- .-~--—‘~*——--—‘- ---— - --- -
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Thus , from (3. 28) and (3.29), we have under

(~ .3O) 
1~~~k~~Ns 

- = 0 (1) , as N -
~

From (3.21)) through (3.30), we obtain that for k/n ~ a: 0~~a< 1

(3.31)

= N~~ 
~~ 

1
.i 2 (ZN ) (N-s+ l)/(N-s)

Y .J:Nj )J(ZNj) ( ( N ~ ivj ) +~~ IV J (N~s) 2
)1 t 1+O))(l) 1i = lj= l

= N ’{~~~ I r ( Z N ) +~~~~ (~~~ 1. J ( Z i ) } 2}{1+O (N 1
)}{l+ o ( l ) }

Nk~~ N Nk 2
= 

[~
‘ r(x)dS

N (s) J(x)dSN(x) 

J

{l+o (1)}

while

(3.3 2) E
o
(L
~ l I8No

) =li ~)(L~ 1
) = N ( N - l ) 2 

~ 
E

0
J 2

(Z~~~) ~~0 as N ~~~‘

H ence , by (2.23) and (3.14), the ri ght hand side of (3.31) converges (in

probability) to \~~ , as N -
~ = , and the proof of the lemma then fol lows

from (3.31) and (3.32). Q.L.I).

Remark . Note that in (5.32), N
h

l~ ,J 2(:NI ) follows from the fact that

-l max -l
(3.33) N 1

~)~~~
zNl~ 

- - 

1 N 
N II

~
. J (

N
.

N
1
F~.J (X .) 0 , as N -

~ ~~‘

where the last s t ep  fol lows by st andard  arguments under  (3. 1)

______________________ 
~~~~~~~~~~~~~~~~~~~~~~ —--‘ -- ~~~~

-- -.
~~~~~
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Let now 1(A) denot e the indicator function of the set A.

Lemma 3.4. For ~~~~ c > 0 , k /N -* a: 0 <a < 1 , as N

(3.34) 
~~~o

E
o
{(LN j  - 1N )

2
1 ( I L

N 1 
- L~~ 1 >c~

)LB N I 0

Proof .  We breakup the sum into two subsets {s N~) and {Nc s - k}. Then ,

by arguments similar to that in (3.22),

(3.35) 
~~~~

‘E
o
{(L

N l  
- L

N 
)
2
1 (R N 1 - L N I >1

~~Ns }

V
F N E ]

E { ( L  - L  )
2

!5  I 0- 
~s=O 0 Ns+1 Ns Ns

Since J(x) is the difference of two non-decreasing, absolutel y con-

tinuous and sequare integrable functions, it can be shown easi ly th at for

every 0 < r <a < 1 , there exists a C = C(c,a) (< o~) ,  such that

(3.36) max 
I 3 ( Z

N + l
) +~L 

~i=l~~~Ni~~ ~ C a . s . ,  as N - ~ ’~
S : C~ - 1

On the other hand , by ( 3 . 2 ) ,  for every Q (N) 
~

(3 37) max ( I d  +~~~~ v~ d = 
max 

~d ~~L ~N d J Il < i S N NQ N i N- i ‘ s= 1 N QN 1si~ N NQNI N- i  s=i+1 NQN 5

� 2{I
m
~~ N I d N . I }  -

~ 0 as N -
~ ~~

Hence , for every C and ~.
‘ 0, there exists an integer

such that

(3.38) Max 
~ + 

~~~~
dNQ I < 7c} = 1 , V N ? N

0

From (3. 16) , (3 . 36) and (3.  38) , it follows that for N � N0,
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(33~~ ~s= [N +l L0
{
~~ Ns+l 

- L
N )

2
1 (IL N +1 

- L
N

I >~~~
)l8Ns } ~ 0

and (3.34) follows from (3.35) and (3.39), Q.F.t).

Ice are now in a position to formulate and prove our main theorem of

this section .

Theorem 1. 1i~’~i r  (1.3) , (3.1) zni (3.2), ~~~ t~
, X. are i . i . d . r.~~ i~~~ t i

~Th ZI ~‘ l 5 t L i ? /  ~ ut I U ~ C~~~~ Lj~ F0, (3.7) h

P r o o f .  By virtue of the mart i iigale property of { L Nk }~ 
when 11

0 
hold s , we

are in a I)OS it iOhl to use Theorem 2 of Scott (1973), and to prove the theorem ,

a l l  we need to show tha t

k ( t )
(3.40) ~N~~

i N I VO EL N .IB N
.

l I ~ t , as N -~~ (0<t <1 )

(3.41) ó
~
2 

l
I/
o{1L N

.
~~

L
N

.
l l l( IL N

i
~~

LN j I > c ) l 8 N
i

l I~~
0 (Vc>O ) ,

where k
N
(t) and r are defined by (3.5) and (1.3) , respectively. Now ,

(3.41) follows directly from Lemmas 3.1 and 3.4 (where we note that (1.3)

insures that O s p = a <  1). Since , by (3.4), (3.5) and Lemma 3 .1 ,

) -,

(3.42) ~~ tv , ~ V
2 

as NNk
N

( t ) p Nr p *

t h e  proof of (3.40) follows from (3.12’ and Lemma 3.3. Q.E.D.

Remarks. The condi t ion that 1 is the difference of two non-dec reasing

It mne t ions , t h roug h quite genera l , can he d i s p e n s e d  at the cost of strn gth en—

inu ~ (3.1) to

(3. 13) I~~~ 
(x l  mdF

0
(X) < “  for some m 2 -
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In that case , in l emma 3 .4 , a Ii apounoff—type condi t ion can be oht a i ned

(which implies (3 .- Il), and the rest of the proof remains the same. Secondly,

1w (1.3), we have limited ourselves to O< p < 1. Though p may be arbitra-

ril y close to 1 , there are a few technical barriers for allowing 
~ 

to he

equ al  to one. Note that V~ nay tend to ~ as p -
~ 1 ( v i z . ,  . 1 ( x )  = I

V x > v
2
=p/( l-p)) . I f , however , we impose the additional condition Las

before (2.8) 1 that

(3.44) = 0

we obtain from (3.9) and (3.44) that for every O < p <  1 ,

(3 .45 )  v~~~f 
.r(x)dF0

(x)  + ( i pY 1{j J 2 ( x ) dF ( x ) ) 2

1 P 2  + 1 J
2(x) dF

o
(x) ~2 and ~~ V~~~~~~~ 62

Even so, f J(x)dSN (x) is not necessaril y equa l to 0; in fact , it is

O(N 2). Further , 
{l~~~N

j2 zNi } 
= E

o{l~~~N
J
2
(X.)} = o(N) , under ( 3 . 9 ) ,

while under (3.9) and (3.44), E
O (rJ(X)dS N(X))

2 
= N 1

ó2. Hence , i t  follows

from (3.13) that for every (fixed s( 1), as N ~

2 ‘ - 1 ’  -l  ‘ 2
(3.46) Lo

(L
NN ) ~* ~

S’ +s 6 =  (1+s )~~~~~~ 
>

This apparent anoma ly  can he s t ra ightened ou t wi th the help of ( 2 . 8 )  and

(2.10) . Note that if g satisfies (3.1), then for every ( f ixed  s(~~1 ) ,

as ~~~~~
I 

Z
N N 5  1

(3.47) 
~

(Z N N .) = 0  ([N/s] 2
) w h i l e  g ( x ) d S ~~(x)~ = O ( N~~~

Thus , whereas (2 . 8) r e l a t e s  to  a te rm (for  x = N N 5
) o ( [N / s 1~~) ,  ( 2 . 1 0 )

_ _
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leads us to a term ((/~~~~~
) =O lN 7 s) , and hence , 

~
(2 N\ ) and

are of different (stochastic) orders of magnitude , and the

stochastic alir larger order of magnitude fro G
N

(Z NN ) pushes up the

variance of LNN ; in fact , here (2 .24) and hence , (2,27) may not hold.

But , if s = s(N) be any (slowly varying) function with lim
N 

s(N)

it can be shown tha t

( 3.48) E
o
(L
~ N (N ) ) ~

2
(l + l/s(N) +o (l))~~~ as N~~~

Thus , as regards (2.27), we can proceed as follows . First , doing the

same line (of proof) as in Lemma 3.1 of Sen (1976) , it can be shown that

under U

(3.49) 
~
‘Nk ’  BNk, 0 � k~ N } is a mart  ingale

while for q > 0 , arbitraril y small , on letting r\ = fN( l-n)}, it can be

~ 2show n that  E 0 ( T )  = v 1 and 1Y 1 \r  
) , so that by the Koln iogorov-

inequa l i t y  for mar t i n g a l e s , for every ~ .
~ U ,

(3.50) p{
max 

1 Nk T\ I >~} S c~~ (T~ ~ TN
)2

= c - vI + 0(1)1

w h i c h  can be made smaller tahn any g iven ~(O) by choosing n (~ O) siffi-

ciently small [and noting that as fgdF0
O , by (3 . 4. 5) , 1im ~ ÷~1V V 7 J .

On the other hand , for r r
N 

= [N(l-n)I , n > 0 , we are in a p osit ion to u<e

(2.27 ), so that the invariance princi ple for O~ k < r
N
} leads us to

the same for (T
Nk 

0-s k r
N
} , and this along with (3.50) y ields the desired

r e s u l t  for the cut i r e  sequence {T
N k : 0 �k � N I .  In a similar manner , hy the



mart inga le propert Y (Lemma 3 . 2 )  of {L NL
} and ( 3 . 4 8 ) ,  for any s l o w l y  vary-

i n g  ( s ( N ) } , we can rep lace U
Nk~ 

O s ks N-s (N)} by an appropriate

0 � k N (l -n )} (q >0 ) and apply our Theorem 1 . In view of the fact

that E
o
(L
N\ 

- L \N (.N ~- 6 , (not to 0), we are , however , unable to

rep l ace N-s(N ( by N in this case , in actual practice , PCS mostly

involves a terminal censoring number (r) corresponding to a value of

p quite below I , and hence , this technicalit y is not of much concern

to us.

Let us now proceed on to the non -null case . We shall confine our-

selves to local (conti guous) alternatives where parae llel results can be

derived and these will be incorporated in the next section for the study

of asymptotic power of some PCS tests based on such PCQP ’s. Consider a

triangular array tX
N
., I s i  sN; N s 1) of (row-wise) independent rv ’s

and assume that N - has an absolutely continuous df F . with an
Ni . Ni

absolutel y continuous pdf 
~N1 

and

(3.51) f
N
i(x ) = F(x; Ac~ .) , — ~ <x <~~~ , i = 1 ,... ,N

where f, A and c~ . are all defined as in the beg inning of Section 2.

Note that , in (3.51), A is regarded as fixed while by (2.4) , the c~ .

all go to 0 as N ~ ‘~~~. We denote such a sequence of alternative hypo-

theses by {H
N
}, while U0 relates to A=0. Our concern is to study

the weak convergence of {W
N

}. defined by (3.5)-(3 .6), when hold .

We define the d
N

i as in (3.2), the c~ . as in (2.4), and assume

that they satisfy the limits

(3.52) lim
N~~~~~l

d
N~

c
~~ 

p* (1 S p* 
~~~ ‘ I~~~~~~~~~ N

I C
~~~~i

I 
÷ 0



in fact , for Ll
\ j  

= c~~j Is i <  N , p* = 1 (by (2.4)), For every t c [0 ,1]

and 0 <1) < 1 , we d e f i n e

(5.53) a(t,p) = max{a: v
2 tv2} , t [0,lJ

where ~~ is defined by (3.9). Note that ‘
~~(t,p) 

is in t ( c  10 ,11)

and V~ (Q )  =0 , V~~( 1 1) ) 
= V ~~. so that ci(O ,p) =0 and ct(l ,p) =p. Here

also , we denote 1 (x;0) and f(x;0) by F
0 

and f0, respec t i v e l y, and

g(x) and G(x) as in (2.1). Further , we define

(3.54) J* (x) = [l~ F0(x)] 1f J(y)dF 0(y) , - x <  ~

(3.55) = i(x)g(x dF
0
(x) - (l~a) J* (flG(~~l~ , t .  I

Ja=a (t ,p)

We also assume that the pdf f(x;0) is absolutely continuous in

~~~ (~~~~~~~) for almost all x , (~/~~)f(x;6) = f~~x;e) exists and converges to

f~ (x:O) as 0 . 0, and further , defining g(x) as in Section 2 and let-

ting F0
(x)  = F ( x ; 0 )  , we assume that

(3.56) ~~~[f~ )x;0) ]
2
1f (x ,0)]~~ dx = 

f
~~

2 dF
0

(x )  < .

F i na 11 y , let tis ilenot e by

(3.57) = (pit) = Ap *~~~~ /v , t 1)

II ~Id not e that by assu lupt  ions made on .1 and g , p - C [O ,1~ space. Ihen ,

we ha~ e t he foIl owi 11~~~.

Ilito r irn 2 i I \
) Zk I i ~t (3 ~) — (3 ‘ ) ‘i ,

1 1 . 3 ) ,  (5 .2), (3. 52), (3.56) .~u.t 
~~‘N 1 ~ (3 .51), N —

~ 

- - -~ ~~~~~~~~~~~~~~~~~~~~ ~~~~ - .,~~ ~~
- . -  ~~~~- . - -~~~-— ~~~~~~~~~~~~ 



(3 .5S)  W
N -p 

i~ , ~~ th~~~ J 1 - t oJ e i o g l ~ en D[O ,l J

Proo f. Let 11
N 

and P~ be respectivel y the joint df of (Z~~~ Q
IN )

)

when 11
0 (i.e. F . = F0, Yi = 1) and in (3.51) hold. Then , under

(3.2), (3.52) and the assumed regularity conditions on f, it can he

showii [cf. H~jek and Sidft (1967, pp. 239-240)] that {P~} is e.~ iF-

~c’ to {I’
N
} . For x Dj0 ,l] and 6 ~ (0,1) , let us define

(3.59) w
6(x) 

= sup {mir l [ I x ( t ) — x ( s )  , x(s)-x(u) 11 : 0su<6~t�u+6s1)

Since , W
N
(0) =0 , with probability 1 , and , by Theorem 1 , under

is tig ht , it follows that

(3.60) Urn P
~
w
6

(W
N
) > c {ii

0
} = 0 , V ~ >0

Also , W
N 

is a mapping of (Zr , Q
(N)
) into the space D[0,l I . Hence , by

the conti guity of (P~} to 
~~~ 

and (3.60), we conclude that

(3.61) u n  P{w
6

(W
N
) >C IH N

} =0 , V c > O

that is {w
N
} remains tight under (U

N
I . Thus , to prove (3.58), we need to

establish only the convergence of the finite dimensional distributions of

{W
N 

- p} to the corresponding ones of IV.

For this purpose , for any k: k/N ~ a: O < i s p <  I , we r e w r i t e  as

(3.62) LNk 
= 

~~
dN

i .) (X.)I (Xi
~
Z
Nk) ~~

_l ~~~~ )}~~~~d l(X :Nk (} *

where 1 (A) stands for the indic ator function of the set A.  1) e f i n i n g

and J~ as in (3,8) and (3. 54) , we introduce

N N
(3 .63) L

~ k 
= 

~ 
d N i J ( X . )  I ( X .  < F , )  + J *(~~) 

~ 
dN

i I (X 1 S 
a~ 

-

L 

1= 1  

- ~~~~~~~~~~~~~ ~~~~~~~~~~~~~
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If we write ~~~~~~~~~~~~~~ = N ‘k
N~ 

then by (3.(~~) , (3 .63) and the defintion of

(k )
we have

- 

k
N 

kN
(3.6-I ) = + {.i* ( F .) - 

~~~
-

1

k~~~~~
j

~~~~
1 

.J (:\i)}~~~~
d
N Q }

Note that N
1 k\ L , in probability, under II

~ 
lvi:., (2.23)], so that

by the same techni que as in Lemaa 2.2 ,

k
N

(3.65) (.
~~~~~~( , )  - ( N

~~
k

N
) 

~~~~~~~~~~ 
L o , under

while by (2.22), ~~N
1 
dNQ I 0 ( 1), under II

~
. Hence , the second

term on the ri ght hand side of (3.64) converges in probability to 0 as

N when ll
~ 

holds. Further , by the martinga le property (lemma 3.2)

we have by the P~olmogorov -inequa1ity,

(3.66) ~{ k q SN~~ Nq 
- LNk I > c I 1 l 1)}~~ O as ~ 0

and hence , notin~ th at ~N
1
k~. - i~ 

P 0 and k/N -
~ i: 0 < a< 1 , we obtain

t rom the above that

(5.67) - L
Nk 

0 as N when H0 
holds

\g ; i i n , by virtue of the cont i gu i t v of ~P~ I to ~LP \
) and (3.67), we con

c hide th at as N ~

(5. 68) 1
Nk 

- 1) under [tI
N 

} as well

‘rhti s , fo r f i n i t e l y  man s- k’ s , say , K
1 

. . .  K , m (?1) ~J ’~en , sat is-

t~ I

(3.6u ) N
1
L (

~(t .,p ) , 0 .  t
1 

. .. t -  I

_________  -,—~~—-. .
~~
— -- -.



to study the j o i n t  d i s t r i b u t i o n  of W
N
(t

l),.. . ,
W~ (t), it suffices to

consider the joint df of L
~k 

,. . .  , L
~ k Since the involve a sum over

1 m
independent random va r i ab le s , by the classical  (mul t iva r i a t e  version of the)

centra l limit theorem , it fo l lows  that  under ( 3 . 1 ) ,  (3 .2 ) , ( 3 . 5 1 ) ,  ( 3 . 5 2 )

and (3.56), IL
~k 

,... ,L~~ J converges in law to a multivariate normal distri-
1 in

bution with mean vector E11 (t
i )*~~~•*P (

t
mflVp 

and dispersion matrix

v~ ((t. A t
e

) )  
~= i . m 

which con forms to the desired pattern . Q.li .l).

Remarks. In ( 2 . 2 7 ) ,  we have proved the stochastic equivalence of

O s  k s r } and {T
~ k ; 0 k r } when H0 and ( 1.3)  ho ld .  Here a l so ,

we can proceed on the sameline as in (3.62)-(3 .64) and use the conti guity

of [P~ ) to to show that ( 2 . 2 7 )  remains t rue  when 
~“N 1 ~in  ( 3 . 5 1 ) ,

(3.52) and (3.56)J holds along with (1.3).

One could have extended the resu l t s  of Sen (19 Th) to the current setup

of n o n - i d e n t i c a l l y d i s t r i b u t e d  rv ’ s. However , t h a t  would  have  i n d u c e d  more

com p l i c a t i o n s  in the proof a long  w i t h  some ex t r a  ( m i l d )  r e g u l a r i t y  condi-

t i o ns [ v i z . ,  ( 2 . 8 )  and (3.36) of Sen ( 1 9 7 6 ) ] .  The current approach pro-

vides an alternative and simple solution .

4 .  A P I ’ L I C \ T I ONS TO_TIME-SEQU E NTIAL TESTS BASFU ON PCQ I’

A va r i e ty  of rank  based PCS tes ts  is  a v a ila b l e  in the l i t e r a t u r e .

II~ jek  (1963) has  developed t h e  a s u m p t o t i c  theory  of K o lm o g o r o v - S m i r i i o~

(KS—) type tests for regression alternatives , and his results can be

adap t ed r e a d i l y i n  a PU S provided we let i-/N I . Ihe simple I i iii i t i ng

null distribut iOn s of these KS-type stat is t ics [viz., (3) and ( 4 )  on

- — - - .  — - -- ‘ . —  —
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page 189 of lli ~j ek and Sid~k (l~)67fl are not valid if r/N -~p; O < p <  1. (low-

ever , some recent tabulations of the critical values of the truncated KS-

type tests by Ko:iol and Byar (1975) provides us with these (approximate)

critical values. In Chapters V and VI  of I-I5jek and Sidák (1967), some

related tests are also considered ; in particular , the R~nyi-type and Cramer-

von Mises type tests for regression alternatives deserve mention and they

can also be adapted in a PCS when we let r/N -~ 1. Again , for r/n

0~ p <  1 , the limiting distributions of these statistics are no longer

very simple and extensive simulation studies are being made to provide

approximate critical values in such cases. Chatterjee and Sen (l~)7 )  have

studied the weak convergence of 1’C linear rank statistics to a Browniaii

motion and their procedure can be used for any r/N -~ p : O~~p S I with sin-

pie limiting null distribut ion theory provided by them , Usuall y , t h e i r

procedure is better than the lI~ jek’ s ones. All these procedures share

one common feature : name l y ,  they are based solely on the vector

disregarding a n y  information contained in the vector of associated

order statistics. Thus , i t is quite intuitive to extract this information

and in Section , we have shown that a PCPLR statistics sequence relates to

PCQP ’s which again can he approx imate d by more convenient line ar combina-

ti on s of functions of order stati stics with stochastic coefficients. Thus ,

in tne same sp ir i t as in Chatterjee and Sen (1973) and Sen (1976) , we may

he interested in emp loy ing the process W
N * defined by (3 .5)- (3.u) and

use as a test - ;tati stic

( 1 . I )  1
N 

= M( W
N
)

where M ( x )  = II) -\ ( t ) I) s t 1) is a suitable funct ional . For examp le , we

---- ---_ - - --
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may take the KS-type  s t a t s i t i c s  as

(4.2) M
N O�t<1WN (t) Osk r ’~Nk”~p

(4.3) M
N
=
O~~~l

fW N
(t)( 

O~~~r
RNk~~

”
~p

and obtai n t he l i m it in g d i s t r ibu t ions  of M~ or MN with the a id  of our
- . . . supTheorem 1 and the wel l  known d i s t ribu t iona l  resul ts  on o<~<j

W (t) or

~~~ 1 I W ( t ) I .  Theorem 2 provides us with the asymptotic power of such a

test . We may also consider other functional (such as the Rényi-typ e or

Cramer-von Mises type) of W
N 

and purpose the same as test-statistics.

This  leads us to the study of the asymptotic behavior of d i f f e r e n t  func-

t i o n a l s  of PCQP ’s wi th  d i f fe ren t  (i}, and w i l l  be studied in a subse-

quent paper.

REFERENCES

[1 ] Basu, A . P . ,  and Borwonkar , J .D .  (1970) . Some asymptotic r e s u l t s , bas ed
on censored data , for the maximum likelihood estimators of para-
meters subject to restraints. Sankhyã, Ser. A 33, 35-44 .

[2] Chatterjee , S.K., and Sen, P.K. (1973). Nonparametric testing under
progressive censoring . calcutta Statiot. Asaoc, Bull . 22 , 13-50.

[3] Chow , Y .S .  (1960) . A mart i ngalc  i nequa l i ty  and the law of large numbers .
Proc . Amer. Math. Soc. 11 , 107-111.

[4 1 II~ jek , J. (1963). Extension of the Kolmogorov-Smirnov test  to regres-
sion a l te rna t ives .  Proc . Bernoul l i -Bayes-Laplace  Seminar ,
Berkeley (ed . I. . LeCam) .

15] (-l~jek , J . , and Sid5k , Z. (1967). Theory of Rank Te8ts, Acade m ic Press ,
New York ,

f Ô J  Koz io l , . I . A . ,  and Byar , h . P . (1975) .  Percentage points of t h e  asymp-
t o t i c  d i s t r i b u t i o n s  of the one and two- sample  K-S t e s t s  for
truncated or censored data. Teehnorn etn i ei 17 , 507-Si t ) .



— - --- -~~~ - - -  - - 

~~~~~~~

-29-

L,o~ve , M. (1963) . Pr obab i~i -l- t~ Th ~-r . Van Nostrand , Princeton
(2nd LI .

] S~ ~CUtt , I)..J . (1973). Centra l limit theorems for martin gales and for
processes with stat i onary increments using a Skorokhod repre-
sent at ion  approach. AJi’. App i , Pro! . 5 , 11 9— 137 .

9~ Sen , I’ . K. (1961) . A note on the large sample behavior of ext reme
v a l u e s  from distribut i ons with finite end points. ~‘( i l ~~~t t ~
:~~~~~~~ t ~~ . 1 ~~ . R o l l .  10 , 106-115.

(l0 ~ Sen , P .K . (1976). Weak convergence of progressively censored like-
I ihood ratio stat ist ics and its role in asymptotic theory of
lif e test ing . /110: . ~ L at - ::~ . -l , No. 6, in press. 

~~~~~~ - - - -— --- ----------.---- -


