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ENLCUTIVE SUMMARY

PROGRANM ELEMENTS AND OVERALL OBJECTIVES

NAC's eurrent projeet, for whieh this Semiannual Report is an interim report, has

three major components and sets of objectives:

I. Intczrated DOD Voiee and Data Networks -

- The projeet's specific concern is to identify the appro-
priatc mix of switching technologies (e.g., circuit, packet,
and hybrid switching) that can best incet DOD data and
voicce communication requirements in separate or in-
tegrated futurce networks.  To perform the analyses
necessary for this determination, the project's gouls are to
identify key issues and parameters, to develop cost/per-

forimunce tradeoffs and technology asscssments, and to

provide detailed recomimendations for best meeting pro-
jected DOD requirements for veice and data communica-

tions in the 1980's and beyond.

2. Gatewuay Topologicul Optimization for Interconneeting Packet

Switched Networks -
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= Growth of different packet switching networks within the
DOD s Teadinr to a nimnber of questions conecrnior the
most ceffective means to conneet these aetworks vhen
necesary. A major coal of this projeet is to dovelop
technigues for optimizing the number and locations of
gateways required to interconneet packet networks.,
Additionally, these teehniques will be utilized to identify
fundamental parameters influencing rateway lecations,
and as a concrete example, gatewayv strategics for
connceting ARPANLET and AUTODIN Il will be recom-

mended.

3. Ground Packet Radio Technology -

AKPA has doveloped a sround paceket radio system that s currently nnder rotor o
scquenee of experimental tests and performuance verifications, Tests are constrained
because of the limited number of repeaters which presently exist and because of the
complexity of simulating all possible environments and stresses experimentally.  The

goals of this project are:

- To determinc (via simulation and analysis) the performance
profile of packet radio networks as a function of key
system parameters such as maximum capacity, crror

rates, and equipment limitations.

= To provide specific recommendations for the enhancement
of the experimental packet radio system in order to
improve facters such as the time required to stabilize
after element failures and system capacity under noisy

conditions.
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= To aetermine the speed and charaeteristies of deviees
within a packet radio systenm whose elements are mobile.
To determme the ranece for which the prosent network
procecures bocome mfeasible or mtiodinee unacceptably
hirrh performance desradations, and (o propose {oasible

system design alternatives for use within mobile networks.,

This document contains only thosc interim results which arc both complete and
of utility as stand alone items. At the completion of the contract, these results will be
integr 'ted into the fial report,

Results given in this interim document are reported in stand alone chapters and
arc rclated to one or more of the mejor program clements with their associnted tasks,
Chapter 1, "Topologicnl Design of Mixed Media Networks," is relevant to hoth the
Integrated Voiee and Data and the Gateway Projects. Chapter 2, "An Alcorithm for
Design of Non-Hierarchical Cireuit-Switehed Networks,” 1~ 0 major incrodiont of the
Integrated Voice and Data Project. Chapters 3 and 3 are pact of the Pacexet Radio
effort:  Chapter 3, "Oun Conneetivity in AMobile Paeket Redio Networks," relates to
system mobility issucs; Chupter 4, "An Approximate Analytical Model for Initialization
of Single Hop Packet Radio Networks," is part of the effort to develep a performance
profile for the Puckel Rudio System.

The project plan for each of the three program clements is dirceted towards:
identifying fundamental issues and problems related to overall objectives; strueturing
specific tasks whose completion will solve these problems; accomplishing the tasks;
and integrating the results of the tasks to mecet the overall progrun ohjcetives, Major

tasks identified are given below:

1. Integrated DOD Voice and Dato Network Tasks

-1.1 Develop performance mensures for packet veice and determine

the impaet on switch architecture (hardware and software).

-1.2  Decvelop techniques fcr the design and analysis of packet

switched networks for voice ‘ nd integrated voice and duta.
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1.3 Investipnte the impact of priority striretnres for voiee and data

m packet switehed networks.,

-1.4 Apply teelimaues developed above to AUTONVON Jind AU TODEN
I traflfic and gencrate performance profiles tor the poeiet switelis

technology.

-1.5  Develop approaches for the desion and analysis of eircuit

switching networks.

-1.6  Develop & methodology for assessment of circuit  switeh

technology with reyard to hardware, softwire, cost and capaeity.,

L7 Apply the cireait switehing desirn methaodalo v to HOD volee,
data, and combined voice and dnta requiren.ont | o Heteate

performanee profiles for the eirenit swit *hin toehnd b

-1.8 Develop algorithms for the design und analyaic of intosrated
circuit/packet switching networks. (Such mixed switehing strategies

are called hytrid strategies.)

-1.9  Condvet an nssessment of integrated switches being developed,
in terms of cost, modularity, reliability, and impact of priority

structuras.

-1.10 Determine the cost-effectiveness of incorporating suteilite

subnetworks into integrated packet/circuit switched networks.

-1l Determine partition criteria for classes of voice and data to be
served by the cireuit and packet switehing components of a hybrid

switching network.

-1.12  Apply algorithms to AUTOVON and AUTODIN II data bases and

gencrate performance profiles for the hybrid switching technology.
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-LI3 Integeate the Dindings of doasks L, L7, and L12 and provide
recommendations, scensitivity - studies, and  cost and performanece
comparicons bhetween the ecandidate packet, ceircuit, and hybrid

alteinatives,

Gateway Topologicil Dptimization Tasks

2.1  Determine issucs, paramecters, and performance criteria for

interconneeting packet-switched networks.

2.2 Develop a methodology and computer programs for deterinining
the number and location of gatewayvs for interconneeting cither

terrestriul or terrestrial and satellite networks.,

2.3 Apply the methodolosv to o ease stucy - the mterconnection of

ARPANET and AUTODIN .
Ground Pueket Radio Technology 'lisks

-3.1  Determine the performance and capacity profile of pucket radio
networks for different error rates, code rates and topologics viai

simulation techniques.

-3.2  Develop analytical models and study network initialization time

as a function of system parameceters.
-3.3 Compare analytical results with siinulation.

-3.4 Upgrade the packet radio simulator to contain functions and
capabilities such as error correction, protocols, and packet handling

techniques being implemented in the experimental system.

-3.5 Perform simulation studics for the clements ‘ncluded in Task
3.4 above parallel to experimnental tests and provide guidclines for
enhancement (e.g., capacity increases or delay reduction) of tne

experimental packet radio system.
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-3.6  Determine the speed and mobility ¢haracteristies of deviees in
the packet radio svstem for wliteh the present routine and mitialia-

tion algorithms degrrade performanee or beeome infeasible,

-3.7  Propose routing and initinlization procedinres for mnobile paeket

radio networks which will miticate degradations.
o t
RESULTS

CHAPTER 1: TCPGLOGICAL DESIGN OF MINED MEIA NETWORKS:
DETERMINATION OF SATELLI'TE AND TERRESTRIAL BACKBONL NODES

A computer methodology is deseribed for optimizing the location of packet
switches and satelhite prround stations in a nmiixed terrestrial satellite HOD network,
The techriques descrioed, which have been procrammed and tested for the examples
disenssed below, combyne hetristivgy ecombinntorial, sl soalvte clomoents, Lhe
algorithins developed have direct relevanee to the general ectew v location problein
snd will be used in forthecoming efforts for this problem. Results reported here

include:

- Basic parameters which influenece cost and perforinance in a
mixed network are identified. Critical parumeters inelude:
Ratios of shortest path langths within network to direct
distances, line overhcuad, average link utilization, unit terres-
trial and satellite channel costs, and average channel length. A
fundamental relationship between cost and traffic requirements
is developed which cen provide network cost estimates, obtain-
ed without detailed layout, to within 10% of the best design.
This relationship, which is an analytic combination of the basic
paramecters, is the first such result for packet-switched sys-

tems,

- The techniques devcioped are applied 1o the AUTODIN I «data
network problem. Results include:




NETWORK ANALYSIS CORPORATION

Network cost (excluding operations, eneryption and other
ada on cost factors) without satellites is on the order of
$9.2 million por vear. This is a significant fraction of the

AUTODIN 1 cost,

Satellites used in backbone network reduce communien-
tions cost by about 7% (i.c., over $0.6 million per year) for
DC/A anticipated user traffie requirements. This reluation-

ship is expected to be true for other similar applications,

Critical cost celements which influence cost tradeofts are
terrestrial line and satellite ground siation costs, The
satellite space sepment and other costs do not have
sigrivicant inpacet. Therefore, furtiior redoctions over 70
for the civen dota levels e aediovable oriveails U h

reaeeed cost ground stations and/or lower tarif{s,

For this aprication, the best number of sutellite ground
statins is s U and constant (at 4) as the number of
backboi.e picket switches inerease from 7 to 16, We
expeet that this will be true for other application: unless
ground station cost is significantly lower (e.g., 1/5 to 1/10

of current cosis).

For this application, and for designs with tlie same number
of backbone nodes, those with lower local acces: cost
ncurly always have lower total cost (i.c., minimum local
access cost nearly always implies minimum total network

cost).
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CHAPTER 2: AN ALGORITHA FOR DESIGN OF NGNHIERARCHIC AL
CIRCUTE SWITCHED NETWORKS

A\ gencral computovized procedure for the minimum cost design of cireuit
switehed networks s reparted and studies to be conducted with the procedure are
deseribed.  ‘The procedure, which was developed to enable the nerformance of these
studies, needed beeause no organization has previously required efficient tools witn
which to cxainine all of he basie ascumptions involved in traditional eircuit switehed
network design unfetered by the constraints that have evolved piecemenl for existing
circuit switched systenis such as the U. S. telephone network,  1n this chapter we
report on the design of the procedure. Future studies with the svstem will identify
cost performance tradeolfs for voice and data as o function of trauffic load and mix,
routing strategy, and strueture of the circuit switeh (switeh set up time, <ignalling
seheme, etel)

Relevant features of the procedure are:

= computationatly ciircient and thus useful for o wide range of
studics, including investigution of switeh design, signalling

scheme, and network layout.

= Inputs are switeh locations, traffic requirements, and system
constraints such as available tariffs and desired user call

rejection probability,

= Outputs arc network hnk layout, link capacity assignmnent,
routing plan and network cost to meet traffic requirements and

constraints.

S Contains scparate modules to enablc perforniance analysis,
alternate routing, trunk sizing, and line layout. Thus, usefu) for
studying impact of variations in switch and network opcrating

procedures.
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CHAPTER 3: ON CONNUCTIVITY IN MOBILE PACEKEIT RADIO NETWORKS

This ehapter reports the first results on Packet Radio Systeur performancee it
mobile elements. An important issue for such networks is the mnount of overhesa aota
that must be sent tirough the network tor the routing and control procedures to
operate. Speed becomes a factor that ean degrade network perfornianee beeause of
this overhead. Performunce can eventnally deteriorate to the point where opcerations
become infeasible,  Consequently, it is important to design networks which exhibit
graceful degradition over as wide a range as possible.

The techniques described in this ehapter will be used in fortheoming efforts to
study performance of current and proposed netvork operatineg rules to identify
mobilit'y’ fuctors leading to infcasibility.  Procedures are developed to eqlenlate the
followiiyr quantities in svstems. whose elernent teajectories are known or esn be

computed:

= Times during  wineh a repeater canr communcate with the

station.

= Time interval over whieh the cntire network is connected (i.e.,

all repeaters have paths to the station).

= Conincetivity profile of the network (time spans when "at most,"
"at least" or "exacily" a specificd nunber of repeaters are

unable to communicute with station).

The trajectory computability assumption will be relaxed in future studies and the
performance projections currently being caleulated will serve on bounds on system

performance.
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CHATTLR 40 AN APPRONINATE ANALYTICAL MODEL FOR INTFHATIZATION
OF SINGLE HOP PACKET RADIO NETWORIRS

This chapter deals with inttindization in Pachet Radio Svatems and is part of the
cffort tu deveiop a performance profile of the system.  An analytic model is first
develeied to caleulate initialization times (the time required to stabilize the network
given a disturbance such as the entry or failure of repeaters). The model is then used
«o identify efficient operating paramete.s such as those listea below for the Packet
Radiv System. Future efforts will extend the model to general pucket radio svstems
and he used to investigate the effeet of initialization procedures on the time reqrired
for network stabilization under various operating conditions.  Cuarreat numerieal

results include operatine parameters for:

- Station trancmiscions of connectivity information (oo o 1hel
transudssion every forr maximung packet thines i inor U« ffee-

tive).

= Repeater initinhzation packets (ealled KOP'S) (eg., if tue
network has M repesters, a repeater shorld transmit a ROP

every m(e) mavimum packet times).
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CHAPTLR 1

TOPOLOGICAL DESICGN OF MIXED MEDIA NETWORRS: DETERMINATICN
OF GATELLITE AND TERRESTRIAL BACKBONL NODES




i

[~ ey i

— - e i

[

NETWORK ANALYSIS CORPCRATION

CHAPTER 1
TABLE _’.Jl‘ CON'!'I'?N'I‘SE

PAGE
INTRODUCTION ........ 0000000000000 00000000000G G 500000 1.1
1.1 Packet-Switched Satellite Communication ......... 1.1
1.2 Decign Approaches for Larye Distribuied bata

NCtWOrKS .. neneenns 500000 00C booooc 50006000 C 1.2
REV1EW OF TERRESTRIAL BACKBONE SWITCH LOCATION
ALGORITHMS ........ ©500D000000O0C000000000 000006000000 Ga 2.1
2.1 Backbone Network Cost Estimation ................ 2.2
2.2 ADD Approach .. eeee ittt etretieests vt neneas 2.4
2.3 CLUSTER Approach ....... 00 0DOCO0O0O0000000000000000 2.7

LOCATING BACKBONE SWITCHES IN A MIXED MEDIA NETWORK .. 3.1

3.1 Backbone Transmission Cost Estimate For Mixed

Media Networks . ...t ivnnnnn- 3000000 0O0C 3.2
3.2 An Approach TFor Locating Backbone Switches ......
SATILLITE SWITCH SELECTION ...ttt eescncrosocnnsnnsss 4.1
4.1 Basic Solution Apprcach .......... .t ...... 50000000 4.3
4.2 Cyclic Subsct Ordering ......e... 50000000C 500000c 4.4
4.3 Complexity of the Cyclic Subset Ordering

Algorithim ......oeieeiennnn. ettt co.. 4.8
4.4 Other Problem Reduction Techniques .............. 4.11
EXPERIMENTAL RESULTS ...ttt iteriotnsenennsnsennnsnns 5.1
5.1 System Model aad Base Parameter Values .......... 5.1

5.2 Sensitivity Studies on the Backbone Location of
Terrestrial NetwWooKkS +ieeveenorrnenas 50000000000C 5.4
Nccuracy of Backbone Network Cost Estimates ..... 5.10

Total Network Cost Versus Number of Backbone

(SR ¥4
L]
oW

NOAES +oveeeeosccscosossesssscsosssasenosecssnsssnse 5,13




Al |

-

e F

—— —

TR

T

NETWORK ANALYSIS CORPORATION

PAGE
5.5 Backbone Network Cost Versus Number of Satellite
SWIECH S ittt ittt it ittt ettt et n et ansetteeeenanenes 5.22
5.6 Secunsitivity Study on the Optimum Number of
SAtCllite SWIEChOS it ittt i ittt ettt e et nnns 5.25
5.6.1 Effect of Backbone Switch Sct Size 5.25
5.6.2 Effect of Component Cost Variations 5.27
5.0.3 BEtfect of Traffic Level ........ e e e 5.27
5.7 Procedurc Run Time ..... ettt et ettt e 5.29
6. CONCILIUSIONS ittt ittt ittt eeneneesseeonnsnnnnes c e e e 6.1
28 0 G O 2 O ) 0 6.3
APPENDIX A GENERATTON OF RIFLECTED BINARY CYCLIC CODLS
(GRAY CODES ) ittt ottt i et oonecsenneencnasocses A.l

APPENDIX B: A BOUND ON THE SATELLITE SWITCH SELECTION .... B.1




FIGURE 1:

FIGURE 2:

FIGURE 3:

FIGURE

(@)

FIGURE “6:

FIGURE 7(a):

FIGURE 7 (b):

FIGURE 7 (c):

FIGURE 7(d):

FIGURE 7 (e):

FIGURE 7(f):

NETWORK ANALYSIS CORPORATION

CHAPTER 1

SRR OF CONMETTSs  FUGURIES

ROUTING ALTERNATIVES IN A MIXED NETWORK

USER SITES IN THE AUTODIN ITI SYSTEMS .......

AUTOVON LOCATIONS ...ttt ittt iieiennnennns

COMPARISON OF ACTUAL BACKBONE NETWORK COSTS
(EXCLUDING SWITCH COST) VS. ESTIMATES BY
EQUATION (10) USED 1IN ADD ALGORITHM ........

COMPARISON OF BACKBONLE NETWORK COSTS (EX-
CLUDING SWITCH COST) VS. BSTIMATES BY
EQUATION (6) USLED IN SATELLITE SWITCH
SELECTION ALGORITHM .+.vivi e tenvennananeens

NETWORK COST AS A FUNCTION Of NUMBER OF
BACKBONE SWITCHES .....c.cceeeeen, 0000000 OC

NETWORK WITH ALL TERRESTRIAL BACKBONE LINKS:

8 PRE-GIVEN SWITCHES .......cc.... 00000000 0O
NETWORK WITH MIXED MEDIA BACKBONIT LINKS: 8

PRE-GIVEN SWITCHES ....... 30000000 5000000000
NETWORK WITH ALL TERREGSY'RIAL BACKBONT, LINKS:
11 ADD-GENTWRATED SWITCHES ...t iiiienennnenn
NETWORK WITH MIXED MEDIA BACKBONE LINKS: 11
ADD-GENERATED SWITCHES ......c000.n 000000 50
NETWORK WITH ALL TERRESTRIAL BACKBONE LINKS:
16 ADD-GENERATED SWITCHES ..t ievenenoennan

NETWORK WITH MIXED MEDIA BACKBONE LINKS: 16
ADD-GENERATED SWITCHES ............ ces et e




—— m— -y g — N -

FIGURID 8:

FIGURE 9:

FIGURI 10:

FIGURLE 11:

NETWORK ANALYSIS CORPORATION

ESTIMATED BACKBONE NETWORK COST VS. NUMBLR

OF SATELLITE SWITCHES
MOo (®) ocoocococoocoooooc

BACKBONE COMPONENT COS'T
SATELLITE SWITCHLES,
100% THROUGHYPUT .....

OPTIMAL NUMBER OF SATELLITE SWITCHES AS A

FUNCTION O INDIVIDUAL
ATIONS, 11 BACKBONE

TRAFFIC REQUIREMLNT LIEVEL VS. OPTIMUM NUMBER

O SATELLTTE SW1TCHLS,

PAGH
COST LESTTMATED BY
....................... 5.23
VS. NUMBER O
11 BACKBOWI SWITCH SET,
....................... 5.24
COMPONLNT COST VARI-
SWITCiI BT oo een.. 5.26
J1-SWITCH SET ....... 5.28




A . I = —

-

—— -

5 -

TABLE

TABLL

TABLIL

TABLL

TABLL

TABLLE

)
.e

50

CHAPTER ]

NETWORK ANALYSIS CORPORATION

TABLE OF CONTENTS:  TABLLS
PAGE

LOCAL ACCESS FACTLITY UNIT COST ovvuunnvnn.. 5.5
BACKBONE FACILITY UNIT COST .ovunvivvnnnnnnn. 5.6

ESTIMATED TOTAL COST OF

DESTGHE GENLERATES .. 5.8

COMPARISON O!" DESIGNS WITH SAME NUMBLR OV

SWIEINCNIBES 6000000000000 9000000000000000 000 KOO 5.9
CPU TIMES VS. NUMBLR OF SWITCHES SATELLITE

SWITCH SELECTTON ATLGORTTHM ... iiiiiiieean 5.30
REFLECTED VERSUS TRUE BINARY NUMBERS ....... A.2




NETWORK ANALYSIS CORPORATION

CHAPTER 1
TOPOLOGICAL DESTGN OF MIXED MEDIA NETWORKS:  DETERMINATION

OF SATELLITE AND TERRESTRIAL BACKBONI NODES

L. INTRODUCTTION

In this chapter, we address the topological design of large
distributed data netvorks in which both terrestrial and satellite
technologies arve cmployed -~ which we c¢alled mixed media data net-
works. The particular problem considered is the determination of
terrestrial ana satcllite backbone switch locations which minimize
total netwcerk cost.

In the following, we first bricefly consider the various
options in packet switched satellite communication. We then
consider the genceral topoiogical design problem of large distrib-
uted networks, and indicate how the switch location problem tics

into the gcneral design problem.

1.1 Packet-Switched Satellite Communication

Until now, the packet-switched networks implemented use mainly
terrestrial communications links. However, with the advancement of
satellite communication technology, the possibility of using satel-
lite links to reduce total network -cost and incrcase nctwork growth
flexibility has bcen receiving increcasing attention [ABRAMSON, 19737,
[GERLA, 1974bL]), [IIUYNH, 1976), [KLEINROCK, 1973], [LAM, 1974],
[ROBERTS, 1973]).

Satcllite communications can be used in the following modes in
a packet-switched environment. (Here, we only consider alternatives

at the packet-switched backbone level.)

1.1
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1. Dedicatoed poirt-te-point connections between carth
stations at some of the backbone node sites, replacing
morce costly terrestrial channels.  This mode is not very
attractive unless there are very few carth stations (say
2 or 3).

2. bedicated up-links from carth stations located at
some of the backbone node sites to the satcellite, and
breoadcast down-1inks trom the satellite to all carth sta-

tions.

3. Multiple-access (ALOLA, slotted ALOIA, recservation)

up-link from the earth stations to the satellite channel,
and broadcast down-links from the satellite to the carth

stations. This mode is attractive when the users (carth

stations) have different busy hour, or when there ic a

cost-cffective high bandwidth satellite channel option.

1.2 Design Approaches for large Distributed Data Networks

Large distributed networks generally result from the integra-
tion of existing centralized and/or distributed data communicaticns
systems. The purposc of integration is to achieve linc economies,
intersystem communications capability, higher network bandwidth,
improved reliability, improved growth flexibility, and more effi-
cient network control and management [NAC, 1976]. Consolidation
and integration of communication requirements is presently being
conside ‘ed by several large corporations as well as government and
military agercies. For example, the most substantial packet net-
work under development is the AUTODIN I1 System whercby the Depart-
ment of Defense is in the process of integrating many of its ADP

systems into a large, hierarchical network.
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Although specific network implementations vary considerably
depending on the application, the common structure of large distri-
butced networks 1s the maltilevel hicrarchical structure with a back-
bone network at the higher level, and local access networks ol the
lower levels.  Backbone and local access nets may be further sub-
divided into hierarchical sublevels,

The backbone network is characterized by distributed traffic
requirements and is gencrally implemented using the packet-switchi-
ing technology. lLocal access networks, on the other hand, have a
centralized traffic pattern (all the traffic is to and from the
gateway backbone node) and are, therefore, implemented with conven-
tional teleprocessing techniques such as nultiplexing, concentra-
tion, and polling.

The selection of the most effective network architecture (i.e.,
number of levels and type of access at cach level) is the first
problem that must be attacked in the design of a large network. A
discussion on alternative architoctures can be found in [NAC, 1976]}.

Having sclected the architecture, we must then design a cost-
effective topology that minimizes lire and nodal processor costs
within such architecture. For the multilevel case, the problem

may be suodivided into four subproblems:

a. Preliminary clustering of the uscr installations;
b. Selection of backbone nodal processor locations;
c, Local access design;

d. Backbone topology design for the higher level net-
work.
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one approach for the topological design of mixed media networks
is, in subproblem b of the above, determining not only Lhe backbone
nodal processor locations, but at the same time which of them are
satellite switch locations. However, as indicated in Scction 3.2,
the tradcoff{s involved here are guite complex. Thus, we arce con-
tent with only determining the backbone switch locations in gsubprob-
lem b, and then sclecting the satellite switches {rom the set of
backbone switches in subproblem d.  Consequently, subproblem d is

further broken into the following two parts:
d.l Sclection of satellite switch lecations;

d.2 ‘Topology decign of the satellite subnct
(satellite channel and carth stations) and

terrestrial subncet.

Subproblem a, the partitioning of a large terminal population
into "minimal cost" clustcrs satisfying given constraints is a
classical problem in data network design. An cfficient technique
for clustering a population of muitidropped terminals was present-
ed in [MCGREGOR, 1975]. Similar techniques may be constructed
for other local access strategies.

Subproblem ¢, the design of local access topologies, has also
been well-studied. Several algorithms are found in the litera-
ture [CHOU, 1973], [ESAU, 1966}, [WOO, 1973}. "Typically. the
algorithms solve the problem of optimal location of concentrators,
and optimal layout of multidrop linces to connect terminals to
concentrators.

Subproblem ¢, the selcction of the number and location of
backbone switches has recently been studied cxtensively {or the
terrestrial network design in [NAC, 1976]. 7Two algorithms: ADD
and CLUSTER, are proposed. .n this chapter, we propose a simpli-

fied backbone cost estimate for the ADD algorithm (Section 3.2),

1.4
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and apply the simplificed ADD algorithm to the backbone swit h
sclection problem for mixed media networks. Tt is experimentally
demonstrated that the cost function proposed is a fairly good
approximation to that usced in [NAC, 1976], and the saving in
computaticen time is significant.

Efficient heuristics for the topological design of terrestrial
baciibone networks have been reported in [FRANK, 1972), [GERLA, 19742},
[LAVIA, 1975). Once the satellite switch locations have been deter-
mined, these proceaurces can be adopted to subproblem d.2, the de-
sign of mixed media backbone networks [GERLA, 1974b].

In this chapter, a simple cost function which formulates sub-
problem d.l and an efficient exhaustive scarch aigorithm are devel-
oped. EIxperimental results demonstrate that the cost function used
is a good approximation to the total network cost. Extensive ex-
perimental results which study total network cost as a function of
number of carth stationg, traffic levels, and sensitivity to cost
variations arc also presented.

The work presented in this chapter is within the effort of the
general topological design of interconnecting communication networks.
One of the subproblems in the latter is to select, in each network
to be interconnected, a subset of nodes for "gateway" nodes. It is
expected that the algorithm prescented for solving subproblems b
and d.1 will be uscd for the gateway selection problem, using a

different cost function.
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Bc REVIEW OF TERRESTRIAL BACKRBONI SWITCH 1LOCATION ALGORITHMS

In the previous phase of ARPA contract [NAC, 1976], we have
investigated the switch location problem for terrestrial packet-
switched networks. Bricefly stated, the problem is; given user
traffic requirements, facility cost functions, and candidate sites
for backbone switches, doterminc the number and lccation of back-
bonec switches so that with appropriate optimum backbone link topol-
ogy, the overall communication cost is minimized while satisf{ying
constraints on backbone delay, switch capacity, etc. The basic

underlying assumptions are as follows:

1. The user sites are preclustered, so that cach site
p

is connected to a backbone switch directly.
2. Only one type of backbone switch is used.

3. Only one type of backbone trunk is used (though
several trunks in parallel may connect the same two

switches).

Two solution proceiures, MODULARIZED ADD and CLUATER, have
been proposed in [NAC, 1976]. Of the two, ADD is found to consis-
tently give better results, though it is also more time-consuming.
The following guidelines apply in selecting the most effective algo-
rithm: if the number of candidates is nuch smaller than tbhe number
of user sites, the ADD algorithm is the best choice; if, on the
other hand, the number of candidate sites is very large (e.g., the
rundidate site set consists of user sites), the CLUSTER algorithm

is preferrable.
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2 1 Backbone Network Cost Estimation

Since the optinal node location strategy is the result of the
tradeoff between local access cost and backbone cost, the backbone
topology should in principle be redesigned at each iteration to
evaluate the backbone cost. This approach, however, is computation-
ally too time-consuming, especially if the switch location algo-
rithm requires at cach iteration the design and comparison of several
backbone configurations, one for each candidate node selectinn. We
need, therefore, an approximatce cost estimate which is both compu-
tationally efficient and consistent (in the sense that the corror
introduced is "systematic", without severe jumps corresponding to
perturbations in switch number and location). The estimate need
not be veiy accurate in the absolute sense, since we are consider-
ing only cost variations relative to insertion or removal of one

nole at a time. Thisg cstimate, and the procedure used to obtain

it, can play a major role in the overall problem ¢f the character-

ization of networks via simplce parameters for use in the internct-

work gateway location problem.

We first introduce the concept of nondireci routing penalty P,
The route R used by the traffic from i to j depends on the topology,
the traffic conditions, ctc. However, we would expect the mileage
on R to be proportional to the distance between 1 and j, and, there-
fore, may approximate the length |[R]|as:

¢ |[R| =P xd (1)

ij
Where P is the "nondirect routing penalty" defined as the ratio
between the shortest path distance and the direct discance, for the
average source-destination pair (P>1), and dij is the direct dis-

tance from 1 to j.
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With thie estimate, the backbone line cost D can be expressoed

by:
crj.dj.(ltb)r
D=3 5 22 + NN x F (2)
i P
where:
p = Average link utilization (p < 1),
F = Fixed cost per node (= average number of line
terminations per node x line termination cost),
c = Cost/mile x unit bandwidth x month,
rij = Traffic requirement from i to j,
b = Lino overhead (protocols, etc.), 0<b<l),
NN = Number of switches.

The coefficients P, p and F are determinced experimentally for
various values of NN. Application results show that such cocffi-~
cients depend solely on NN, and are insensitive to switch reloca-
tions [NAC, 1976]. ioreover, experimentna]l results [NAC, 1976] show
that the estimate, BEq.(2), is adequate for the purpose of switch site
optimization.

In the switch location problem for the mixca-media networks,
due to the added complexity of the backbone transaission cost trade-
offs, instead of the estimate d veloped in this Scction, a much
simpler estimate is adopted (see Section 3.2). However, the trans-
mission cost estimate develoged here is used in the selection of

satellite switches (Section 4).

2.3
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2.2 ADD Approach

In the ADD approacn, a "figurative”" switch (center-of-mass) is
created (and dynamically relocated), such that cach user that is not
yel assigned to any selected switches is assigned to this node.
Each remaining switch candidate location is then evaluated by de-
termining the cost reduction which would be achieved by placing a
switch at the location and profitably assigning some of the unas-
signed users to that switch. The cost tradeoff is based on tne
three cost components:  backbone line cost (which is estimated by
Fg. (2)), local access cost, and switch cost. The location giving
the greatest cost reduction is then selected as the next switch
site, and the user sites contributing to ics selection arc assigned
to it. When no further cost reduct. . can be achieved, the process
halts, and the switch candidate location closest to the "figurative"
switch 1s sclected as the location for the last switch,

The ADD approach can be improved (at tne expense of incrcased
computation time) by considering cach switch as composed of several
modules. During each iteration of the ADD procedure, instead of
adding one more switch, only one more module is added to the back-
bone. We call this the MODI'LARIZED ADD procedure. The module cost
can be made such that the i-th module at a location costs only a
fraction of the (i-1)-th module at the same iocation. This modi-
ficatiorn is particularly appropriate when the backbone switches are
very powerful but rel. ively incxpensive as comparcd to the other
network components. EBExperimental results [NAC, 1Y76] indicate that
the MODULARIZED ADD approach does gencrate much better results.

Below we develop in some detail the cost trade off evaluation

for selecting cach new switch. Suppose k candidates C .,C, have

177 k
already been choscn as backbone switches (k may be 0, in which case

no switch has been chosen yet).

2.4
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1f all uscr Jocations are assigned to one of the Cj's, 1 =
l,...,k, then we are done. Supposce on the other hand, that not all

the user locations are assioned. Let,
¢O = Set of user locations net yet assigned.

If we sclect only one more backbone switch, then a reasonable choice

for this node, CO’ 1s the traffic-weighted center of mass of the nodes
in @0.
Let Q be a backbone candidate not yet used. 1If we usc Q as

Cy+1, then we would have to take some of the nodes 1n ¢0 (nodes not

yet assigned) away from CO’ and assign them to 0. Thus, the basic
tradcoff is between homing nodes to Q, or homing nodes to CO.
Let T be a user site in @O. The saving of homing T to 0, ST(Q)'

1s gJiven by:
ST(Q) = LAST(Q) + BLST(Q)

where;

LAST(Q) I.ocal access saving of homing T to Q.

BLST(Q)

L

Backbone line saving of homing T to Q.
Tae local access saving is given by:

LAST(Q) = K, x [d(T,CO) - d(T,0)]
where;

Kp = Mileage cost of the local access line connecting
T to the backbone.
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The backbone line saving can be estimat~d, with BEqgs. (1) - (2) and

otheor simplifying assumptions [INAC, 19761}, by:

CB k
BLST(Q) Ly X — X RIS {d(CO,Ci)—d(Q,ki))
Total 1=1
whecre;
tT = Total traffic (sum of transmit and receive
traffic) at uscr cite T.
tj = Total traffic of users assigned to switch
Ci’ i=1,...,k.
tToLu] = Total traffic.
CB = Cost factor as defined by the approximation

method (C,, = ¢ x P/p, where ¢, P and p are as
D

defined in Section 3.2).

We proceed by assigning to Q the uscr sites with positive sav-
ings, starting from the site with the largest saving, until the
switch capacity is fully utilized. The saving of selecting Q as

Ck+l' S(Q), is then given by;

S(Q) = (L ST(Q)]- c
T assigned
to Q

Pﬁ'

Where Cp is the fixed cost of adding a backbone switch.

After evaluating S(Q) for all the switch candidates Q, the
candidate with the largest positive saving is selected as the (k+1)
switch, the process continues until no candidate can give a positive
saving or if all users are assigned. In this case, the candidate

nearest to the center C. is selected as the last switch location.

o
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2.3 CLUSTER Approach

The CLUSTER approach works to determine, for a given value of
N, the best sct of N locations at which to place the switches.  The
basic underlying assumption is that the backbone switch locations
that minimize local access cost also minimize total network cost.
Based on the experimental evidence reported in Section 5.2, this
assumption is quite valid. The switch location problem is thus
reduced to one of optimally partitioning the user sites into N sub-
sets. This 1s heuristically accomplished by forming larger angd
larger clusters. The clusters are formed by "rolling snowballs" in
a rather "balanced" fashion. First, the two nodes closest together
are sclected. These nodes are then replaced by a single node at
their "center-of-mass" with the combined weighting factors of the
first two nodes. The merging process continues on a closest node
pair basis until only N nodes rema: n.

1n practice, the approach outlined above is too simple to pro-
duce a set of N good locations for the backbone switches. The pri-
mary deficiency is the possible dramatic difference in size of the
clusters, which in practical situations usually results in poor de-
signs. To compensate for this tendency, a paraheter ¢z is defined as
a cluster capacity, and a parameter o is defined as a size threshold
expressed as a percent of Z. Clusters will be grown until they
reach a gize greater than aZ and then they will be stopped. Clusters
arc not permitted to merge if the merger cxceeds 4. The first N
cluster to be stopped will be selected as the backbone nodes.

By not permitting the size Z to be oxcecded, the process of de-
veloping clusters may stop prematurely for lack of feasible mergers.
In this case, simply the N largest clusters are used. Furthermore,
mergers may occur over cxtraordinary distances because of fcasibility
issuces. This is certainlv not desirable, and so a parameter of

maximum distance between mergeable nodes is introduced. Finally, if

2.7
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modular capacity switches are available, then several clusters in
the immediate vacinity of one another are probably better served by
once large switch., Consequently, a parameter is available to define
a minimal scparation between clusters. Clusters closer than this

minimum distance are combined to be served by once switch.

2.8
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3. LOCATING BACKRONE SWITCHES TN A MIXED MEDTA NETWORK

In this scection, we consider a model for the mixed terrestriol-
satellit.s network, and investigate solucion approaches to the corre-
sponding backbone switch location probleomn,

Our network model i1s as follows:

1. The terrestrial network consists of a set of store-
and-forward switches (e.q., IMP's) intevconnccted by
ground channels {(a distributed subnet). PPor reliability,

the terrestrial net ig usually required o be 2-connected.

2. The ground stations are colocated with the satellite
switches. (This aésumption 15 used here {or convenience.
However, it is not required for the satellite switch se-
lection procedure developed in Section 4.) Morcover,

the satellite switches form a subsct of the set of store-

and-forward switches.

3. The satellite system is used cither in a dedicated
access/broadcast modce, or in a multiple access/broadcast
mode. Thus, the satellite subnet effectively forms a

complete graph.

4, All the switches (reqgular and satellite) have the

same capacity and cost.

5. The earth station cost is fixed, while the satel-

lite channel cost is proportional to the bandwidth.
6. The low delay traffic which cannot be routed over

the satellite links constitutes only a small portion of

total traffic requirement, and has higher priority,

3.1
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3.1 Backbone Transmission Cost Estimate For Mixed Medira Melworks

Based on the terrestrial line cost estimate developed in Scc-
tion 2.1, we can approximate the backbone network cost tor a mixed
incdia network as follows: For any two switches A,B in the network,
1nt

TER

CA B Cost of routing a unit flow from A to B along

’
terrestrial links,

SAT . . . ) )
CA B Cost of routing a unit flow from A to B through
!

some satellite links,

S(A) = Nearest satellite switch to A. (S (A) may coincide

with A.)

TE .
Then by Eqs. (1) and (2), CAIS can be ecstimated by
’
TER _ D : . L
CA B CT x d{A,B) + (estimated unit line hardware cost
14

for links on routes from A to B), (3)

where CT is the backbone line cost approximation factor as given
in Section 2.1 (in fact, CT = c.P/p, where ¢,P and p arc defined
in Section 2.1). The unit line hardware cost can be calculated
by estimating the number of links on an average path between A and
B. Since the hardwarc cost usually constitutes only a small frac-
tion of the total line cost, a very rough estimate suffices.
Specifically, in the present study, the hardwarce cost is
estimated in the following fashion. Similar to the heuristic

estimate developed in Section 2.1, for a given set of backbone



NETWCRK ANALYSIS CORPORATION

switches and requirement matrix, we ostimate the channcel-miles
and the number of channels required for a terrestrial backbone
network.  From this we obtain an costimate for the average channcl
lenath, LC. The number of links on an average path between two
switches A and B is then estimated by P ox d(A,B)/LC (P is defined
in Scction 2.1), from which the unit line hardware cost for paths
between A and B follows.

The unit cost of routing through satcellite links can be esti-

mated by (see Figure 1)

r; I“:: ll_:
JSAT o (TER + CTER g

nsiny b G, sm) t Cse (4)

where Cq is the unit satellite bandwidth cos'..

.

To a first degrece approximation, for the low priority requirce-
ment, the route with the lower cost is preferred (see Figure 1), and

thus, the unit cost for routing from A to B, C is estimated by

A, R

. SAT _TE
C = min (c2PT, ¢lERy

A,B A,B’ “A,B’ (5)

3.2 An Approach for lLocating Backbone Switches

With Egs. (3)-(5), we can extend the MODULARIZED ADD algorithm
to sclect the satellite and terrestrial switch locations. At each
iteration of the ADD algorithm, we not only can sclect one more
backbone switch location, we can also determine whetkher it is orofit-
able to place an earth station at that locatien. An approach to
select the switch is as follows: First, compare the (remaining)
candidates assuming that they are equipped with carth stations. Let
the best candidate choscen be 0 and corresponding saving Sl’ Then,
comparc the same set of candidates assuming that they are not cquipped
with earth stations. Let the best candidate chosen be Q, and corre-
sponding saving Gz- The Q5 with the larger saving is selected as
the next switch location (with or without an earth station at the

location depending on whether i is 1 or 2).

3.3
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There are some inherenl weaknesses with this approach, agside
from computational complexity considerations.  For example, during
some iteration, a switch location O without an carth station may
be sclected on the basis of the saving criterion.  However, when
more switches arce selected later, it may become more protitable to
have an earth station at Q. Yet, this information was not avail-
able during the seclection of Q.

Alternatively, one can use some very simple, but fast estimate
for the backbone line cost. The followin' is an outline of one
such approach. Steps 1 and 2 are uscd to estimate the incremental

backboriic line cost.

Lo Based on the given user traffic matrix and design
constraints, generate a number of reasonably "good"

mixed terrestrial-satellite backbone network designs.

2. Based on the designs obtained in Step 1, construct
a function which approximates the backbone line cost
relative to the number of backbone nodes. Let this
function be BC(N). Also, let

ABC (N) = BC(N+1) - BC(N)
be the incremental cost function.
3. Use the ADD algorithm to select the backbone switch
locations with the following modification: Suppose K
switches have alrecady been selected. Then the saving

that can be achieved by selecting a candidate Q as the
(K+1)-th location is

3.5
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s (Q) - local access saving of selecting O as
K the (K+1)-th switch 'ocation

= (fixod cost of installing a switch at)
Q

- ABC(K).

4. Suppose switch locations Cl’ ..., C are sclected
by tne modified ADD algorithm. Determine waich of the
Ci's arc to be uipped with earth stations so as to

optimize the backbone network cost.

Based on cxperimental results presented in [NAC, 1976] and in

Section 5.2, we found that for terrestrial networks:

. The number and location of backbone switches are
rather insensitive to variations in unit backbone

cast.

. The best selection made by the basic ADD algorithm
given in Section 2.2 is only slightly better than
the best selection made by the simplified scheme

described in Steps 1-2.

We thus conclude that for a general backbone network (terrestrial,
mixed terrestrial-satellite, hybrid packet-circuit, ctc.), the pro-
cedure based on Steps 1-3 is sufficient to obtain a good selection
of backbone switches.

Step 4, the optimization of number and location of satellite
switches, is in itself a rather difficult problem. It is discussed

in the next section.

3'6
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A, SATELLITE SWITCH SELECTION

In this section, wo consider the problem of sclecting the
satcellite switch (and thus the asscceciated ground station) locations
from among the backbone switch locations. More formally, the prob-

lem is as follows:

Given:
. Switch locations.
g Switch-to-switch traffic requircment.
. Ground station cost (including the cost of con-
nection to the terrcestrial ncetwork).
. Satellite bandwidth cost.
. Satellitoe access technique.
. Terrestrial bandwidth cost.
Optimize:

Total communication cost D:

D = ground station cost + terrestrial trunk

cost + satellite bandwidth cost.
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Over the Variables:

. Nunber and location of satellite switches (ground

stations).
Teryrestrisl network topology.
Such that:
. Traffic requircments are met.

. Appropriate constraints (delay, reliability, etc.)

are satisfiecd.
Switch capacity constraints arc met.

To simplify the solution procedure, we usc the following as-
sumptions; they can be relaxed by modifying the basic procedure

appropriately:

. Switch capacity is unlimited. This is quite realistic
if we use modularized switches such as the Pluribus
IMP [HEART, 1973].

s Switch cost varies lincarly with capocity, and the
fixed cost portion dominates. Again, thic is a

reasonable cost model for the modular type switch.

. The traffic . : assuncd to consist of two priorities;
the average delay for the high priority traffic is
smaller than the propagation time over the satcllité
channel and hence must be accommoiated by the ter-
restrial subnet. The low priority traffic can tolerate

satellite propagation delay.
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In the solution procedure, the delay of the low priority
fic is not explicity taken into account; 1t is implicitly
in the average link utilization in deriving the cost of

ing a unit flow over a channcel.

Basic Solution Approach
From the transmission cost cstima'es developed in the last
ion (IFgs. (3)-(5)), we can approximate the backbone cost for any

ch set configuratiorn. This forms the basis of our exhaustive

scarch alqgorithm,

TER

First, notic2 that CA,B’

the line cost of sending a unit flow

from A to B, can be recgarded as a constant independent of the satel-

lite

aro

cost

switches selected.

Now lct ¢ be a subset of the switches. Suppose the nodes in

1

used as gatellite switches. Then, the satellite transmission

for a unit flow between A and B, CiAé(¢), can be calculated
3,

from Eq. (4). The unit transmission cost, C (¢), can then be

cal.c

A,B
1lated from Eq.(5). It fcllows that the total backbone com-

munication cost (excluding the switch cost) for the low priority
traffic is:

CO) = [d[xCoppy * 7ty X Cp plo), (v)

AB

where

CGRD = Ground station cost,

tA B - Low priority rcquirement from A to L.

’

The optimum satellite switch set can thus be determined by

selecting the collection % with minimunm cost C(¢).
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For a given set 6of N switches, the total number of possible
subscets is ZN. Alco, for cach subset &, the computation of C(1)
requires on the orvder of NZ opcrations.  Thue, the complexity of the
above procedure 1s on the order of 42 X 2N. Since for most practi-
cal problems, N is smail (on the order of 10), thus the computation
of the optimum subsct ¢ is feasible. Moreover, as will be seen in
Sections 4.2 and 4.3, there are various ways to reduce the computa-

tion.

4.2 Cyclic subscet Ordering

[}

Suppase . and ¢' arc two sets of switches such that ¢' is ob-
tained from ¢ by deleting a switch. We invectigate how to compute C (%)
{CA,B(Q)}A,B’ and {Ci?g(:)?A’B, given that the corresponding items
for ¢ arc in storage.

First, we assume that for any two switches A and B in a net-
work, the number of 'inks (and hence the line hardware cost) between
A and B 1s prcportioral to the distance between A and BR. It follows

that for any four switches A, B, C, and D

d(A,B) < d(C,D) implies C.ER . ¢lEE (7)
s H,B -— \.,D R
: . . - TER .
Moreover, the triangular inequality holds for C , i.e., for any
three switches A, B, and C,
TER JAER TER
Ca,B t UB,c 2 Ca,c (8)

Let 11(Q) be the set of switches that has @ as the nearest
satellite switch in ¢. Given two switches A and B, note that

Ca B(d»') could be different from Cp B(¢) only if either A or B is
2 S

in 1(Q). Supposc A is in ji(Q). Let S'(A) be the satellite switch
in ¢' nearest to A. Note that
d(A,8'{A); > d(A,Q)

Hénce, it follows from Eys. (7) and (4),

4.4
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S mn :' n
C Al(’:') N

ALD Cp,p (W)

We. conclude that;

JTER

1. If LA,B(¢) = QA,B' then
. Wy - TER _ -
Ca,p(®") = Gl = Cp, p(®)
. TER
te that A\ ‘ then C p)y = C ;
(Note that i1f A,B ¢ 1I1(Q), then LA,B( ) (A,B)

2. 1f 8'(A)

S'(B), then

TER
. oo
Ca,5®") = A B

where $'(B) is the ncarcst satellite switch to B in

]
LY
T ’

3. Otherwisce,
SAT,.,, _ ~TER TER
CA,B(¢ ) = CA,S'(A) + CB,S'(B) * Cs
and
00 o TER SAT , . ,
CA’B(¢ ) min {CA,D. CA,B(¢ ) }

From the discussion in the last paragruph, C(¢') can be com-
puted from C(4) as follows:

1. Set C(d') = C(¢).

2. Fov each A ¢ 11(Q), calculate S'(A).

SAT

3. For each A ¢ 11{Q) and ecach B, compute CA B(rb').
’

4.5
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4. For cach A + 11(Q) and ecach switch B ¥ 11(Q), if

. ., PER

CA’B(Q) 7 LA,B’ then
Y .

a. Compute CA,B(¢ )

b. C(p') = C(¢') +C (") - C ().

¢! = C(d! - C
C(d') C(o") Corp

(643

Next, we consider the situation when §' is obtained from ¢ by
adding a switch O not in ¢. Let (Q) be the sct of switches that
has Q as the ncarest satellite switch in $'. Similar to before,
CA'B(w') would be diffcrent from CA’B(f) oniy if cither A or B is
in li(Q). For each switch B, let S(B) be the satellite switch near-

est to B in 9. Let A be a switch in 1L (Q). Then we have
d(a,Q) < d(A,s(A)),

and hence by Egs. {(7) and (4),

SAT ,,
Cppld) <c

SAT

A,B(")) ’

for any switch B. Note that if B is also in [1(Q), then by Eq. (8),

TER TER TER TER TR
¢ C + C
a8 <%0 "CB0 S C,sm S, s
Hence,
TER

CA’B(¢') =C (¢) = C

A,B A,B’

4.6
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We thus

and

From the discussion in the last paragraph,

conclude

gttt # ¢,

that

(1) only if

= oSAT
- A B(!)'

thon

Otherwise,

SAT

C (q»') =

A,B

ple') =

AT

> N
=

C U(‘t‘) = C

TER

A, Q

min

(‘1")1

and

TER
A, Q

TER

o
CeLs)

Tb R

A B(q )

puted from C(¢) as follows:

Lo

2.

necarest satellite switch

4.

Set C(¢')

Find the set NM(Q) of switches

For each A ¢ II(Q) and each B,

= C(9).

in ¢
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B f

TER

= €

4

C

A, B

APIS

CS’

SI\.l((I

For cach A ¢ I1(Q) and B ¢ 11(Q)

a. 1f C

5 ()

S

_ (SAT

A'B(q)} ’

then

Q) -

(A)°

)}

compute C,

C(d')

that have Q as

SAT

A, B((p

can be com-

the
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Lo ¢y e ci?ﬁ(:'),
2. ) S C v el - el
b. Otherwisce,
1. ¢y p(07) = min {Ci?ﬁ(b'), MW T,
2. C(p'Y = C(9") + CA'B(¢') = CA’B(d).

5. C(p') = C(v") + CGIH)'
From above discussions, it follows that substantial savings in
cost computation can be obtained if each successive set of satellite
switches is obtained trom the previous set by either adding a switch
or deleting a switch. Supposc there are N switches in the backbone
network. Then each subset S of switches corresponds to a unique N-

bit binary word Sy <0 9y where 9; is 1 if and only if switch

SR
i is in S. Hence, Sh;t we desire is an ordering of the N-bit words
such that any two successive words differ in one and only onc bit.
A binary ccde with such a property is called the Gray code or the
cyclic c¢ode [BOOTHROYD, 19641, [GSCHWIND, 1975)]. A discussion on
the generation procedure of one iype of such code words, the re-

flected binary cyclic code, is presented in Appendix A.

4.3 Complexity of the Cyclic Subset Ordering Algorithm

Below, we estimate the time complexity of the procedure pre-
sented in Section 4.2. Suppose there are k satellite switches.
Then, on the average, each satellite switch is the nearest satellite
switch for N/k switches, where N is the total number of switches.
Hence, the total time required over all the subsets of N switches,

t

Total’ *°

4.8
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= ‘Tme required to gencrate all subscets
LTota] (T2 me e ¢ joncerate C )
M
+ ) [ (number of k-clement subsets)

k=0

X (average time requived for each k subset)]

= (time requirced to generate all subsots)

+ (N© +
k

e =

N, N _ .
l(k) X K X N) .

From Appendix A, the generation of all subscts such that each

two successive subsets differ in one and only onc element can be

deae in time O(2N+l). lience,
. N
PRI | 2 v Ny
Eoonay = 002 )+ NE ) () x 3 x N
k=1
F N
=o02™?Yy 4w £ n s (g) % E )
k=1
We will show tnat
N J
r ) xp<3x 2,
k:l A Y -~
and consequently,
_ N+1 2 N
tTotal = 0(2 }) + N + 3N x 2
=om x 2Y)

This is an order N improvement over the straight-forward ap-

proach prescented in Section 4.1.

4.9
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ASSERTTON
N ;
Y 0 ox o3 2t
k=1
PROOF
N Ny o N 0 N+l kAL N
wop KTk g k¥l T ONE k
? L N kel
k=1 k+1 N+1 k
N+1 N 1
= % (,,7) X oo ®x (1+4%)
o ktl N+ 1 k
[N/2] ,
_ . N+1, . N W1 !
= { (k+l) X i1 X [(l{k) + (IPN:?)]
k=1
[N/2]
B . N+1 N i 1.1 .
= L Gp) ®ogm o ()
k=1
Now, notice that for 1 < k < [N/2], the maximum value for % + ﬁ%f

occurs at k=1. Thus

N 1
N1 X (z+l+ﬁ:T)

N1, 1
me1 * HEtReR)

A

- N 3N-2
TN+l N-1
< 3.

But, then we obtain
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? (E) x E [N{Z](E'} X NTi x (2 + } 4 Q]})
k=1 k=1 N
/
[Nle N+1
< X (le\ ;3
k=1 o

= 3 x 2. 0.E.D.

4.4 Other Problem Reduction Techniques

The procedure described in Section 4.2, although is an improve-
ment over the straightforward procedure, still takes time N x 2N.
Hence, for switch sets of moderate to large size (say 20 to 50
switches), other problem reduction techniques are needed to obtain
a solntion. Tn the following, we describe several such possibili-
ties.

First, with the given earth station cost, terrestrial trans-
mission cost, traffic matrix, etc., we can obtain various upper and
lower bounds on the number of satellite switches that can be de-
ployed in a region. For example, thn following result is dcrived

in Appendix B.

ASSERTION

Suppose A is selected as a satellite switch. Then, for any

switch B with

it is not cost-effective to implement a satellite switch at B,

(where t, is the total low prinrity traffic requircment at B).

B

These types of bounds are especially useful when the number of

switch sites is large.

4.11
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Second, during experiments, we found that a number of the loca-
tions consistently get picked as satellite switch sites, independent
of the total number of backbone switches, and within a wide range of
cost and traffic variations (e.q., TINKER, McCELLAN, ALBANY). These
arc usually nodes with high traffic requirements. Hence, during the
satcllite switch selection process, we can include these nodes in
the satellite switch list, and exclude some of their neighboring

nodes from consideration.

-

Morcover, from the experimental results reported in Section 5.6.

we obscrve that for a given Host and terminal data base, the number
of satcllite switches seiccted is almost independent of the size of
the backbone switch set. Tt follows that for a design involving a
large number of switches, we can first estimate the number of satel-
lite switches by applying the procedure to a problem with much fewer
switches, and then limit the scarch to only switch sets with size

close to the estimated value.

4.12
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5.  EXPERIMENTAL RESULTS

5.1 §y§quvypg£j~:gu[lﬁgy‘Ihnxynqtgy Yp]u0§

We have conducted extensive experiments with both the satellite
switch scicction algorithm developed in Section 4, and the MODULAR-
IZED ADD algorithm, on the AUTODIN 11 system with the AUTOVON sites
as candidate backbone switch locations. The AUTODIN 11 and AUTOVON

system size is as follows:

AUTODIN TI ZYSTEM

Total Numbcer of User lLocations = 300
Number of Host Computers = B6
Number of Conc - atrators = 20
Number of TDMX's = 85
Number of TCU's = 11
Number of Isclated Terminals = 101
Total Traffic = 1.26 Megabits/Scc.

AUTOVON SYSTEM

Total Number of AUTGVON Sites 60

Figures 2 and 3 are the AUTODIN IT and AUTOVON locations, respec-
tively.
The assumptions used in the mixed media backbone network design

are as follows:

10%

Proportion of Low Declay Tratfic
Average End-to-End Delay For Low

Delay Traffic 100 msecc.

I

Protocol Overhead = 45%

5.1
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Rout rng Over wad = 7%

Average Packet Length = 500 bits

Routing Method = Optimal Multipath
Satellite Channe!l Access Technique = Dedicated Up-Link/

Broadcast! Down-Link

Tables 1 and 2 list cost and characteristics of local acecess

and backhone facilities used in the design.

5.2 Sensitivity Studies on the Backbone jocation of Terrestrial

Networks

Here, we present some experimental results on the backbone
switch location problem for terrestrial networks. The main purpose
of this section is to provide, in some sense, experimental justifi-
cations for the switch location approach given in Section 3.2.

We conmpare the follewing two different wmodifications of the

ADD algorithms on terrestriel network backbone designs:

1. The procedure presented in Section 2.2 (and [NAC,
1976)) which uses detailed backbone line cost tradeoff
evaluations. We call this the DB (Detailed Backbone

Estimation) approach.

2. The procedure presented in Section 3.2 which usecs
orly rough incremental backbone line cost estimate,
ABC (K), dependent on the number of backbone switches
used. We call this the RB (Rough Backbono Estimation)

approach.

For simplicity, in this study we make ABC(K) the game for all
values of K. Thus, we use only ABC to denote ABC(K). From exper-
ience with the AUTODIN 1I system design, the backbone line cost varies
apprcximately linearly with the number of- backbone switches within
the range of 5--20 switches, [NAC, 1976], thus tho above approxima-

tion is justified.

(%5
&
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o FACILITY 7TYPE | COSTS ($/MO) .
£+
n
O . . .
O 2.4 KB/S Linc 2.0/mile
(g
Q 4.8 KB/S Linc 2.0/mile
€3}
g 9.6 KB/S Linc 2.0/mile
g 50. KB/S Linc 12.0/mile
—
"G
0 2. KB/S Line 100.
o 2 4.8 KB/S Line 240.
SO ‘
ol 9.6 KB/S line 570.
R
SI] 50. KB/S Linc 850.
g
[
& Isolated Terminal 0
P
=
@ TDMX 07.
L B
N 8 TCU 1170.
o o
Q Concentrator 2724.
[
Fu
=
18
20 TDMX 13.
ta!
2 5| Tcu 0
S
"5 c ratc 0
7 oncentratcr
m 2
A
o}
@)
|

TABLE 1: LOCAL ACCESS FACILITY UNIT COST
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FACILITY TYPLE

T' CoSsT ($/MO.)

Softwarce Developnent One-Time Fixed Cost 60,000
Satellite Earth Station Cost 10,000
Satellite Channel (50 KB/S-Simplex)
Space Segment Cost 500
Satellite Channel (50 KB/S-Simplex)
Access Cost 300
Terrestrial Channel (50 KI/S)
Mileaqge Cost 5/mile
Terrestrial Channel (50 KB/S)
Termination Cost 425/end
Switch Node (Pluribus) Fixed Cost 10,600
Trunk Line 87
g Host or Concentrator Line B7
S & TCU Line 87
O .
g &) MUX Lince 12
20 & 2.4 KB/S Terminal Line 12
6 g 4.8 KB/S Terminal Line 62
G 9.6 KB/S Terminal Line 75
= z . .
0 i~ 50. KB/S Terminal Line 87

TABLE 2: BACKBONE FACILITY UNIT cosT
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Table 3 lists the cost estimates of the designs generated
the two procedurce. (Although cach sect of switch locations is
generated by using a particular ABC value, in order to have an
comparison, the backbone costs listed in Table 3 are cestimated

same formula, Eq. (2), with unit costs given by Table 2.

by

adequate

by the

Comparing the design costs in Table 3; we can conclude that

1. The cost of the best (lowest cost) designs for dif-
ferent values of ABC's differ very little from one an-
other. This impiies that the exact determination of ABC
is not important. A rough estimate for ABC can usually

giv» us a reasonably good selection of backbone switches.

2. The best designs obtained with the RB approach arce
slightly worse than the best design obtained with the DB
approach (the difference is less than 1.1%). This sug-
gests that a coarser approach such as RB suffices for
most applications. The RB approach is inherently much

faster than the DB approach.

In Table 4, we compare the designs listed in Table 3 that

have the same number of backbone switches but with different total

cost. We can observe the following:

1. For the designs giving the same number of backbone
nodes, the design with lower local access cost almost
always also has lower total cost.

®
2. For the designs giving the same number of backbone
nodes, the design with lower local access cost usually

has higher backbone line cost.
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DESIGN APPROACIH RB DB

Numboer ABC

of Backbone (KS/mo) ]

Nodes 0.0 6.6 12. -
7 757 757 757 757
8 = - *745 753
9 *749 751 771 750
10 - - - -
11 - *750 750 *742
12 757 757 761 756
13 - - - -
14 784 - - 791
1% = - 830 =
16 - 844 - 797
17 - - = -
18 858 - - 828

TABLE 3: ESTIMATED TOTAL COST OF DESIGNS GENERATED

BACKBONE NETWORK COST ESTIMATED BY EQUATION (2)

UNIT = K$/mo

*Lowest cost designs

5.8
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|

i

'NUHHI‘IR OF | SOLUTTON ABC LOCATL ACCESS | BACKBONE LINE TOTAI COST
BACKBONIE PROCEDURE (K$,/M()) COST (K$/MO, COST (K$/MO) (KS/MO)

_NODE: S N SR N IR I
8 DB - 429 164 753
RB 12.0 416 169 745
9 DB - 406 173 750
RB 0.0 383 184 749
RR 6.6 406 173 751
RB 12.0 417 182 771
11 DB - 360 190 742
RB 6.6 365 192 750
RB 12.0 365 192 750
12 DB - 57 196 756
RB 0.0 356 198 757
RB 6.6 356 198 757
RB 12.0 360 197 761
14 DB - 362 205 791
RB 0.0 348 211 784
15 DB - 329 223 797
RB 12.0 379 218 30
18 DB - 326 235 828
RB 0.0 354 237 858

TABLE 4: COMPARISON OF DESIGNS WITH SAME NUMBER OF SWITCHES

(BASED ON DESIGNS LISTED IN TABLE 3)

BACKBONE NETWORK COST ESTIMATED BY EQUATION (2)

5.9




NETWORK ANALYSIS CORPORATION

From thce above observations, we conclude that for a given nun-
ber of backbone switches, a good hceuristic criterion in sclecting
low cost designs i¢ to minimize the local access cost.  This agrees
with the intuition that, bocause the local access cost 1s the larg-
est component of total cost, it has the greatest influence on the

total design cost.

5.3 Accuracy of Backbonc Network Cost Estimates

The ADD algorithm, given in Section 3.2, for ccolecting the back-
bone switches (for mixed networks) estimctes the backbone incremental
cost of onc additional switch, given that there are already K switcheg
selected, by a single valuc: ABC(K). The algorithm given in Section 4
for selccting the catellite switches estimates the backbone netwerk

cost by Lg. (b):

Cle) = |o] % Copp + Ly, * Cp, ¥

where

¢ = the set of satellite switches,

CGRD = ground station cost,

c
1

ADB - low priority requirement from A to B,
’
and
CA'B(¢) iz given by Egs. (3) - (5).

Here we examine the accuracy and the consistency of these backbone

network cost estimates.

5.10
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We have manually designed several mixed-media networks with
varying numbers of backbone nodes.  Based on these designs, we
estimate the backbone network incremental cost (excluding the

switch cost) to be
ABC(N) = $4,500/month, (9)
and the backbone network cost (excluding the switch cost) to be
BC(N) =~ $88,100/month + ABC(N) x N, (10)

for 5 < N < 20. several sets of backbone switch locations were

then selcected using the ADD algorithm basced on these values over

a rangce of alternatives. PFor cach set of the backbone switches
selected, the optimum satcellite switch locations were then selected
using the satellite switch selection algoritiim based on Eq. (6).
Actual topological network designs were then generated using these
satellite and terrestrial switch locations. In Figure 4, we

comparc the backbone network cost of the actual mixed network
designs to the estimates obtained from E¢. (10). As can be scen,
the estimates and the actual costs are uniformly close {(always with-
in 10%). The fact that the optimum number of satellite switches is
fairly independent of the switch set size (sce Section 5.6.1) may
contribute partially to the close fit of the estimates. It 1s some-
what surprising that the backbone network cost (as a function of the

number of switches) can be approximated so c¢lusely by a straight line.

5.11
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COST (KS/MO) i

200 |
| BACKBONE COST ESTIMATE USED IN ADD (BC(N))
-4 ”/
. _ - — |
_ CEE |
150 _| - A
— - A —
0O~ —
= (o) r"// A/// i
_f"”A // ,
i _ .0~ I
”’ /
! ’/”’/,,[;/
100 _
BACKBONE COST CURVE FSTTIMATED
. BY ACTUAL NEAR OPTTMUM DESIGNS
] O ESTIMATED OPTIMUM MIXED NETWORX
50 _| BACKBONE COST
] /\ -‘ACTUAL DESIGN NETWORK
- BACKBONE COST
NUMBER OF
SWITCHES
AL r I i i T T [ [ ] I >
6 7 8 9 10 11 12 13 14 15 16 17

FIGURE 4: COMPARISON OF ACTUAL BACKBONE NETWORK COSTS
(EXCLUDING SWITCH COST) VS. ESTIMATES BY
EQUATION (10) USED IN ADD ALGORITHM
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In order to assess the accuracy of Eq. (6) and theé satellice
switch sclection atgorithm, we consider an ll-switch scet scelecued
by the ADD algorithm. For a given k, 0-k<ll, wc usc the algorithm
to select the k optimum satellite switches. A mixed network
topological design is then generated based on the 11 switches and
these sclected satellite switches. In Figure 5 we compare the
backbone network cost of the actual design with a given .1 of
satellite switches to the estimates by Eg. (6) on the same sct of
satecllite switches. It can be seen that there is a gop between
the actual costs and the estimates (about 10-15% differcnce). How-
ever, the diffecrence is quite consistent, and the gencral pattern
of the two cost curves are similar. We thus conclude that Eq. (6)

is adequate for the purpose of satellite switch site selection.

5.4 Total Network Cost Versus Number Qf Backbgﬂq,Nodcg

Figure 6 plots the total network cost estimates (in which back-
bone costs are estimated by Eq. (10)) as a function of the number of
backbone switches. Observe that, similar to terrestrial network
designs, these points represent very closely a convex (U-shaped) curve,
and this curve is quite flat near the optimum point. Mnoreover, the
mixed networks usually offer considerable savings over the terrestrial
networks.

For illustrative purpose, the following designs are plotted

in Figures 7a-7f:

a. A terrestrial network design for 8 prespecified

backbone switches, with a total system cost of $764K/mo.

b. A mixed network design for the same 8 prespecified

backbone switches, with a total system cost of $722K/mo.
c. A terrestrial network design tor 11 ADD algorithm

selected switch locations with a total system cost of
$734K/mo.

5.13
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100
{0 ESTIMATED OPTIMAL DESIGN COST BY
EQUATION (6)
A ACTUAL DESIGHN COST
50 —
NUMBER OF
SATELLITE
SWITCHES
I 1 I — i L R B T »
1 2 3 4 5 6 7 8 9 10 11
FIGGURE 5: COMPARISON OF BACKBONE NETWORK COSTS (LXCLUDING LWITCH

COST) VS. ESTIMATES BY EQUATION (6) UsSsb IN SATELLITE
SWITCH SELECTION ALGORITHM
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d. A mixed network design for the same 11 ADD algo-
rithm selected switch locations with a total system cost

of $687K/mo.

e. A terrestrial network design for 16 ADD algorithm
selected switch locations with a total system cost of
$764K/mo.

f. A mixed nctwork design for the same 16 ADD algorithm
selected switch locations with a total system cost of
$726K/mo.

Observe that the mixed network topoloaies is usually much simpler
than the corresponding terrestrial network topologies. The terres-
trial portion of a mixed network usually consists of a low capacity

loop through all the switches plus a few more cross links.

5.5 Backbone Network Cost Versus Number of Satellite Switches

Figure 8 plots the estimated backbone network cost (cost
estimate based on Eq. (7)) of the best designs with various given
number of satellite switches, with different backbone switch sets
and throughput levels. As can be seen, the total cost curve is
generally very flat. This fact is of great help in making near-
optimal designs.

In Figure 9, the five backbone component costs (earth sta-
tion cost, satellite space scgment cost, satellite access cost,
terrestrial mileage cost and terrestrial hardware cost) arc plot-
ted as functions of the number of satellite switches for the designs
generated with the 11 backbone switch set. 1t can be scen that as
more satellite switches are used, the cost of the terrestrial com-
ponents decreases, while the cost of the satellite components in-
creases. This 1s because aside from the earth station cost, satcl-
lite transmission is usually much cheaper than terrestrial trans-
mission. Hence, as more satellite switches become available, more

and more terrestrial channels are replaced by satellite channels.

5.22
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COST (K5/MO)

120 -
- O //D
100
EARTH STATION
80 — ~

CosT

TERRESTRIAL HARDWARE
COST

TERRESTRIAL MILEAGE
x CcosT

—0
20 - — ,,”"!’75"”:><:\73

SATELLITE ACCESS COST

1 g
1 | T | T T T umen or
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SWITCHES

FIGURE 9: BACKBONE COMPONENT COST VS. NUMBER OF SATELLITE
SWITCHES, 11 BACKBONE SWITCH SET, 100% THROUGHPUT

NOTE: Network Cost Estimated by Eq. (6)
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Moreover, as 1is obvious from Figure 9, the carth station cost
and the terrestrial mileage cost are the two main cost components,
and comparcd with the other cost components, they are much more
sensitive to the variation in the number of satellite switches.

Thus, the main tradeoff in determining the number of satellite

switches 1s between the earth station cost and the lerrcestrial

mileage cost.

5.6 Sensitivity Study on the Optimum Number of Satellite Switches

5.6.1 Effect of Backbone Switch Set Sizp

On the switch sets we have investigated (all except the 8-node
switch sets are obtained by the ADD algorithm), the optimal number

of satellite switches are as follows:

Backbone Switch Set Size Satellite Switch Set Size
7 4
8 5
4
11 4
13 4
16 4

It thus appears that the number of satellite switches required for

a good design is independent of the total number of switches, given
that the switch sites are chosen optimally, e.g., by the ADD algorithm.
This, together witi. the fact that the total backbone network cost curve
is very flat ‘vith respect to the number of satellite switches),
suggests that in selecting the satellite switches, one neceds only
consider switch sets with size within a certain limited range

(see also Section 4.3).
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5.6.2 Effect of Component Cost Variations
We examine the {ollowing three cost —~omponents: ecarth station
cost, space scgment cost and terrestrial milecage cost.  Figure 10

shows that the cffect of unit component ccst changes on the optimal
satellite switch number. We observe that changes of either ter-
restrial milcage cost or earth station cost has a more pronounced
impact on optimal number of satellite switches than changes in the
unit space seyment cost. Similar to results obtained in [NAC, 1976])

we would expect that the effect of a unit component cost variation

on the optimum number of satellite switches is roughly proporticnal

to the rate of change of that component ﬁ}th respect to the number

of satellitc switches at the optimum point. A comparison between

Figures 9 and 10 also supports this claim.

5.6.3 Effect of Traffic Level

In Figure 11, we plot the curve of optimum number of satellite
switches as a function of the traffic level, for various values of
unit earth station cost, for the 11 ADD-algorithm-generated back-
bone switch sect. '

As expected, for a given unit earth station cost, the optimal
number of satellite switches increases as the traffic requirement
level increases. Moreover, the satellite swiich selection problem
is only meaningful over a limited traffic range. When the traffic
level is below this range, satellite communication is not cost-
effective (i.e., no earth stations need be used), and when traffic
level is above this range, earth stations should be used at all
backbone switch sites.

It can also be secn from Figure 11 that, for a given traffic
reguirement level, the number of satellite switches decreases as

the unit earth station cost increases.
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O $3000/MO/EARTH STATTION

OPTIMUM NUMBER OF a $7000/MO/EARTH STATION
SATELLITE SWI'TCHES
‘ O $10000/MO/EARTH STATION

A $20000/MO/EARTH STATION

10 -

= 23 1 ] T -’
50% 100% 150% 200% TPAFFIC LEVEL
($BASE THROUGHPUT)

FIGURE 11: TRAFFIC REQUIREMENT LEVEL VS. OPTIMUM NUMBER
OF SATFLLITE SWITCHES, 11-SW1TCH SET
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The optimal satcllite switch number versus traffic requircement
curves in Figure 11 exhibit an interesting property: T[For cach
specific carth station unit cost, there seems to be a threshold
traffic level below which the numbcy of feasible satellite switches
increascs slowiy as the traffic level grows, but beyond which the
number of feasib).: satellite switches increases rapidly, until all
switches are used as satellite switches. This can be explained
intuitively as follows. For each system, there are usually some
natural traffic concentration clusters. For example, in the
AUTODIN 11 systcem, there is a cluster in the West coast area, a
cluster in the Central area, a cluster in the Northeastern area,
and a cluster in the Southeastern area. Nodes in the same cluster
arc much closer than nodes in different clusters. Thus, as
traffic level incrcases, one node from each cluster guickly
gets seclected as the satellite switch site. Then for a large
range of traffic values, very few additional nodes can be
profitably used as satellite switch locations. Finally when
the traffic level passes a certain threshold value, even nodes
in the same cluster can communicate to each other effectively
through satellite, thus many nodes become attractive for earth

station sites almost simultaneocusly.

5.7 Procedure Run Time

The run time for the MODULARIZED ADD algorithm has been re-
ported in [NAC, 1976]. For the present application, since we are
not doing detailed backbone cost tradeoff evaluations (see Section
3), the run time should actually be scveral times faster.

The run times for the satellite switch selection algorithm
are recorded in Table 5. As expected, the algorithm is quite
slow. Thus, for switch cets with more than 15 switches, some of
the satellite switches have to be preselected and some of the
switches have to be excluded in order to have a reasonable run

time.
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SWITCH SET SIZE RUN TIME*
8 ol L
11 0'22"
16 15'44"

TABLE 5: CPU TIMES VS. NUMBER OF SWITCHES
SATELLITE SWITCH SELECTION ALGORITHM

Computer Used: PDP-10

*0'5" means 0 minutes and 5 seconds.

5.30




[

NETWORK ANALYSIS CORPORATION

6.  CONCLUSIONS

In this chapter, the problem of optimally locating the terres-
trial and satellite switches in a large scale network envivonment
is coaciscered. This problem is generallv recognized to be an im-
portant factor in the overall optim’ “n of packcet switched net-
work designs [GERLA, 1974b].

Two procedures arc presented The first procedure selects
the backbone switches from a set of candidate switches for a mixed
media network. This pre-edure is a simple modification of the
MODULARIZED ADD algorithm presented in [NAC, 1976] and is very
efficient. The second procedure selects the satellite switches
from the backbone switches. This procedurc is basically ex-
poncntial.

Mixed network designs basced on the switch locations sclected
by the above two procedurcs were generated. It is found that mixed
network designs generally offer considerable savings over nctwork
designs using only terrestrial technologies. Morcover, it was ob-
served that the number of satellite switches selected is generally
quite -ndependent of the backbone switch set sizc. Hence, for a
large switch set, the selzclion can be restricted to switch sets
of size within a certain limited range.

Parametric studies were carried out to determine the sensitiv-
ity of the solutions to changes in some of the network parameters.
It was found that, for a given backbone switch sect, the optimum
number of satellite switches is more sensitive to the variations
in the unit carth station cost and terrestrial mileage cost, and
less sensitive to variations in the unit satcllite space scgment
cost. This is attributed to the fact that the rate of change of
the ea.lh station cost and the terrestrial mileage cost as a func-
tion of the number of satellite switches is higher than the rate

of change of the space segment cost.
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Some possible arcas for farther investigation are the follow-
I

ing:

1. Development of more efficient algorithms for satel-
lite switch sclection (possible using clustering tech-
niques). This is especially important for a large back-

bone switch sct.

2. Extension of the algorithms to handle more general

switch models (e.g., monlinear switch cost).

3. Development of lower bounds to assess the accuracy

of heuristics.
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APPLNDIN A
GENDRATION OF REFLECTED BINARY CYCLIC CODES (GRAY CODLS)

In this Appendix we derive a procedure for gencrating the suc-
cessive reflected binary cyclic codes (Gray codes). This procedure
is essentially the same as the one given in [BCOTHROYD, 1964].

The reflected binary code may be considered as an unusual nota-
tion for binary counts. Its structure can be seen in Table A.1l.

Counting in the reflected binary codc, we start in the same
manner s in the true binary number system: 0,1. Then forced to
introduce a second position, we reverse the count in the first
position: 11, 10. Installing the third position, we repeat all
previous counts in the first twe positions in inverted sequence:
110, 111, 101, 100. Following the same principle, we obtain the
first four-digit number 1100 and count up to 1000, the highest
four-digit number. Pcints at which we install a new position
and reverse the count are marked by a horizontal linc in Table A.l.
It can be seen that the reflected binary code is cyclic, i.c., when
counting from onec number to the next, only one digit is changed.

Let (gn, gn-l""’ gl) be the kth Gray code word (where g,l
is the most significant digit and 9, is the least significe..t
digit) and (bn, ey bl) is the kth binary code word. It can be
shown that [GSCHWIND, 1975];

b. 8 b

95 i i1 for i =1, ..., n-1

it

(A.1)

g, = b,

where & denotes mod 2 addition.
Let (gn, Jm1? v gl) and (qn, 91t e gl) be two con-

secutive Gray codes and (b_, b__y+ ..., by) and (b » b 1+ «-es by)
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REFLECTED BINARY
BINARY CODLIE EQUIVALIENT
9493929 bsb3byby
0000 0000
0001 0001
n0T1 00109
0010 0011
01710 0100
0111 01001
0101 0110
0100 0111
1100 1000
etc. etc.
TABLE A.l: REVLECTED VERSUS TRUE BINARY NUMBLRS
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be the two corresponding consccut
smallest k such that bk =0 (i.e.

Then it can be easily shown that

1. b b for k = 1 + 1,

k k'
2. b, = 1
1
and
3. bk =0, for k =1, ...,

Combining the above with Formula

relationship bectween (g) and (g):

1 Yp = 9y for k = 1 + 1,

2. 9; = bi ) bi+l = bi o 1
and for i > 2,

3+ 951 T 9 7

4, Iy = 9y = 0, for k = 1,
Consequently, we have the fcllowi

CASE 1 i=1.

In this case, the pattern is

bn .j. b20 gy e 95 9y
bn 50c bzl 9 9, 9;
It follows that 9; < b2 and 9, =

NETWORK ANALYSIS CORPORATION

ive binary codes.  Let 1 be the

' bi = 0 and bj* = ... = b, = 1).

1 1

(A.1l), we obtain the following

¢ N
© b, =9; ©1;
1= 2.

ny Lwo cases:

.
[

b, & 1 = 9, ® 1.

2
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CASE 2 i > 2.

In this case, thce pattern is;

b, biyg 01 o0 b g, Upg G5 & Y coo0 O
br. bi+l 10 ... 0 «——>» I, 9541 94 10 0
It follows that g, = bi+l and g; = bi+l O 1 = 95 o 1.

Notice that Case 1 occurs for every other code in the sequence
(every even number has bl = 0). Also, in Case 2, i-1 corrcsponds
to the smallest k such that N = 1. These obscrvations lead to the
following Gray code gecneration procedure. 'Th.s procedure is essen-

tially the same as the one given in [BOOTHROYD, 1964].

Procedure for Gray Code Generation

1. Initialization:
g, * 0 fori=1, ..., n+ 1. '
E «1

2. If E =1, then 1+1;
otherwise, let i - 1 be the smallest k such that 9y = 1.

3. qg.

i ©9 J

E+«E®1.
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4, If Ye] = 1, then Donce;

otherwisce go to 2.

Notice that in the above procedure, the stopping condition is
ceffected when Iye1 = 1 (which signifies that all n-bit codes have
been enumecrated).

Next, we consider the time complexity of the above proccedure.

Notice that for the n-bit Gray code sequences, therc are 2n—l codes

with £ = 1, 2n—2 codes with g, = 1, E = 0, 2n—3 codes with g, = 1,

_ .= . n-k « . _ _
9, = 0, b 0, and in general 2 codes with Yoy = 1, -2 = =
g, = 0, E = 0. Now, for a code word with Y1 = 1, Ip—p = =

'

gy = 0, E = 0, the amount of work involved in getting the next code
is: k-1 steps to find that 1 = 1l and Upop = =0+ = 9y = 0, 1 step

in setting GP to 9y ® 1, and 1 step in changing b to L & 1. lience,

n .
the total amount of computation involved is 2 (1+1) 2N,
i=1
n n-i n+l
In the following assertion, we show that ) i 2 = 2 -n-2.
i=0
) . . . . n+l n
Hence, the total computation is essentially 2 + 2.
ASSERTION .
n .
r o i2''t= 2" 2.
i=o
PROOF
a n-i n n-i n n-i
r 12 = § n2 L (n-i) 2
i=o 1=0 1=0
n n-i n i
=n % 2 = % i2
i=o i=o
n i n ;
=n 2° - i2”, (I)
i=o i=o
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n i ,n+l_l
iNow, ) X = "')'(‘_“'i—-—. (II)
i=0
Thus, we have
n :
o +
y 2% = ", (111)
i=o

Moreover, differentiating (1I), we obtain

i-- +1
-1 nxn —(n+J)xn+l.

(x-1) 2

S
x
|

. o1 + n
12 = n2 - (n+l) 2 + 1,

n . )
¥ 328 = n2a™? - (ne1y 2™ 4 2. (1V)

Combining (I), (III) and (1V), we obtain

n
L 12
=0

n+2 »o.ntl

n-i 1) - (n 2™2 - (ne1y 271 4 2

n(2n+l .

:

n+l _

Attached is a copy of the Gray code gencration procedure

written in RATFOR, and a sample output with n = 5.
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SUIIRIONES
A_BOUND ON THI; SATELLITE SWITCH SELECTION

Here we discuss several other possibilities in reducing the
problem size of the satellite switch selection problem presented
in Section 4.

Given two switch locations, A and A'. Supposec that a satel-
lite switch has been implemented at location A'. Intuitively, if
location A is too close to A', it will not be cost-effective to
implement a satellite switch at A. In the following, we derive
a bound on this "closeness".

Take any switch location B. Let S(B) be the satellite switch
for B (S(B) may be 3 itself).

We consider the possible (terrestrial and/or satellite) lince

saving of adding a satecllite switch at A.

Let
CA,B = Cost of transmitting a unit of flow from A to B,
assuming no satellite switch at A,
S(A) = Nearest satellite switch to A,
EA,B = Cost of transmitting a unit of flow from A to B,
assuming a satellite switch at A.
Then,
CEPR iy < EPRL,
Cp,p = Min {Ci?g(A) * Cg?g(n) * Cs"CX?g}’

2

B.l




Ao

and
- o TER TER
LA'B min {LB,S(B) + Cgr CA,B}'
1f
TER TER TER
Casn) Y Ce,sm) T % = Ca,me
then
__TER TER
Cap = C,si tCe,sm tCs
TER TEK
SCuar Gy, .t Cgr
and
- _ _TER
Ca,b = Cp,s) * Cs°
Hence, it follows that
- TER
- < C
CaB ~ Ca,e S Ca,nre
On the other hand, if
TER TER TER
+ + >
Ca,s(n) Cp,s(B) Cs ” Ca,n’
then
_ _TER
Ca,B = “a,B
B.2
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In this casc, 1if

_ _ TER
CA,B B CA,B’
then
_ ~ TER
Ca,5 = Ca,p = 0 2 Cp pvi
and if
- TER
- _ A
A= CB,sm) T Cse
then
: = _ _TER _ ,_TFR ‘
Ca,B ~ Ca,8 ™ Ca,B ™ (€ gm*cs!
TER TER _TER
< Cns M) *Cs,58) %) T (€ 5(p)*Cs!
_TER
=Ca,s)
TER
< Caipre

We thus conclude that in all cases,

— TER
Ca,B~ CA,B = Ca,nre

It follows that the total saving of implementing a satellite
switch at A, SAVE, is bounded by;

B.3
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SAVE = (line saving) - (ground station cost)
- [; €, B A, 8%, 8" = Coro
. TER
< N -—
= 1ty g%Ca a7 Coro
B
_ TER
= th X Car ~ Ceror
where
tA = Total low priority traffic requirement at switch A,
tA B = Low priorityv traffic requirement between A and B.
14

we thnus have the fcllowing result:

ASSERTION

Give two switches A and A', suppose A' has a satellite switch.
If
TER
ta X Ca'ar Z Sgro (B.1)
(where tA is the total low priority traffic requirement at A), then

it is not cost-effective to implement a satellite switch at A.

Other problem size reduction bounds are possible. For example,
suppose a switch is of some distance away from all other switches.
Then most likely it would be cost-effective to implement a satellite
switch at that location. However, the bound in this case appears to
be not as good as that given in Eq. (B.1). Reductinn consideration
for a cluster of switches (e.g., at at most two satellite switches
in a group of four switches) can also be developed along the same

line as that for a single switch.

B.4
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CHAPTER 2

AN ALGORITHM FOR DESIGN OF NONHIERARCHICAL CIRCUIT-SWITCHED NETWORKS




——

INTRODUCTION

NETWORK ANALYSIS CORPORATION

CHAPTLR 2

TABLE OF CONTENTS

"IDEAL" PROGRAM STRUCTURE ......ciieveeenns D000O00DOGO O

THE CURRENT CIRCUIT SWITCHED NETWORK DESIGN PROGRAM ..

3.1 1Initialization Segment .......ccceeeeecccscacscnn

3.2 Design Segment

3.2.1 OVervView .....veeeesonsns 55 000000000000
3.2.2 Detailed Description ......ceceee Sosooc
3.2.2.1 "~ Iteration Control .....c.ceeceeans
3.2.2.2 Development of Marginal Cost
Matrix Block ...veeienrineenennnan
3.2.2.3 Development of Primary Routing and
Route Costing Block .......... 500 ¢
3.2.2.4 Network Loading Block ............
3.2.2.5 Trunk Group Sizing Block ..eeseeen
3.2.2.6 Development of Next Weight Matrix
Block ........ 50000 R B0000 00 5 9
3.2.2.7 Network Costing Block ..o 00 C
3.2.2.8 Cost Decision Block ....cevveennnn
3.3 Alternate Routing Module ........... 5000000 00Q o0a
Network Performance Analysis Module .............
3.4.1 Overview ...... 500000000000000000C000O0GC
3.4.2 Traffic Assignment Block .....cveeeeens
3.4.3 Ovecrflow Determination Block ...evvennn
3.4.4 Residual Capacity Determination Block
3.4.5 The Decision Block .......... R
3.4.6 Loss Probahility Estimation Block .....
3.4.7 Subsequent Iterations ...... 5000k 0HOO D¢

3.1
3.3
3.4
3.4
3.6
3.6

3.6

3.6
3.7
3.7

3.8
3.9

3.10
3.12
3.1z
35115
3.16
3.16

3.17
3.17



NETWORK ANALYSIS CORPORATION

PAGE
4. NEAR TERM EXPERIMENTS ... . it ittt eeneeaseneeanncsns 4.1
4.1 Preliminary ToeStES ittt teeteeesaeenasnnneannaess 4.1
4.1.1 Sample NetwoOrksS L oe ittt iieeeeeeeneeeeas 4.1
4.1.2 Variation of Performance With E ....... 4.1
4.2 Circuit Switching Strategies ....ceeeieeerteeeennns 4.4
4.2.1 Variation cf PL With the Degree of
Alternate Routing ...ceveeieiinien... 4.4
4.2.2 Performance PPenalty for Alternate
Routing .....co000.0. 50000000000000000C 4.4
4.2.3 Effect of Making Links Bilateral ...... 4.6
5. FUTURE DEVELOPMENT .. ... cccuceeoecescaacsoncansansosss 5.1
5ol RPlalafoitilaley? 6 o0000000000000000000000000000000 8000 C 5.1
5.2 Tariff StructuUre .......ccieeietoeeecscennsnoanoss 5.1
Sod  gulieEentiee HeMtEinE] 6000000000009 00000G05000000H00OC 5.1
5.4 Mixed Voice-Data Traffic ... iiiiiiiiiiiinenenn. 5.1
5.5 Network Performance Analysis Module .........c00. 5.2
5.6 Incorporation of the Node Model .........cieieen. 5.2
5.7 An Alternative Circuit Switch Design Approach ... 5.4

REFERENCES . oioicicielelalaiclaloie olelolelal ol ool sl ololalalalelole ceseaen ceese e 5.5




———— m——

i b

FIGURE

FIGURE

FIGURE

FIGURE

FIGURL

(S}

NCTWORK ANALYSIS CORPORATION

CHAPTER 2
TABLE OF CONTENTS: FICURES

"IDEAL" STRUCTURE OF A CIRCUIT SWITCHLD
NETWORK DESICGN PROGRAM .......coveuene.. sooa0

BLOCK DIAGPAM OF CIRCUIT SWITCHED NETWORK
DESIGN PROGRAM IN CURRENT STATE ............

BLOCK DIAGRAM OF COMPONENTS OI' NETWORK
PERFORMANCE ANALYSIS MODULLE ........c.c.can..n

EXAMPLE OF NETWORK TOPOLOGCY DESTGN PRODUCED
BY CURRENT CIRCUIT SWITCHED NETWIRK DESIGN
PROGRAM ............. 0000000000000 00000CO0AAGD

PI VS. E FOR NETWORK OF FIGURE 4 ...........

8o

PAGL

.14




—cE — E L G -

e

TABLI

1:

NETWORK ANALYSIS CORPORATION

CUAPTER 2
TABLIL OF CONTENTS: TABLES

SAMPLL TRAIFIC REQ. MATRIX (VALULS IN
[HRYAMES) cocooo000000000000000000060000000000C 4.3




NETWORK ANALYSIS CORPORATION

CHAPTER 2

AN_ALGORITHM FOR DESTGN OF NONHIERARCHTCAL CTPCUI'T-SWITCIED NETWORKS

1.  INTRODUCTION

Over the last few months, attention has been directed at de-
veloping and programming an algorithm tor accomplishing the design
of a circuit switched network. 1In particular, effort has been
focused at developing a program for designing a circuit switched
network which is non-hierarchical and has a topology based upon some
"minimum cost" criterion. It is desired that the network produced
be capable of adequatelv handling integrated (mixed voice and data)
traffic. Circuit switched networi design for integrated traffic is,
of course, of interest by itself. However, in addition, when the
work in this area is coupled with our work on packet switched network
design for mixed voice and data, insight can be gained for consider-
ing the network design problem when integrated traffic is to be
handled by hybrid switching techniques.

This chapter reports on the development, to date, of a circuit
switched aetwork design program. The work carried out is summarized
in the sequel as follows. Section 2 describes the "ideal" structure
of a program fcr carrying out circuit switched network design.
Section 3 deals with the actual programmed algorithm which has been
developed. It describes the structure of the design program and
discusses the philosophy of the design approach. Exper.ments that
can be performed with the programmed algorithm in the near term are
suggested in Section 4. The future development of the program is

discussed in Sectinn 5.
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2. "IDEAL" PROGRAM STRUCTURE

It is worthwhilce to describe the "ideal" structure of a pro-
gram for designing a circuit switched network. Such a description

serves two purposes:

1. It provides a standard against which to judge
the structure of the actual programmed algorithm

which has been developed,

2. It provides a model for use in developing design

algorithms in the future.

Any procedure for carrying out a network design must begin
with certain inputs. In the context of the circuit switched net-

work design under consideration these inputs are taken to be:

1. The set of nodes, including their locations,

2. The traffic requirements; the node-to-node average
traffic to be handled by the network,

3. A set of performance requirements to be satisfied
by the design; this will almost always include some

measure of "loss probability."”

Ideally, the goal of a networ)l design procedure is to specify a
minimum cost networi of the input node set which satisfies the
traffic and performance requirements. Specification of a network

of nodes 1is taken to mean:
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1. befining the connectivity; listing the node pairs

which are connected by (directed or undirccted) links,

2. Specifying the routing for the connectivity; listing
the sequence of links traversed by traffic from a given

source node to a given destination node,

B Sizing the links - for each link listing the number

of trunks required in the bundle - "the trunk c¢ngincering."

Cost, traffic and performance aro related in a very complicated
and extremely non-linecar manner. Except in the simplest cases, it
is all but impossible to obtain an optimum procedure for designing a
minimum cost network . Instead, design procedures are heuristic
with the goal of producing a network which satisfies traffic and
performance requirements in an "economic" fachion - a network which
is closec to minimum in cost. Design procedures tend alsc to be
iterative. Given inputs, an initial pass at design is made. This
first pass design is then scquentially altered until the "designer"
is satisfied with the resulting network cost and is convinced that
traffic and performance requirements have been met.

The "ideal" structure of a program implementation of a general
"heuristic" circuit switched network design algorithm should be

similar to that illustrated in Fiqure i. Here, "connectivity,"”

"routing," "trunk engineering," "costing," and "performance analysis,
are kept as separate and distinct modules in the program. Thus, the
functional operation of each of these elements of the design procedure
can be altered withont affecting the other elements. This allows
experimentation with the overall design procedure to be performed
eusily. For mple, by keeping all modules the same, but by chang-

ing the function code in the costing module, the variation of final
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network design with different tariff structares can be observed. By
keeping all modules the same, but changing the routing scheme, the
effect on overall performance can be judged. The boxos labeled
"instructed adjustments," are the variations ordered in the con-
nectivity, routing and trunk engineering modules in order to allow
cost to be reduced and/or performance requirements to be met. These
adjustments might ejther be automated as program code (modules
themselves) or might represent the effect of a "human designer"

interacting with the programmed design proccdure.

2.3
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3. THE (‘U}(RliN"I‘_ CIRCUI ']‘» .“}W ’I}_‘IH-I!) NEIX‘JOR}( ‘[)}‘_:’4 1 ":‘. ».f‘ R():’)»R[\i\i

The circuit switched network design program which has been
developed is pascd upon an alaorithm of J.L. Knepley (KNEPLEY,

1973}. There are other approaches to the problem of circuit switched
network design, e.qg., [COVO, 1973], [KATZ, 1973]. However, Knepley's
procedure provides an attractive starting point for a number of
reasons. It is very general, dealing with a wide variety of design
issues ranging from routing to trunk engineering. 1t has the {lexi-
bili y to deal with many interesting design parameters such «s

tariff structures and switch cost. Finally, the design problem that
the procedure addrescses is that dealt with in the consideration of
stch existing networks as AT&T and AUTOVON.

A block diagram of the developed network design program 1is
illustrated in Figurc 2. Henceforth, this 'rogram will be reverrecd
to as "the baseline program." Although our ultimate goal 1s tne
handling of iategrated traffic, to date the function code of indi-
vidual blocks in the program has been generated considering only
voice (or statistically equivalent) voice users. In the figure, the
correspondence has been noted between blocks (or groups of blocks)
of the baseline algorithm and blocks in the ideal structure of
Figure 1. Observing Figure 2, the baseline algorithm consists,
mainly, of four segwments. The first is an "initialization segmer.t.”
Here variables are defined, data read in ana parameters ar> initiaa-
ized. It ends with the "initialization box." The second is a "design
segment." This extends f.om the box labceled iteration control to
the "cost decision box." This segment is the "heart" of the desi u
procedure. Connectivity, primary routing and trunk sizing are
performed here. The third segment is the alceernate routing module.
At this point an alternate routing plan is specified for "the partial

design" which has just been obtained. The last segment is the

3.1
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network performance analysis moduice.  In this element the performance
of the complete network design (connectivity, primary and alternate
routing plans, trunk sizing ) is determined, the average node-to-
node loss probability is estimated. AL present there is no automatic
comparison in order to judge whether performance specifications have
been met or hoeve been met with too much margin. There is no feedback
from this module to the design proccdurec.

A description of the operations carried out in each of the four

segments of the program will now be given.

3.1 Initialization Segment

In this segmeri required constants (such as N, the nuambcer of
nodes) are stored. 1nput data consisting of 1) the node labels with
the laticude and longitude of cach node and 2) the node-to-node
traffic requirements are supplied in matrix form. From this input
data the internode distances are computed and stored. To date,
althocugh this will change, the internode distance has been consid:red
tu be "true" link cost per trunk between two nodes. The internode
distance matrix is equivalently a "truc" cost matrix. Henceforth,
it is called C(1,J).

At the end of this segment parameters are initialized for use
in the subhsequent "design segment." The "current" total cost of the

network is set initially at infinity (l()20

in the program). The
procedure in the design segmcnt requires an a priori valuce of link
blocking probability. This is "E" and it is initialized here at
some appr-priate value, for example, at 0.005 In later program
development it may be more convenient to re~d E from an input data
file. The design procedure finds minimum cost routes bascd uvpon a
marginal link cost per trunk rather than the truec link co.t per
trunk. The marginal link cost per ctrunk, for a link betwcen I and J
is obtained using W(I,J), a link weighting. 1In the initialization
block W(I,J) is set equal to 1 for all I,5. These "weights" are

stored in a weight matrix.

3.3




v

sl Sl A

NETWORK ANALYSIS CORPORATION

3.2 Design Scqgment

It is worthwhile first, to describe, "in words," the design
philosophy and total operation of this segqment of the program. For
the interested reader more detailed discussion of cach of the program

modules in this segment will then follow.
3.2.1 Overvicew

The design scgment uses an iterative proccdure in order to
obtain a "minimum cost" nctwork connectivity, primary routing and
trunk sizing for the ianput node set and traffic reauirements. The
first iteration begins by connecting nodes together by paths com-
poscd of dircected links. Specifically, <ach node pair, (1,J), is
connected by the set of directed !inks which constitute the "least
cost" path between node 1 and node J. Cost in this first iteration
being the "truc" link cost per trunk supplied in the previous seg-
ment. This "least cost" path is temporarily designated as the
primary route between 1 and J. Thus, the design algorithm in this
segment merges together the "connectivity" and "routing" eclements of
the network design procedure. Using the inpu; node-to-node traffic
requirements and the temporarily designated primary routing, each
link of the "current network" (the network of this iteration) is
loaded with traffic. The Erlang B formula in (1) is then used to
determine the number of trunks required by each link in crder to
satisfy the a priori designated link blocking probability, E with
this loaded traffic.

G
]
8 l; 3 N (1)
l +G + G"+G + ... +G_ '
21 31 S

3.4
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Here G is the traffic in Erlangs offerved to a group of N trunks.
"B" is the probability that an incowing call to sach a trunk group
will be blocked. The total "true cost" of the resulting network
(connectivity, routing and trunk sizes have at this point been
specificd) is then computed and stored. In the last part of the

iteration a row "narginal cost” 1s computed for each link (i.e.,
each node pair). This marginal cost is equal to the "true cost"
times a weighting factor. The weighting factor, wij' for node pair

(i,3) is given by

- o
W, = -—Sra/da
ij 3E . _=F, s=s5.,., a=a.., ij
J s,a/3s |“s,a ' RO R T 73
W.. = o =1
ij e 1%]
Here, ES is the Erlancg B formula, b is the a priori designated

’

value for the link blocking probakility, Sij is the number of trunks
computed in this itcration for link (i,j) and =X is the traffic
loading on link (i,j) computed in this iteration. With this weight-
ing the marginal cost effectively considers links with large trunk
group sizes to be more economical! than links with small trunk group
sizes. The seccnd iteration is then begun. The procedure is the
same as with the first iteration but with the “least cost" paths
based upon the new marginal costs rather than the "true costs.”
Subsequent iterations continue in the same manner. At the end of
each, a network design (connectivity, primary routing and trunk
sizes) is produced, the true cost of the network design is computed
and the link cost weighting factors to be used in the next iteration
are determined. The iteration loop terminates when the computed
network cost begins to change only by an insubstantial amount. The
final (partial) network design produced by the design segment is

that corresponding to the last iteration.

3.5
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3.2.2 Detailed Description

A detailed description of each of the modules which implement

the design segment will now be given.

3.2.2.1 Iteration Control

This block keceps track of the number of iterations that the
design segment has gone through. It is cntered at the beginning
from the initialization block and subsequently by looping from the

"Cost decision box."

3.2.2.2 Development of Marginal Cost Matrix Block

Here the marginal cost matrix for each particular iteration is
constructed. The construction is carried out in two steps. In the

first step the matrix entries are filled using the following formula

MCig = C- ¥

CIJ is the "true" cost per trunk of link (iI,J) and wIJ is the cur-

rent weighting of link (I,J). CIJ and the first iteration value of

wIT are opbtained in the initialization segment. In the second ctcp
MCIJ is set equal to infinity for all I=J. This prevents dcvelop-

ment of minimum cost routes having self loops at nodes.

3.2.2.3 Development of Primary Routing and Route Costing Block

In this block the "primary routing" is accomplished. For each
node pair [,J where I#J, the least marginal cosc path between I and

J is determined. That is, the least cost path between I and J is

3.6
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obtained where the link costs per trunk used are the marginal costs
computed in the previous block. Floyd's algorithm for shortest

paths is currently uscd for determining the "lcast marginal cost
pata. " This may be replaced in the future by a more efficient
algorithm. This routing establishes a connectivity of the nodes
(i.c., tells wheore links should be placed) and specifies the primary
routes or first routes which an incoming call will attempt to reserve
in establishing an originating node - destinaticn node connection.
The current (for the iteration) marginal link costs per trunk corre-

sponding to these primary routes are also stored.

3.2.2.4 Network Loading Block

At this point each of the links in the node connectivity defined
by the previous block is considered. Using the input end-tc-end
tratfic requirements, the total traffic offered to cach link by all

the primary routes which utilize the link is determined and stored.

3.2.2.5 Trunk Group Sizing Block

Here a computation is made of the minimum rumber of trunks
required by cach of the links (in the current node connectivity) in
order to satisfy the a priori designated valuc of the link blocking
probability, E. For a given link having an offered load of A erlangs
as determined by the previous NETWORK LOADING BLOCK, the minimum
number of trunks required, S, is determired recursively from the

foilowing relation

E - A E(s-l),l\
s,A s + A . E(s—l),A

3.7
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This relation is derived from the Erlang B Loss formula. Lere,
}'.O A

s such that Eq A S i¥. The trunk size outputs are stored in a
2

=1. The desired minimum value, S, 1is the smallest value of

matrix.

3.2.2.6 Development of Next Weight Matrix Block

In this block the link weighting factors, {le}, to be used
in the next itrration of the design segmeat arce determined. These
are computed from the link loading and trunk sizing of vhe "design"
established in the current iteration. These new link weighting
factors allow the computation of new marginal link costs in the
next iteration. The weighting factor, wij, corresponding to link
(i,3) is computed using the following formula which is equivalent

il -

to é.}s;.s’_'_‘?_.ﬁ‘)—:g_

“g ,a/da

_ a(l-E)-s B
1j alln(a)-E-y(s")]
s=s.., a=a,.
1] 1)
Here,
1. sij is the number of trunks currontly required

by link (i,j) as determincd by the previous trunk

sizing block,

2. aij is the traffic offered to link (i,j) as determined
by the previous network loading block,

3. s" is the integer portion of sij and Y’s") 1is de-

fined as follows

3.8
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g(s") = -y when s" = 1
s"-1
2 N -1
= ~-Y + m when s" - 2
m-1

Y= 0.5772156 ... (Euler's constant)

The outputs cf this block are stored in the weight matrix, W(I,J),
replacing the current entries of this matrix. These weights make
the marginal cost smaller for efficient links utilizing many trunks
and larger for inefficient links where few truaks arc enpioyed. Ef-
fectively, link replacement will ultimately be carricd out by this
change of the wecight matrix. It 1s automated in this design pro-
grain whereas in other design procedures it might be the task of a

human designer interacting with tine program.

3.2.2.7 Network Costing Block

Here the cost of the network design obtained in the current

iteration is computed. The following formula is used to compute

Cost = E C.. T..
1] 1]
i,)

X ’
i#j

cost.

Tij is the number of trunks employed by link (i,j) in the current
design.

3.9
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3.2.2.8 Cost Dpcistgn~Plock

At this point the total truc cost of the network produced in
the current iteration (computed in the preovious block) iIs compared
to the true cost of the network produced in the last iteration. Tf
the cost of the current network is lower (i.c., there has been a
cost improvement) then the program loops back to the iteration
control. It proceeds with the next iteration using the weiahting
matrix that has been most recently computcd. Tf the cost of the
current network 1s greater than or equal to the cost of the network
in the previous iteration (i.e¢., no cost improvement) the program
exists from the design loop. (The true cost, C, is initialized at
=, hence there will be at least two iterations in the loop.) Upon
exiting rrom the loop, the (partial) network desioan produced in the
last iteration is printed out, that is, the matrix of primary routes
and the trunk size matrix are printed. The true cost of this

(partial) network produced by the design segment is also printed.

3.3 Alternate Pouting Module

The design segment establishes the primarv routing. For an in-
coiring call at node "i" intended for node "j", the network routing
control first attempts tc reserve the links on the primary route
between i and j in establishing the end-to-end connectivity. If
this cannot be done (i.e., if one of the links is blocked), the
call will be lost at this point unless there is a method of alternate
routing. This module provides an altcernate routing plan. For each .
end-to-end node pair it establishes a hierarchical order of alter-
nate routes to handle overflow traffic from the primary route.

The alcternate routing module uses as inputs:

1. The node connectivity established by the output of
the design segment (the partial network design produced

in the last iteration of the design segment),

3.10
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2. The marqginal link costs per trunl aver tao links of

the primary roates of the design scqmuent ontput,

The first proccedure in the module is to determine whi—~h of the
nodes are pendent or semi-pendent relative to the topoloay cestablished
by the output of the design segment.* The develobment of alternate
routes for trafric from pendent and semi-pendent source nodes is
handled differently from the development of alternate routes for
traffic from "normal" (all other) sourcce nodes,

The module handles the problem of alternate routing from the
normal source nodes first. Consider the source node - destination
node pair, i,3j, where 1 is a normal node. The program dotermines
the set of nodes {k} which are adjacent to node i (in the sense
that there is a link from node i to cach of the nodes in this set) .
The node in {k} which is adjacent to i, but also on the primary
route from i to j is purged from this node sot. JFor ecach of the

remaining nodes the parameter dikj given by

diky = "ik * Yxj
is computed. Here Rik is the marginal cost per trunk of the link
from i to k, zkj is the sum of the marginal costs per trunk of the
links of the primary route from k to j. Each dikj is in corres-
pondence with a possible alternate ioutc from i to j. Specifically,
dik*j corresponds to the alternate rcute composed of the link (i,k*)
followed by the primary route from k* to j. The set of dikj’s are

* Penacent nodes have only one node adjacent to them and can only be
entered or exited using the link from that node. As used here,
semi--pendent nodes may have more than one node adjacent to them,

but can only be left through one link.

3.11
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ordered from lowest to highest. The alternate route corresponding

to the lowest dikj is considered and is checked to see if it coniains
any loops. 1t it does not it is accepted as the first in a hierarchy
of alternate i-to-j rcutes. The procedure continues with the next

lowest diki' etc., until cither the required number of alternate
rovtes 1s obtained or until there arec no more entries on the list of

dikj.s' 1f a route corresponding to a particular di is found to

loop 1t is not considered as a viable alternatce routéjcandidate and
1s discarded. There may be situations where for a particular i,]
pair all alternate route candidates considered by the module are
found to loop. The module notes this and the program prints this
out as inforwmation to the u.er.

With the alternate routing from the normal source nodes com=-
pleted the module handles the alternate routing from the pendent and
semi-pendent nodes in the following manner. Consider the sourcce
node - destination node pair 1,3 where i is cither a pendont or
semi-pendent node. Let k be the {(only) outward adjacent node to 1.
The module designates the first alternate route from i to i as being
composed of the link (i,k) followed by the first alternate route

from k to j. Other alternate routes are similarly designated.

3.4 Network Performance Analysis Module

3.4.1 overview

In this module the network design (primary and alternate routing
plans and trunk size specification) has its performance analyzed.
This module has two outputs. The first is a matrix of estimates of
the nodc-to-node loss probabilities. The sccond is an estimate of

the "average" node-to-node loss probability. This is a weighted
average of the matrix entries with the weights being the fraction of

total traffic corresponding to each node pair.

3.12
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The module requires as inputs,

1. The primary routing plan and trunk sizes specificed

by the design scgment.

2. The alterrate routing plan.
3. The node-to-node traffic requirements.
4. n, the number of primary and alternate routes for

cach end-to~end pair (assumcd the same for cach pair).

The actual computation of the loss probability output is a
complicated, iterative procedure, and is best exnlained using the
block diagram illustrated in I'igure 3. The "inputs and initializa-
tion" box contains the inputs to the module as described above.

The module al€o uses two matrices, OVRFLO(I,J) and CAP(i,J). Each
has dimensions of pumbcr of nodes x number of nodes. OVRFLOW(I,J)
is initially sect equal to tne traffic requirements matrix. CAP(I,J)
is initially set equal to the trunk size matrix. The loop in the
block diagram goes through n iterations. 1In the first iteration
the end-to-cnd traffic is loaded cnto the primary routes, overflow
traffic is determined and the residual capacity of the network is
also determined. In subscequent iterations, overflow traffic is
systematically loaded onto the alternate routes until the hicrarchy
of routes is exhausted. Th: ~»nd-to-end loss probabilities are
estimated from the remaining overflow trcffic. The detailed cpera-
tior of the first iteration is described below; a description of

subsequent iterotions follows.
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3.4.2 ngfqu Aﬁgiqnmunﬁﬁylock

Fach link in the network design is dealt with sepacately.
Consider link (i1,3), the set of primary paths which uses this link
is determined. The total traffic over thesce orimary paths is then
computed using OVERFLO(1,J) as the traffic requirements matrix (at
this point it equals the traffic requirements matrix anyway). Lot
this total traffic be denoted by SUM(1,3)). The primary paths which
use (i,j) can be designated by the corresponding source node -
destination node, (I,J). For link (i,3) and cach of the correspond-
ing (I,J)'s the following parameter is computed

OVERFLO (1,J)

(1,3) = =57y — CAP(1i,3)

1D SUM (1, 73)

(i,3)
This is the amount of capacity (number of trunks) in link (i,j) that
this network analysis procedure considers as being allocated to I-J
traffic. This may be non-integral. However, the diaphontinc problem
is ignored at this point. Finally, in this block, for cach end-to-

end nod«< pair I,J the parameter X(1,J) is computed. Here

X(I,J) = min

)(I.J)
(i,3)

0 (1,
the minimum being taken over all links (i,3j) in the primary route
petween source node I and destination node J. X(I,J) is the effective
capacity of the primary route between I and J since the 1-J traffic
will be iimited by that link in its primary path where the smallest
number of trunks have bcen allocated to it. The analysis procedure
considers X(T,J) trunks on each link in the primary path of (I,J) as

being availablc for the initial end-to-cnd traffic requirements.

3.15
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3.4.3 Overflow betermination Block

In this block, for cach end-to-end node pair 1,0, the amount
of traffic which is turncd away from the primary route (overflows
it) i1s computed. The following formula is used to compute thigs

cverflow traffic:

Overflow trafii- = OVLRFIO(I,J) E[X(l 1)< 14. OVERFLOW(1,J)
e OC K » ) ’

from 1-7J primary

path

Hereo, is the Erlang B formula cvaluated

EIX(1,9)41%, GVERPLOW(I,J)
with [X(I,J)+14 trunks and an otfered load c¢f OVI'RFLO(1,J). Th-o
symbol [Y} represents the greatest integer contained in Y. The
cowputed gquantity "overflow traffic from 1-J primary path"™ then

replaces the I-J entry of the matrix OVERFLOW(,).

3.4.4 Residual Capacity Determination Block

In this block a determination is made of the network capacity
remaining after the initial end-to-end traffic is loaded onto the
primary routes by the method described above. This residual
capacity is that available for overflow traffic being loaded onto
the alternate routes. The operation of this block is quite simple.
For each 1i,j, CAP(i,j), the i-j entry of the capacity matrisx, CAP,

is rceplaced by

CAP(i,]3)- z : ID(i j)(I,J). The sum is taken over all end-to-end
(1,3) !

pairs which have primary rcutes using link (i,j).
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3.4.5 The becision Block
1f there arc only primary routes (i.ce., no alternate routing)
the loop is left at this point. Otherwise iterations will continue

as described later.

3.4.6 Loss Probability Estimation Block

Here each entry in the last matrix OVRIFLO(1,J) is divided by
the corresponding entry in the input traffic requirements matrix.
The resulting valucs dare estimates of the end-to-end loss proba-
bility for each node pair This is then printed as the output

of the entire module.

3.4.7 Subsequent Iterations

The .econd iteration uses the same procedure as the first
with the excertion that traffic is loaded onto the first alternate
routes for each end-to-end node pair rather than the primary routes.
bue to this, definition of the various paramecters uscd must Le
appropriately changed. The other itcrations follow in like manner,
with the third iteration corresponding to the second alternate
route, etc. When the entire hierarchy of alternate routes is ex-
hausted the loop is exited and the loss probabilities estimated
as previously described. The average node-to-node loss probability

is tiien computed.

3.17
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4.  NEAR TERM EXPERIMENTS

There are a varicety of experiments that can be performed in
the ncar future (next one-to-two months) with the circuit switched
network design program in 1ts current state of development. Thesce

experiments can be divided into two categories,

1. Preliminary tests,

2. Circuit switching strategies.

They are described in the sequel. 1In the following paragraphs E,
as before is the "link blocking probability." "PL" is the
(program provided) estimate of the average node-to-node loss

probability.

4.1 Preliminary Tests

4.1.1 Sample Networks

In this experiment the existing program will be run with
several different traffic matrices. The point of the experiment
is tc determine how global traffic patterns affect the topologv
of the network design output. One example of the results of this
experiment is illustrated by Figure 4. The network topology illus-
trated by this fiqure was obtained when the design program was run

with the traffic requirement matrix given in Table 1.

4.1.2 Variation of Performance With E

The current program requires E as an input. In one test.E

has been set egual to (0.5) 10_2 in hopes of obtaining a network

2

design with performence specified by a PL of 10 “. oObservations

4.1
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TABLE 1:
Nodes 1
Nodes
1= 0.00000
P 5.9940
3- 0.26200
4- 2.14500
5~ 1.18600
6- 1.05000
7- 2.16600
8- 7.69100
7
1- 1.58400
2- 2.88900
3- 2.02000
4- 1.69200
5- 1.07300
6- 1.47200
7- 0.00000
8- 3.78700

N W N g e N0 O W

N

O = W N W -

. 86600
. 00000
.29100
.12600
.13300
.24200
.65900
. 35800

. 05700
. 3700

.20200
.73400
. 92400
.52600
. 95900
.00000

N O

- 0O O O O <

.26900
.16000
.00000
.48100
. 60700
.68100
.01700
.22400

4.3
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N = O~ O O W

.128600
.50600
.43700
.00000
. 30600
.96100
.02160
.92000

Sample Traffic Req. Matrix (Values in Frlangs)

.12800
.94800
. 35000
. 35300
.00000
. 84600
.62700
. 78700

~ N O ~ N O NN O

. 74500
.90000
. 75900
.62100
.09000
.00000
. 38700
.63100
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to date, basced upon some initial work, indicate that this has not
always been met.  In this experiment program structure will not be

altered. Howcever, final network performance (as represented by PI)

and network cost will be examined as B is varied through the follow-

ing set, (0.5)10-3, 10-3, (0.‘3)10_2 . A example output of this

experiment is illustrated in Figure 5. The curves shown iliustrate

" "

PL as a function of E for the network of Figure 4. Curve "a" corre-

sponds to P, being taken as the average node-to-node loss probability

L
over all node pairs in the network. Curve 'b" corresponds to the
average being taken over all those node pairs where the source node
is not pendent or semi-pendent (i.e., excluding nodes 4 and 5. Node
5 is semi-pendcnt although not evident in The figure.) Node 8§, in
Figure 4, is an (non pendent node type) articulation point. Curve
"c" is the PL obtainced by averaging over those nodes in the left
hand partition of thc nctwork given by this articulation point.
Curve "d" is the P, obtained by averaging over those nodes in the

3

right hand partition of the network.

4.2 Circuit Switching Strategies

4.2.1 Variation of P, With the Degree of Alternate Routin
L 9 9

In this experiment the variation of PL is examined as the
number of alternate routes, provided for each node pair communica-

tion, is increased.

4.2.2 Performance Penalty for Alternate Routing

ks Aaron Kershenbaum has pointed out alternate routing may pro-
vide a mixed blessing [KERSHENBAUM, 1976]. Alternate routed traffic

may steal capacity from primary routed traffic. 1In this experiment

4.4
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the network performance analysis module of the existing program
will be changed by penalizing alternate routed traffic. With

cach traffic Joading iteration of this module the residual capacity
will be decrcased by some factor so as to account for the inter-
action of alternate and primary routed traffic in a pessimistic
way. The variation of PL with the capacity reduction factor will
be examined. 1f PL is very sensitive to the traffic interaction

a new module will have to be substituted for the current method

of performance analysis.

4.2.3 Effect of Making Links Bilateral

In this experiment the trunk group sizing block of the pro-
gram is alcercd so that the output of the design segment is a net-
work having bilateral (cqual capacity in both directions) links.
Each link will now have capacity equal to the maximum of what it
wias previcusly. The eficect of this on network (cost) and PI will

)

be explored.
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OF FUTURE DEVELOPMENT

In the months ahcad the following topics will be addressed in
the further development of the circuit switched network design
program:

5.1 Ryl}gylljty

A program module will be crecated which analyzes the reliability

of the network design output.

5.2 Tariff Structure

The method of dealing with link cost per trunk will be changed

so as to account for switch complexity.

5.3 Alternate Routing

A wide variety of other alternate routing schemes will be
considered for use in the program. These will include "no alternate

routing," "progressive routing," and alternate routing with total
path diversity. Toward this end an exhaustive search and classifica-
ticn of fthe various types of routing strategies that can be used in

telecommnunication networking is being performed.

5.4 Mixed Voice-Data Traffic

Elements of the program will be suitably altered to account for
the fact that traffic may be the desired integrated voice and data
rather than pure voice (or statistically equivalent voice) which has

been considered so far. 1In particular, the formula for computing

5.1
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link blocking probability will have to be chaaged.  In wmaking tnese
alterations a variety of cases will be considered in order to test
the robustness of the network design,  Specifically, we will consider

the following traffic situations:

1. Pure voice.
2. Heavy voice - light data.
3. Equal vcice - cqual data.
4, Light voirce - heavy data.
5. Pure data.

5.5 Network Performance Analysis Module

This will be improved in order to obtain sharper estimates of

the end-to-end loss probabilities.

5.6 Incorporation of the Node Model

The baseline program requires link blocking probability as an
input. This is related to link loading and trunk sizing which are
currently accounted for in the baseline program. However, it is
also inherently related to the properties and capabilities of the
network nodes that the assumed circuit switch models. In addition,
link cost per trunk should include the cost of termination which is
related to switch complexity. To date these items have been neglected
and have never been taken into account in great detail in any investi-

gation of circuit switched network design techniges. However,

5.2
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future development of the bascline algorithm will toke switch com-
plexity into account. This will be a major study eoffort. A consider-
able amount of study of switch models hacs already been done.  Specif-
jcally, an extensive survey and modeling effort is currently underway
to investigate the cost performance tradceoffs associated with repre-
sentative circuit switch architcctures. Of necessity, this harn

entailed an asscssment of most axisting technology including:
Electromechanical systems,
Electronic systems,
Computer controlled systems,
and a variety of circuit switching techniques:
Space division,
Time division,
Hybrid space-time division.

The short term goal is to incorporate the relevant characteristics
of many switches into a single generic switch model. This will, of
course, subsume all ongoing work directed at specific models. The
long term objectives are to investigate the impact of a given circuic.
switch architecture on network performance. The merits of specific
architectures can, therefore, be more meaningfully determined in the
presence of network constraints.

Two areas of particular importance in which the circuit switch
can influence overall performance are internal call blocking and
setup delay. Although more economical, circuit switch architectures
that permit internal blocking can lead to intolerable end-to-end
blocking, cost-bencfit tradeoffs will be investicated. The

5.3
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additional coenstraint of switch setup delay will be studied in
detail. Interrelationships between routing plans {(fixed, alternate
vs. adaptive), signalling techniques (inband vs. common channel),
and the opcrating speced of the switch will be examined relative to
acceptable values of cross-network (setur) delay. In addition to
existing switch hardware, a hypothetical new generation of circuit
switches will be used as the referrent in order to design circuit
switched networks which can satisfy AUTOVON reaquirem nts. Apprecia-
ble ccst reductions over the current system are cxpected to emerge.
A rudimentary cffort is als envisioned that will address the inte-
gration of a second traffic type (i.e., data) on existing and future

circuit switch hardwarc and networks.

5.7 An Alternative Circuit Switch Desian Approach

Whenever a new design program is developed it must be validated
in terms of alternative models. NAC has a very effective program
to desiagn packet switched retworks. The proaram employs the "flow
deviation" method for assigning traffic to routes [GERLA, 1973].
"Flow Deviation" is an approach to assigning costs in a network by
using convex cost functions to measure link saturation. It is pro-
posed tou use the same program to acsign circuit switched networks
by derivina link cost functions which are measurces of blocking

probability [VAN SLYKE, 1976}.

5.4
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CHAPTER 3

ON_CONNECTIVITY IN MOBILE PACKET RADLO NETWORKS

1. INTRCDUCTION

The Packet Radio Network (PRNET) is a store-and-forward packet
switchirg radio system [KAHN, 1975; FRANK, 1975]. Functionally, it
includes three types of devices: Terminal, Repeater, and Station.
The repeater provides area coverage for mobile terminals and also
acts as a relay node. The station provides global control functions,
gateway functions for interfacing with other netwerks, and initial-
ization functions. A centralized hierarchical routing algorithm
described in [GITMAN, 1976] and imp’ mented in the cexperimental
PRNET is assumed in this chapter. According to this algorithm,
packet transp~rtation between any nodes in the network is via the
station. Fur hermore, the station initializes and periodically
updates repeat2r parameters for routing.

One of the objectives of the system is to enable communication
between mobile devices. Up to the present, investigations have been

limited to the study of Stationary Packe: Radio nctworks, which are

rartially characterized by the fcllowing two conditions:
1. Terminals, repeaters and stations are stationary.
2. The area in which terminals originate is fixed and
is covered by appropriately placing the hardware at some
initial time to.
On these assumptions, routing algorithms and initialization

algorithms have been developed. 1In particular, the routing algo-

rithms use information on the network configuration to derive an

l.1
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optimal communica’ «on path. In the casc of general deployvment, in
which the repeaters and the station are not initially aware of the
network confiqguration, somec system capacity must be spent to acquire
such information and initialize the devices with valid paramecters.

Th2 Mobile Packet Radio system gencralizes the stationary sys-

tem by allowing cvery element of the hardware to be independently

in m tion in the 3-dimensional space. Conditions 1 and 2 above
must be dropped and substituted with appropriate requirements, to
be described below. There is a clear distinction between the two
systems, not only in the definition and analysis, but also the
problems one must address. For example, in a Packet Radio Network
(PRNET) one is trying to determine the location of the repeaters
to achieve optimal coverage of a certain arca. A rcepecater may be
permancntly placed in a precalculated location. 1In the Mobilc
Packet Radio Network (MPRNET) repeaters arce assumed in motion.

In PRNET, a particular and predetermined zonc is covered.

Ir MPRNET, the ccrered zone varies with time. Requircments
as to the coverage of a particular area, may, howcver, be imposed.

In PRNET, once the system is 1nitialized, it will remain so;
only one initialization and labeling is necessary (except if there
is a high failure ratc of repeaters). ,

In MPRNET, the system may become inoperative due to motion of
the devices. Hence, one must address himself to the questions of
how long the system is operational, or how long one must wait be-
fore one gets coverage at a specificed location. Consequently, a
frequent MONITORING OPERATION 15 required by the station.

The dynamic character of this system accentuates tne n _.1 to
acquire, process and proliferate network configuration information.
Specifically, the conrnnectivity matsix will be altered within a
short interval, depending con t}: mobility parameters of the system.
Thus, the initialization algyorithms devclbped for the stationary

packet radio must be activat~z ' and more frequently, in addition to
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the more frequent acquisition of data, if the system is to be opera-
tional. As a consequence, the initialization capacity becomes con-
siderable, decreasing, in conjunction, the useful information capa-
cify.

It can be inferred from the statements above that the avail-
able algorithms may no longer be optimal in a dymanic environment,
and hence, new or modified algorithms are sought.

A predictable mobile PRNET (staticn knows the trajectories of
repeaters) is addressed in this chapter. The efficiency of a pre-
dictable system can be improved by changinc some protocols in the

nnetwork, as follows:

(1) Connectivity monitoring via ROP's can be reduced

or eliminated.

(11) The station can predict cornectivity, and hence
labels, and send new labels to repeaters at the

proper times.

(iii) Alternatively, the station may send to a repeater
a set of labecls and associated time units for using

each.

It is noted that the criterion for determining labels in a
mobile network should not be based on "shortest path" only but take
into account the interval of time during which a label will be valid.

A method for computing connectivity as a function of time and
its computational complexity are presented. Approximate methods
and their complexity are also given. A program which implements

the exact method was developed (not presented in the chapter).

1.3
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2. MATI'EMATICAL FRAMEWORK

In this section, we introduce the mathematical framework for

the MPRENT.
Definition: [Initial Operating Region]

Let O(tO) pe an open S-dimensional region, which we assume

to be the inside of a cubece.
pofinitigg; [Hardware]

Let S

]
—~—
wn

2,...,8 }, R = {rl,rz,...,rm},

4
It
-

1'12""'TL} be sets satisfying:
a. SN R=¢, SN T=2¢, TOARG=¢
b. SC 0O(t))
§ C o(t))
1 C O(to)
The sets S, R, and 1 correspond to the set of stations, re-
peaters and terminals of a packet radio system, respectively. The

requirement in a implies that cach device fulfills only one func-

tion.

2.1
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Definition: [Frame of Referoencel

Let X Y

b A be a cartesian coor-
S . S
1, o))

T, o(t)) 1, oL )

dinate system, with axes parallel to the sides of O(to) and with

origin at Sl'
Note that the {rame of reference can be arbitrariiy selected

without loss of generality. However, it is convenient to select

a coordinate system with the origin at station Sl (packet radio

networks under consideration are assumed to have at lcast one

station). The set of frce nodes is implied by the selection of the

coordinate system, and is defined as:
Definition: [Free Nodes])

~

Let S = S - [8

‘1} and ¥ = $ UR U T. The elements of F ar-

called free nodes.
Definition: [Zone of Coverage]

Let O(t) be the zone of desired coverage at time t. Possibly
o(t) = o{t,) = O_ for all t. '

Definition: [Arca of Coverage]
Let ny be the x-y planec.

Then ny(t) = 0(t) N ny will be called the terrestrial areca
of desired coverage.

Definition: [Stationary Geosystem]

The system d~scribed by the definitions above is called a

Stationary Geosystem, and will be denoted as:
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Definition: [Dynamic Geosystem]

Assign *o cach free node f ¢ F a velocity vector with refer-

ence to S, as fonllows:

1

S
-
Ve

N Vo(U), with | v (t) | = v (t), and arg(v (1)) = 0(t)

A Dynamic Geosystem is the system described by the previcus defini-
tions and the above vector assignment. Tt will be denoted byq&b =
{s, R, 1, O(t), V(t)} where v(t) = {\;f(t) | frF).

Equivalently, specification of the displacement vector of
motion, in terms of the x, y, and 2 components, could be given.

Note that the definition requi “us U] to be fixed in the seclected
frame of reference, but no generality is lost by this. 1In fact, if
in relation to some mere general frame of reference, we had asso-
ciated vé for all g £ S U R U 1, then in our specific frame of refer-

ence tnrough Sl' we would have,

v = C assoc’ ted with S

1
N - > . . -
v =v' - v! associated with g ¢ F
Assumption 1:
There exists a set Py = {Pl,P?,...,FZ} of transmission powers
for repecaters and stations with a corresponding set Mg = {ul,uz,...,

uz} of transmission ranges (distances).

2.3
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Assunption 2:

There exists a set PT = (Pv} of transmission power for ter-

minals, witl: a corresponding set = {“v} of transmission rangce.

“T
We assume that for equal levels of transmission power, equal trans-
mission ranges are achieved. 1In other words, a flat terrain is
considered.

The zone covered by transmission by an clement £ ¢ F at level

u, 1is

M
: b = ) + g
By (t) {x € O(t) | df’x(t) < u}
where d 1s the Fucledian distance in 3 dimensions and i 1s a trans-
mission range from the scot N OF g corresponding to whether f is
a repcater or a terminal,
Definition:
Mk Mk
M T (t) = (aj j(t)), 1 <i,j <n+m+ L is called the
o ]
connectivity matrix when
Mk
My 1 if fich (t) '
a, .(t) = j < m + n
1,3( ) b
0 otherwise
. Vv
My 1 if f.eB. (t)
- 1) :
ay (L) = j > m+ n
') 0 otherwise
The top entries in the definition of a; j read: "fi is within
1

the range of device j."

2.4
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Qg{{nj}ion: [Status]

By status of the geosystem at time t, o(t), we mean its con-

nectivity matrix, and the covered zone at level .
Definition: [Potentially Operaticnal System]

The system is potentially operational at time t if the fol-

lowing hold:
1. "Potentially operational W.R.T. terminals:"

O(t) is covered by balls of radius V centered

on r., and
i
Ao "Potentially oper..tional W.R.T. repeaters:”

Consider the graph with vertices r, and ecdges

between r, and r, if dr < then the graph is

., r. k'
1]
connected.

Let G(t) be the zone for which the system is potentially oper-
ational at t. Obviously, we would like o(t) C G(t).

Definition: [Actually Operational Systeml

A system is actually operational if:

1. It is potentially cperational, and

2. If the algcrithms and parameters used by de-
vices for packet transportation are such that there
is a communication path between any pair of nodes.

(The communication paths need not be optimal.)

2.5
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This definition is motivated by the fact that even though a
system may be potentially operational (the hardware 1s in the right
position), no relabeling has yet taken place - c¢ither because the
connectivity matrix in the station is not up to dalte or because
the station has not yet completely proliferated the information

to the repeaters.
Definition: [Predictable System]
A system is proedictable if:

of{t) = q(o(to), Ve (t),...,vf (t}) with g known; thar is,
1 A
the status at time t can be dectermined by the station by com-

putation alone.
Definition: [Unpredictable system]

. . - . . nd
A system is unpredictable if either q or v's arec not known.

2,6
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3. CONNECTIVITY PROBLEMS

A number of pertinent problems can be raised at this point.
The remainder of this chapter is dedicated to the solution of various
connectivitly issucs in the predictable case. The following ques-

tions arec of interest:

1. The interval of time during which repeater r, can

communicate with the station S in 1-hop;

2. The interval during which repeater r, can communi-

cate with the station (in any number of hops);

3. The interval o. time during which the en‘ire net-
! work 1is connected;
4. The degradation history of the ncetwork (i.e., when

at most, at least, or exactly k repeaters are unable to
communicatce with the station); and

A 5. The enhancement history of the network (i.e., when
at most, etc. k repeaters return withia the range of

the station).

3.1 Definitions

1. a. A set Il € ¥ (%= real numbers) is said to be con-
nected if for all x,yeli, (l-a)x + ayell for all Q0<ac<l.
i=1

b. {ﬂi} , are the connected components of |1 if my

are the equivalence classes of the following equivalence

relation:

X~y Jff {(l-a)x + ay | 0<a<l)C I

3.1
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2. The L spectrum c¢f I with connected components {Nj}, *t (i), is

the tollowing collection:

*t (1)

1}
——
(&3

t. = inf t} FEONAD
trﬂj

*t (1) {0} if li=¢

The points of *t(ll) are called thce death dates of 1.

3. The R spectrum of a set I with componcnts {ii.}, t, (1), is the

foliowing collection:

I

t, (1) {tl l ty © sup t] if N#N

tell,

"

t, () {-o} i€ M=¢

The points of t,(ll) are called the resurection dates of TI. In this

section, we are r~oncerned only with systemz having a single station.

4. Let R = {rl,rz,...,rj}. The Joint Life 3tatus (JLS), {rl,rD,...,
r.) ic¢ said to be alive at time t if every repeater can comnunicate

with the station.

S The JLS is said to exparience a kth order failure, k < j, if

at least I repeaters cannot communicate with the station.

13.2
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6. Let rg S, and rl,r?,...,ri be the repeatcers of a geosystem.
- -

The set

2 = ! Copf > < ! j
=t ld e >, 002 i, koG
represents the time when there is no direct connection between r,

and rk.

Figure 1 depicts the sct :10 for various mobility character-

istics of a l-repeater geosystem.

7. a. Let iﬂ be the time intervals such that repeoater r.
cannot communicate with the station in any number of
hups.

b. Let ﬂi,Qj,Ai be the time intervals when at least,
exactly, at most i repeaters, respectively, cannot communi-
cate with the station in any number of hops.

L4

C. Let al, 81, Yl be the time instance when exactly,

at least, at most i repeaters come back into rarge of the

station ("resurect").

We shall assume that the displacement vector of »very rcpeater r

is given; namely,

ris(xg (£}, vy, (£), z;(¢))

3.3
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3.2 Mptilgﬁiqul_nfa@p]o

. . . 1. .
Consider a 3 renecater system. We wish to derive {, the time

repcater r, is disconnected from the station S. Such an event

would mareiializo when there are no l-hop connections, there are

no 2-hop conncctions, and no 3-hop connections. Each event (cx-

cept the first one) can be further subdivided into subevents, re-
lating to the particular path structure. A brief analysis shows

that:

1 o ,
= = 1 ) : N = ) \ )= =
= = g M 370 N 730 N U753 4N 073307 )

Similar cxpressions are obtained for 2H and 3H. The JLS experi-

ences a first order failure when either ry is outside the range

of £, or r, is outside the range, or ry is outside the range.
rrh",.

nus,

Similarly,

=
N
1

At mudnedinu Gindn

= yin2indy

=
I

It is clear that the quantities at hand can all be derived from

knowing the % j(j+1) distinct Eik sets. A general methodology

is now nrescnted.

3.5
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4.  GENERAL THEORY

The connectivity quantitices described above can be obtained as

follows:
Step 1:
Derive ik for all 0<i<k<j by solving the cartesian cquation:
s {t ] (x (8) = x (62 4 (yo(t) -y, (£))7
ik i ®k Yi Yk
2 2
+o(z(0) = oz (£)) 7> T
Step 2:

Derive hH, l<h<j as follows:

hn = % N (=,, .Uz, . U...uz., 0)
k=1 1<1p,0y. 0000y <3 Do Sy T L
i, # i) .
ig # iyl

iy A iy gl el

1
Namely, »
| 0 = - - -
k#h k#h

i#¥k,h

4.1
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Step 1:
Construct Hh, 1-h<j, as follows:
1. ot =Yy
i
2. 1% = 1<itk<] G
3. 1= 1_§i;kjih_<_j ST
et cetera.
Construct Qh, 1<h<j-1, as follows:
TR LU LS
o) = 1l
Step 5:
Construct Ah, 1<h<j, as follows:
Ah - .G ol
1=]

4.1 Progerfies

1. nionfonia.. _
For example, HIFH%ICIH, so that H2 = LHlankH)C\JlH =

2. Hh represents the time when h or more¢ repeaters
. . +

are outside the range of the station; Hh - represents

the time when h+l or more repeaters are outsid2 the

range of S; hence, indeed Qh = Hh - Hh+l.

4.2
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h AW
3. ’'s arc disjoint sets,
o
4. = time when at least zero repeaters are outside
o
the range, so Il = (-w,w),
@ . 3
5. {0 = time exactly zero repcaters are dead; i.e.,

every rvepeater can communicate with the station; it
follows that:

o <}
e = 1 -nt=9v-qgltac ol
where C(A) is the complement of set A.

6. @ = A

4.2 Complexity Considerations

We define complexity to be the number of computational steps
required to carry out a given task. In this context, the term
"step" does not refer to a specific operation; it could refer to
a multiplication or to a union, etc.

Consider a system having j repeaters and onc station. The
complexity of Step 1 is é J(J+1). (Step refers to the number of
distinct sets to be obtained). The complexity of Step 2 is:

Y
oo BT

X = k
, B ) .
Since there are Ya%iTT-paths of k, each admitting k possible dis-

connections. The complexity of Step 3 is:

. .
5 (i =29 -1
k-1

(step refers to unions and intersections). Clearly, Step ¢ is the

most complex of the three. The following bounds are easily ob-
tained.

(23-1)3! < x < e.§.5!
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4.3 Approximate Solutions

In view of the high computational complexity of the exact
solutions, approximate solutions arc sought. Two procedures

are proposecd.

Cumulative Approximating Proccdures of Degree d (CAP:4)

In this approach, a repcater Y is declared to be dead if it

is unable to communicate with the station in d hops or less. It

follows that:

h o d
= ) S R U O 1 O RSP O I )
k=1 1;11,12,...,1k:J h,ll 1,03, lk,O
i, # iy
ig # 1,014
LK # lk—l'lk—Z""'ll

Note that the outer intersection encompasses d-or-less-~hop connec-

tions to the station.

Sectional Approximation Procedure of Degree d (sap:d)

In this approach, a repeater ry is termed dead unless there

is a d-hop connection to the station. Tnen,

h - -
I Loy 0 | . U s () pooagBy )
l1ciysiyreeesiye) h,i,7 1,1, 1;:0
i, # i
13 7 1504

ig # dgoyeeeeid)
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Under the CAP:d, the computational complexity 1s reduced from ap-
proximately (2j-1)j! to approximately jd. The CADP approach is
superior to the SAP approach, and under mild conditions, the CAP:2
is an excellent approximation te the actual answer. With this pro-
cedurc of complexity j2, up to 30 repeater systems can bo analyzed.

Other approximating schemes are available.

4.4 Resurection Dates

The instance when an inactive repeater comes back into range
is useful information, in particular, in a predictable system.
This section addresses the issue.

It is clear that exactly one repcater resurcc!s when the
state changes from having i dead repeaters to i-1 wd.  Similarly,
exactly two repeaters resurcct when the state changes, from
having i1 dcad rcpeaters to i-2 dead repeaters, etc, for i>2. Thus,

it must follow that:

-1 . .
ob = U e, @ o)
i=0
j-p . .
of = U (e @P)y N e
i=0
Then,
p
gP = J ak
k=1
j
k
Y= 0 a
k=p

4.5
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5. EXAMPLES

Exa mp1l @ %

Let
RJ:((xit"HSi, (“,it+yi) 1 =1, 2
let
B - 2,22 2. 2 2
A(al'bl'cl’dl) = A(1) = “alblcldl + al(u c]) t b (i dl)
(~a.d,4+bh.c ) + /“(a ,c d.)
(a,,c,d)=V(l)=.~——-]ll ‘ 17717
17177171 12 5 b
“1 1
now
2
S o I =L )t o+ =8 + R + - iyerw, 2 3
ij = tellag-ane + (s, 50 LGSR & & [y P e
=] (—mr V__(l;])] U [v+(l;3)l w}
where

Vi(l;j) = v{(ui“ajyﬁi_gj'Yi_Y'lé'Iéj)

We can now get the desired connectivity measures by the pro-

cedure of Scction 4.

5.1
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Evample 2:

The mobile network under scrutiny consists of 5 repeaters
moving on linecar trajcctories, within a two dimensional planc at
low constant velocity. Such motion is completely characterized by
specifying the four paramecters of Table 1, where the units of time
have been taken to be hours, and the units of velvcity MPH. The

motion is relative to the station.

Figure 2 describes graphically the trajectories follcwed, and
Figure 3 depicts the status of the system at three sample points.
The dashed circle represents the range of transuission of tne de-
vices.

The solution of the problem is furnished by a computer program

which analyzes such dynamic systems. Topics of interest are:

1. The interval of time during which repcater r, can

communicate with the station S in 1l--hop;

2. The interval during which repcater r, can communi-

cate with the station (in any number of hops);

3. The interval of time during whicn the entire net-

work is connected;

4. The degradation history of the network (i.e., when
at most, at least, or exactly k repeaters are unable to

commmunicate with the station); and

5. The enhancement history of the network (i.e., when
at most, etc. k repeaters return within the range of
the station).

Table 2 shows the results for Items 1, 2, 3, and 4b above for

the example at hand.

5.2
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1’3.

System deforms

Location at t = O

rl can communicate with

the station

FIGURE 2:

e

Location at t = -67 when
System forms

Location at t = 47 when

\
;
\§ 7

.

\\

TRAJECTORIES FOLLOWED BY RFPEATERS
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CHAPTER 4
AN APPROXTMATE ANALYTICAL MODEL FOR INITIALTZATION OF
SN WRIE 1MNCIOE ROLOINY) WBIRRIOINAS

1.  INTLODUCTION

Among tnce objectives of the packet radio system are fast net-
work deployment and the capability of communication among mobile de-
vices [KAHN, 1975]. Combinatorial analyses {NAC, 1973] and simulation
studics [FRANK, 1975] have demounstrated that the impact of the routing

algorithm on network efficiency is of prime significance. That 1is,

unlike in , bint-to-point packet switching networks in which a sophis-

ticated routing algorithm (as compared to simple fixed routing) can
result in an average increase in network throughput of up to 20% to
30%, in packet radio networks, the increasce in throughput may be by
an order of magnitude.

Efficient routing algorithms for packet radio networks have
becn presented in [GITMAN, 1976]. The principal idea of the
hierarchical routing algorithm* i{s to transform the broadcast net-
work to a "point-to-point" network for packet transportation, by
assigning repecaters a code for routing, called Label. The problem
is that the connectivity of devices is changihg, and therefore, it
is necessary to develop algorithms for dynamically changing the
network structure {(reconfiguration) under certain conditions. Ex-
amples of a changing topology are when the network is mobile (e.q.,
a Packet Radio System for a fleet of ships), when a repeater's range
changes (e.g., from battery drainage) or when repraters fail. A
different type of network change occurs when terminals enter or

leave the areas served by a given repeater or station.

* This algorithm is presented in [GITMAN, 1976] and has been
implemented in the packet radio experimental system.

1.1
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The initialization procedure assumes that network topology is
not known a priori and is changing with time. Hence, the initializa-
tion procedure involves mapping of network topology, determining
network structurce (labels for repeaters), and transmitting labels
to repeaters. Initialization and conncectivity menitoring algorithns,
which are optimum in some sensc, were presented in [NAC, 1975]. 1In
this chaptcer we postulate a simple initialization scheme and perform
worst case analysis of initialization time as a function system
parameters.

The initialization scheme analyzed assumes the following

packet types:

ROP - Repeater On Packet
LLP - Label Packet

ROP's are issucd by uninitialized repeaters and inform the
station about the cxistence of the repeater and the link 1t records.
LLP's are sent from the station to repeaters. A single station and
single hop packet radio nctwork is analyzed. Realistic models are
set up at first; however, to obtain closed form solutions we must
assume worst case values for parameters, obtaining in conjunction,
worst case values (or upper bounds) for initialization.

The closed form solution for the initialization time is a
function of number of repeaters, the retransmission time intervals
of repeaters and station, and the interference (connectivity of
repeaters). The study, by numerical methods, of the minimum in-

itialization time dcemonstrates:

a. A good strategy for the station (in the absence
of information traffic) is to transmit a label every
4 slots, on the average. This value was deimonstrated

to be optimum for large variations in all other parameters.
b. For low connectivity (interference) of repeaters,

a repeater should transmit a ROP every m+e slots, on the

average; where m is the number of repeaters.

1.2
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MODET,

Single Hop HModel Without Terminal Traffic

Figure 1 depicts the network under scrutiny.

The following assumptions arc made:

1. Single station with m repecaters, physically at l-hop.
2. No repcater accepts ROP's from another repeater.
3. tach repeater can interfere with 1 neighbers (in

addition to itself).

4. Common channcl, slotted ALOHA.
5. Protocol.
a. Bach repeatcr broadcasts ROP's, such that

the rumber of slots between any two trans-

missions is uniformly distributed on [0,2Q].

b. If a label is received by the repeater,
it forwi.ods one ETE ACK to the station and it

halts its ROP emission except as in {(c) below.
c. I1f a repeater has received a label, it

forwards monitoring ROP's uniformly on [0,2¢]

slots, ¢ > > W. (We shall disregard this

2.1




SN NS NORM DN RN

NETWORK ANALYSIS CORPORATION

RANGE OF )
TRANSMISSTON \

O ;

FIGURE 1: 1-HOP NETWORK
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cffect here, since by taking ¢ large we can
in effect say that the repeater in question

is essentially guiet after initialization.)

d. If the station has issued a label and
it gets no ETE ACK, it retransmits the label

at an appronriate time - soc below.

c. The station maintains a gucue of all the

unacknowledged labels to be (re)transmitted.

1 Every time the station receives a ROP

it checks the quecue of labels. If there
already is a label scheduled for transmission
to the repeater in question, the station dis-
regards this ROP; otherwisc it adds the label

to the queue.

g. FIFO for station queue: zero precessing
and propagation time; infinite buffer size at

the station.

2.2 Machinery

Let Rl, RZ’ s A Rm be Lhe repeaters in question, and S the
station.

Let Ai = Time when the first ROP from Ri reaches S.

Let Q(t) = Those repeaters whosc label is in the sta-

tion queur: at time t.

2.3
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Q{t) represents those repcaters such that a ROP has been received

by the station by time t, but no ETE ACK has becn received,

A. 1s the time when the label. for 1 enters the qucue for the first

time.

Let Bi = Time when the label for i is deleted from the gqueue

(nam~ly it is received by Ri and acknowloedged) .

Definition: By initialization time we mean:
¥ = max h(Bi) (1)
i
Let G, = |G(t)]| = Number of labels to be issued at time t.

We call ”t the cycle length at t.
We now expand assumption 5d:

(5d') At the end of cach cycle, say t*, S scans Q(t*);
the labels found in the queue are then scheduled for

transmissicn with an intertransmiscsion delay distributed

ulo, 2w].

The remainder of this chapter is dedicated to expected value
computations; hence we say that, on the average, one ROP every @
slots is issued by a non-initialized Ri’ and one LLP every w slots
is broadcasted by S. With this in mind, we sce that after S sends
a label L, to R,, it times out for O¢+ W slots on the average beforec
forwarding a new label to Ri'

Observe that if tj_1 is the expected end of the (j—l)th-cyclc
then

t, = t. + 0 w (2)
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Let S and . be the probability of successful transmission on
(e
the repecater to station hop and on the station to repeater hop, re-

spectively.

OBJECTIVLES:

1. Determince qgr Ug s a function of m, I, Q, w.

.

2. Determine ¥, given (1).
ﬁNALYSIS:

The phenomenon is complicated. The Ilow chart of Figure 2
shows the steps involved in initialization.

Consiuecr (for simplicity) a single Rj. It is broadcasting
KOP's. When a ROP recaches £, the station tries to send a label to
Ri' This may require several retransmissicns by S (in the mean-
time Ri has issued more ROP's). When Ri finally receives a labce.
it stops issuing the ROP's and it issucs onc ETE ACK. If the BTE
ACK is received by 5, Ri is eliminated from the qucue; otherwise,
S retransmits the label until it is received and acknowledged by
R, . '

2.3 Determination of a5, and dg

Let Sp,
respectively, from the repeaters to the station. Let SS’ GS be the

GR be the total successful and total transmission rate,

total successful and total transmission rate, respectively, from
the station to the repcaters.

Let SRi, GRi be the respective rates from Ri to 8. Let SS,Ri’

GS R be the respective rates from S to Ri'
'R
i

2.5
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We make the following simplifying assumptions:

Sp =5 iCp 7 G,/miS, /GG :
hRj .R/m,(‘Ri (R/ﬂ qb'Ri Sb/m (”’Rj (S/m (3)

Consider a specific slot in the ALOHA broadcasting procedure.

Repeater Ri is idle if the following conditions arec all sat-

isfied.
1. The station i1s not broadcasting.
20 The neighbors interfering with Rj are not broad-

casting.

3. Ri itself is not broadcasting.
Thus,
Prob (Ri is idle) = (1—GS) 1 (l—GR.) (I—GR.) (4)
R.eV J
J R,
i

where,
VRi {Rj|d(Ri'Rj) < y,u range of repeaters!-R;

As per assumption 3 above, |V = I,¥;; also we postulated that

R, |

-_— . « l
GR. = GR/m, thus
i
GR I+1
Prob(Ri is idle) = (l~GS)(l——q) (5)

The station is idle if 1. and 2. below arc satisfied:

2.7
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1. The stacion is not broadcasting.
2. No repeater 1s broadcasting.
Thus,
m GR m
; q g = - - 5= -G 1-—)
Prob (S is idle) (1 LS) _ﬂ (1 GR‘) (1 CS)(l Py (6)

Using the &bove, we can compute tho expected throughput on the two

links.
SR = L (traffic put out by Ri) Prob (S is not disturbed
i
by any ' epeater except Ri' and is idle itself)
G G G
-y _R.o "Rem=1 . . _Rim=-1 .0
= I m(] m) (1 GS) = GR(l m) (1 GS) (7)
SS = ¥ (traffic put out by S to Ri) Proh (Ri is not
i
disturbed by any device except S)
G G, I+1 G, I+l
— S.,__R - ¢ (1__R
= E “ﬁ(l m) = bsll m) (8)
i
Now
I I N (9)
S G m T
S
a. G
oK Ryml ;o ,
g =g = U ) 1)
R
If GR = p(m)m and GR‘a monotonically from below as mew,
GS = o(nn)m and GS~b monotonically from below as mrm,
I = Xm, then

2.8
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(1-p ()™ (1-0 (m)m) (11)

qg R

(1-p (my) ™*1 (12)

1l

qs
The following relations hoi :

a. dg decreases as m 1nCrecases.

b. Lim g = e ¥ (1-b)

mro
C. dq decreases as m increases.
. -a.
d. Lim q¢ = ((e )
Mmoo

(on the other hand, if I is fixed then the limit is 1)

Due to the high complexity of the phenomenon, we are in a

pcsition tc compute only worst case analysis.

~

el - ‘_ i — . - ; i - . N
Let Sq worst GS' GR worst GR' The worst (S s obtained when

the station label queue is assumed non-empty, resultiag:

~

G. = (13)
o

To obtain GR it 1s assumed that all repcaters are transmitting ROP's
and that all label packets to repeaters are successful, resulting

in the additional ETE ACK from repeaters. This results:

1
+ - (14)

=iz

GR =




e i

A MY g o

Substituting thesce values in the expressions for G

derive:
~ .l 1m-l ]
g = -5 g
T 1 1,1+1

NETWORK ANALYSIS CORFORATION

) and “S’ we

(15)

(16)

Obscrve that tne consequence of the uniform traffic assumption

made above 1is:

~

qRi = Qpo for all 1

E(Ai) = BE(A), for all i

E(Bj) = E(B), for all i

Naturally, not e7ery repeater enters (leaves) the queue at the

same time, but if the experiment were carried out a large number of

times, on the average, Ri would cnter

2.10

(leave) thc qucue at E{A) (E(B)).
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3. INUTIALIZATION COMPUTATIONS

Consider ROP transmissions by Rj with probability of success
dR- Then Ai is a random variable geometrically distributed. 7Thus,
l/qR represents the expected number of transmissions by Ri before
the ROP recaches S. Since the ROP is put out by Ri every © 3slots

(on the aver :e),
° Q
E(A.) — (17)
( 4 g

Consider label transmissions by S. l/qq 1 epresents the ex-
pected number of label transmissions by S. 1If we knew the cycle
lencgth at each retransmission, we could add these values to obtain

the time necessary to deliver the label to Rj, such cycle length

is unavailable, hence, we rist assume the worst case of mw. Thus,
gﬂ is the time required te deliver one label to Ri' However, it
<
) -
takes Qk such receptions and ETE ACK transmissions before the station
R
receives an ACK and eliminates this repeater from the quecue.
Finally;
EB) = -+ ™ L3 (12)
: 9g s R

3.1
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4. OPTIMIZATION OF INITIALIZATTON T1ME

It is clear that if @ is small, the delay between ROP trans-
missions is small, and this would apparently speed up initializa-
tion. However, if { is small, the traffic gencratca by the re-
pcaters is large, causing dg and 9 to decrease and thus slow down
initialization.

On the other hand, if Q@ is large, the traffic is small causing
4R and qq to increase and thus speeding initialization; however,
since the wait between ROP transmissions is large, the initializa-
tion time may still increcase.

The same holds true for w. 1t is apparent that optimal values

of w and { must exist. From the previous scction;

1 mw
F(U, W) = ———— s - {0 —— -} (19)
1, 1, ,n-1 1 1,1 I+1

Close form optimization of this function of two variables 1is un-
attainable. We must thus resort to numerical techniques, in par-
ticular point-to-point search, which works well in view of the
limited domain of w and @ (w and 2 must be integers since we are
in a slotted environment).

The graphs of Figure 3 through Figure 8 show the trends.

Figure 3 depicts the behavior of ¥ as n function of 7 and w.
Basically, we see that the initialization time to the right of the
¢ timum increases rather slowly, while to the left of the optimum
increases drastically; hence, we should over estimate Q* rather
than under estimate. Observe also that the station rate is much
larger thun the repeater rate; this is so since S must serve m
rcpeaters.

Figure 4 shows the relation betweea Q* and w at ¥*. It demon-

strates that if the station transmits at a higher interval, so should

the repeaters.

4.1
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,

Figure 5 describes the behavior of ¥* as a function of w,
pointing at the neccessity of solcctingﬁtho optimum value of w.

Figure 6 depicts the beliavior c¢f ¥ as a function of m. The
graphs show that as m increases, the optimal initialization time
increases approximately linearly with m (for fixed interference
level I).

Figure 7 and Figure 8 illustrate the behavior of ¥ as a func-
tion of I. The graphs show that as I increases, the optimal ini-
tialization time increases approximately linearly with I (for fixed

m) .

4.2
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5. APPROXIMATE OPTIMAL_VALUES

In licu of a close form solution {or the optimal values, we
can carry ouvt a satisfactory empirical 2valuation of the optima.

Part A of Table 1 gives the optima for various valucs of m
and I. Strikingly, w* is constant over a large range of m ana 1.
In fact w* = 4 in all cases, cxcept when T is very close to m,

~

in which case w* = 5. We thus conclude that:

w* = optimal station rate, is nearly independent of m

and I (except in case of extreme interference) and

w*¥ = 4 slots.
Part B of the table - s the values for the quantity
+1/°
h=m@ + ™1/ (20)

A

We see that (* is very close to this expression, we thus declare

that

o = m(1+5)™1/2H | (21)
Ohserve 1 = 2,

5* ~ me (22)

il

where e 2.718 ... (more generally, this holds alsc for the

case where I is small and independent of m).

Actually, both approximations for * tend to overstate the value

of the optimum, as a comparison of Column B in Table 1, with column

(d) reveals. We conclude that:

5.1
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e
A R C D
‘hzg\'ﬁn.ﬁ- -;Lﬁ ) ‘(C) “;)'“' --AT) Fogput(:? — ;o;;;;un; - -
m I w* N F* st 3 Approxi-
e o (rownded) | (rounded) | mation

3 2 4 12 63 12 75
5 2 4 17 95 18 106
7 2 4 22 128 23 138

9 2 4 27 161 28 171 (2)
11 ? 4 33 195 34 204
50 2 4 133 842 140 858
100 2 4 -260 1672 275 1698
1000 ? 4 2566 16610 2722 legly
10000 Z 4 24626 165944 27186 168018
100 10 4 273 1724 287 1750

100 50 4 337 1986 350 2049 (1)
1c0 90 5 429 2250 427 2431
11 4 4 36 208 37 219
11 13) 4 38 221 40 237

(1)
11 8 4 42 235 44 256
3 10 5 ' 49 247 48 278

TABLE 1: NUMERICAL COMPARISON OF EXACT SOLUTION TO APPROXIMATE

MODEL AND

APPROXIMATE SOLUTION TO APPROXIMATE MODEL

5.2
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A~

Q* = optimal repeater rate, is an increasing function of

m and I, and for small values of I, (* me.

Figure 9 compares the approximate optimal values of the approxi-
mate solution with the exact optimal values of the approximate
solution using the results of Table 1. Observe the close fit for
a large range of m.

With the above approximations, we can compute the worst case,

approximate initialization time, as follows:

G = @ G ™A (23)
ag = 11 - (e hym ol
o e - eyt o ey o (AT /e
% e(4+o)/4e . .40 (24)
Similarly,
(25)
=~ (e(4+e)/4e)(I+l)/m . (‘54)(I+1)/m
Finally,
o= 0, W me 4m

dp dpdg .40 .4(.54)(I+1)/m

10m
6.79m + (26)
(.54)(1+l)/m
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Part C of Table 1 shows for comparison the conputed values of ;*.
So far ¥ has been quoted in a number of slots in the ALOINA
precedure. Typical value for slot length for an ROP is leO_3
seconds. Hence, for example, in a 100 repeater system at inter-
ference level 2, it would take 0.84 seconds to initialize a typical

repeater.

5.5
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6. CONCLUSTION

In this chapter a worst case study for initialization has been
conducted; it is believed that the same trends with respect to the
dependency of ¥ on I and n, etc., hold true in the actual initial-

ization procedure. To ascertain this an exact medel via a Markov

chain is being developed, and will be compared to the mcdel described

prescntly.
Other approximate models (multiple retransmissicus, finite

buffer size, 2-hops) are under investigation.
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