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1. STATEMENT OF THE PROBLEM

I f stud ies of softwa re qual i ty and softwa re develo pment produc ti vity are to
be done, accurate, precise, and valid measures are required. To date, most
studies of software productivity , Inclu ding the definitive SOC (1) and PRC
(2 ) studi es , have been based on subjective , after-the-fact estimates of what
happened rather than direct recording as events accurred. Attempts to
improve software data coiflectlon are faced with several serious problems:

• Increased instrumentation of the software development
process entails additional costs

• Developers resist the imposition of management controls
and reporting requirements

• Mensuration is still plagued by many sources of error variances

• Technological inadequacies exist in both software develop-
ment and software data collection

• Measures taken for project management purposes are not alwa ys
• suitabl e for methodological comparisons

Studies of the softwa re development process are also inhibited by two other
phenomena that are generic to experimental work:

• Heisenberg Effects where the act of measuring the behavior
of a phenomenon changes the behavior.

• Hawthorne Effects where the knowledge that tMy are part of
an experiment Increases the motivation and productivity of
those invol ved In the experiment

Fur ther , where investigations depend upon a sample of projects, the lack of
standardized Instrumentation destroys the comparability of measures taken
from the projects In that~

1
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• The same measures are not col lected.

• Measures are not defined in exactly the same way

• Measures are not acquired or deri ved in the same fashion .

• Probes are not inserted at the same points In the process.

• Projects are confi gured differently, inhibiting the collection
of comparable measures or the insertion of probes in comparable
poi nts .

1

The inability to collect valid data to predict software productivity and
quality may be a serious hinderance to the efforts now underway to improve
software productlvi ty.* Even where a methodological comparison shows some
advantage for a particular technique, huge interpersonal and quotidian
var iances cas t doubt on the results . For instance , in the SDC studies (110
factors , 169 projects) the best predictive regression had a standa rd
deviation greater than its mean. The confidence that one can place on such
results is low indeed.

In view of these considerations, the objecti ves of this investigation were to
(a) Investigate the sorts of software data collection problems encountered,

(b) derive an estimate of their seriousness, (c) suggest some therapeutic
measure to ameliorate their seriousness and (d) evaluate current software
data collection practices In light of these consIder3tlons. ddltlonally,
the question of the most efficient and effective way if man~g1ng the operations

of the data collection system was also examined.

I

*~~ftware takes a rapdily growing proportion of EDP costs , estimated at
80% Of costs by 1980. Progranining productivity has been Increasing very
slowly as compared to computing power, but just as serious as overall costs
Is the high risk nature of software projects whose slippage may cause even
more serious delay in high priority defense, space or conmiercial systems.

2

a



2. SO FTWARE DATA COLLECTION PROBLEMS

Although the literature tends to support the precis of the problems given in
Section 1 , no studies were found that directly attacked the evaluation of
the seriousness of the problems or of the efficacy of solutions to them.
The SDC Studi es , the PRC Studies and the Huntsville Repository (50] all deplore
the subjectivity of their data, much of which depends upon fallible human
recall , and call for more objectivity. These sources cite the uncertain nature
of developemental activities , the insubstantial nature of software and the
lack of understanding of the software development process as sources of
(apparently) poor estimates of developmental time and costs. Despite
considerable effort on the part of 000 agencies to establish standards for
software development, the lack of standard terminology , software development
models, measures and methods of mensuration is still deplored. Although the
lack of quantitative data may not entirely invalidate the Identification of
problems , It casts doubt on their degree of seriousness, makes predictions
tenuous , and renders research results subject to question . While further
research may eventual ly quantize these problems, the current lack of
knowledge limits the reconinendatlons that can be made concerning solutions
to them.

The review of the literature and our discussions wi th project and repository
managers revealed several general classes of problems related to:

Mensura tion Techni ques
Ins trumen tat ion effects
Reliability of measures
Resistance to management control
Costliness of data collection
Control system operations

3
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2.1 PROBLEMS OF MEASUREMENT

A basic problem for software data collection is determing how closely to moni-
tor the software development process to enable both project management and
methodological research to be done. If the information loop is closed, mensu-

ration invol ves not only determining what information to be gathered and the

weiaht to assign to it (mensuration) but the selection of sanvlinq points and
the insertion of probes into the process (Instrumentati on). This also involves
evaluation of the measures to determine what information they yield concerning
the present operati on and what implicati ons may be drawn in general and about
future Impacts (interpretation), and the determination of the proper responses
to take to correc t, improve or reinforce system behavior (reaction) Is then of
concern .

2.1.1 Mensuration

The number of measures that could be taken is potentially quite large . The
SDC Studies (1) eventually derived 152 indices and that list is far from

exhaustive . For instance , the study contained few measures of software

qual ity, a factor that Weinberg (4) has shown experimentally to have

profound effects upon progranner “productivity”. The selection of the proper

measures to take and the weights to be assigned to them is not necessarily an
easy decision . Very few of the indices used in the SOC Studies had predictive

value for the productivity criterion used-lines of code per man month.
Howeve r , suc h a cr iter ion may have little validity for some aspects of software
development, system analysis or user manual preparation, for instance .

V

For project management, measuremen ts are usually deri ved by:

a. Establishing a performance standard (a schedule, a budget,

or a product design)

b. Collecting reports of work progress, resource expenditures,

and system content

4
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c. Determining how actual performance varies from system
con ten t

d. Rating the seriousness of measured deviations

To establish standards and to interp ret the meaning of the measures , much
needs to be known about the characteristics of the project and its environ -

• ment and how these relate to the body of past experience and knowledge about
softwa re projects .

Al though the process for deriving measures seems clear and quite a lot is
known about software development , by and large we really don ’t know the
critical indices of quality and progress nor the weight or importance to
assign to them. The importance of quality is heavily infl uenced by project
objectives and envi ronmental characteristics often determi ne levels of
performance to expect so that the same importance cannot always be assigned to
a particular delay or deviation . Sometimes a measure is only meaningf ul in
context or must be derived by comparing a mass of detailed data against
a complex cri terion of excellence.

Many times software development measures are seemingly taken just because
they are available , not because a real need for the measure has been established.
At our present state of knowledge, this may not be surprising. Indeed , in a
research repository envi ronment where it may not be possible to anticipate
all the questions that mi ght be asked , it is difficul t to assess the relevance
of any measure or to know that all appropri ate measures have bee’i defi ned.

• The choice facing data collection ranges from all possible data wi th the risk
that much of It may never be used (and may be useless) or only that data per-
tinent to project objectives (including methodologi cal experimentation , of
course.) In consideration of the relative sparseness of software projects in
any given class and the overall duration of projects , I t  woul d seem that the
shotgun approach would be superior because years may elapse before an 
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would be available from the sharoshooter approach . There is a risk that with-
out adequate analysis and evaluation of research objectives even the shotoun
approach may not yield pertinent i nformation . Actuall y, the optima l approach
would seem to be to define the minimum subset of measures necessary to answer
ordinary Droductivitv and aualitv evaluati ons wi th the option to add specifi c
measures to answer unforeseen or unusual research questions.

2.1.2 Instrumentation

The selection of the points ir~ the developmental process at which to gather
information , the frequency with which to sample performance, the depth of
detail requi red , and the.means used to gather the information are the major
decisions to be made concerning instrumentation . Each delivery of a product
provides an opportunity to eva l uate the quality of the product and of the
process that produced it. Hence , if the process is to be monitored closely,
numerous intermediate mi l estones and products should be i dentifi ed . If
monitoring is lax , only a few or no intermediate products need be requi red.

Sampling frequency is usually accompanied by variations in the organi zational
depth and detail in which measures are taken. These factors determine the
granularity of the control that can be exercised. If products and progress
are measured only at long intervals , at the top level of management only, and
only general estimates are sought, the granulari ty of control is coarse. If
frequent progress reports , small increments of devel opment, individual worker
reports in great detail are sought , granulari ty may be fine .

There is a risk associated wi th coarseness and a cost associated with fineness
of control . Sampling progress too infrequently and too generally permits large
vari ances in schedule delays , cost overruns and inappropriate design to build
up without an opportunity to take corrective action . Taking such risks seem
justified only when the onus of the risk-cost rests upon the supplier and not
upon the procurer. If payment is not made until a satisfactory delivery has

I , 

6



been made, the procurer may lose nothing but time but may be denied the use
of a very important product. For large systems, this is most unsatisfactory
for both developer and procurer. The developer cannot normally afford to
inves t lar ge sums in sa l ar i es, facilities and equipment that will not be
reimbursed for years and the procurer cannot afford the risk of receiving an
unsatisfactory product. Pragmatically, of course, the procurer may not be able
to reject the product no matter how substandard it is - much software has
been accepted on just this basis. Cost-reimbursable, incremen ta l an d
frequently reviewed contracts reduce the cost risk to the supplier and the
risk of an unsatisfactory product to the procurer.

On the other hand , too frequent sampling is expensive . Preparing progress
reports and intermediate documentation and performing frequent reviews do
take time and money. If the procurer (or developer) insists that intermediate
products be approved before risking further investment, opportunities arise
for extensive delays . I~ the supplier proceeds wi th development prior to
approvals, he risks many manhours on a product that may be unsatisfactory.
(This “premature coding” befo re design review has also resulted in delivery
of shoddy merchandise.) In the military , the elaborate configuration manage-
ment practices (a la AFSCM 375-7) that have been developed to combat the
ills resulting from lack of control are often appl ied religiously regardless
of project size. In short, a better-safe-than-sorry attitude and much
opportunity to hide the costs of a massive control system wi thin the military
bureaucracy has also produced some very costly software of very little
better quality than under more lax supervision .

The literature is full of calls for greater management control of the develop-
mental process [8, 9, 10, 11 , 12, 13, 14, 15) , but the evidence in support
of the asser tion Is tenuous . Gerloff [16] . for Instance , after a study of
108 R&D contracts (mostly non-software) concl uded that the application of a
large vol ume and variety of management control techniques to R&D 
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could not be associated with decreased technical , schedule or budget difficul-
ties. In fact, projects wi th less control reported fewer failures and diffi-
cul ties* , but this may be an arti fact of measuring.

Al though the trade-off between fine and coarse granularity is obvious , the

shape of the function has not been established . Risk is a function of the
urgency of the need, the rigidity of schedul es and budgets in relation tc
the availability of manpower and facilities , the seriousness of meeting
performance criteria, and the degree of i nnovational uncertainty in the
project. Granulari ty of control shoul d be fitted to the risk , but only a
general es timate of the trade can be made. Thi s , too, is a prime area to be
addressed by repository studies.

The method of measurement is also a momentous problem for instrumentation.
Many if not most software development measures currently collected are highly
subjective. Many are not even observa tional , but matters of opinion . Design
reviews , for instance, seldom have precise review criteria established for
them and the personal bias and unique professional experience of the
reviewers often greatly infl uence the critiques . Observational and direct
recording techniques lead to finer granulari ty and greater vol ume. Automated
eval uation tools and Instrumented support tools produce an even greater
amount of data. These data are more objective than subjective estimates of
progress and the actuarial accounting for resource expenditures, but the
sheer volume may tend to confuse and overwhelm project monitor personnel .
Hence, some reduction of data by sampling, suninary or interpretation may be
necessary if the data are to be useful to human controllers. The volume of
data may al so be too large to save for research work unless processed. It
may be best to leave such fine granularity to data collected for specific
studies. The objectivity is to be highly prized, but perhaps It can be
preserved in a sunmiary form.

*An associate of the author who conducted a series of supervisory techniques
training experiments In the early ‘50 ’s remarked, Hihere Is very little that
a supervisor can do to spur production, but a hell of a lot of things he
can do to hinder it”. This may fit many of our managerial control •tte~~ts.

8
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2.1.3 Interpretation

Knowing what interpretation to place upon data is the key to both managerial
and research results. Al though the interpretations made are usually subjective
(and hence subject to a certain amount of bias and unreliabilit y), statistical
techniques have been used to determine the predicti ve value of some measures.
The SOC Studies , for instance , used multiple regression techniques to predict

• costs and progress, but not product quality . Elllngson [47) and Tucker [48]
did do so, however , with good success. Other attempts have not been so
successful . Sachman [6] found interprogramer variation so great that , wi th
a small sample of people, it overshadowed the conclusions that interactive
was superior to batch-oriented progranining. Similarly, Reinstedt [7] found
no rel iable personnel selection predictors of success as a programer.

Part of the difficulty with statistical predicti on may be that measurement
exists in a dynamic envi ronment. If a difficulty or variance arises, the
manager Ininediately takes action to correct the difficulty . If successful ,
there are no longer any deletorious effects to predict. Thi s colors any
attempt to make statistical predictions. In short, the unreliable nature
of the data, the difficul ty of performing experiments tc veri fy interpret-
ati ons, and the general low level of present knowledge hi nder accurate
interpretation of the implications of the data that are collected.

2.1.4 Reaction

For management, reactions close the l oop In the process control system; for
research, they are the means to Improve the developmental process . Just as
the proper interpretations to place upon collected data are obscure , so are
the proper reactions . Much of the research that may be done wi th the
Repository rests with establishing the implications of measures for produc-
tivity and product quality and determining the effects of various reactions
to these.

9
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2.2 INSTRUMENTATION EFFECTS

The very act of instrumenting a process can infl uence the behavior of the

process observed , thus destroying the comparability of the project to other
such projects. These effects are generally classed as ‘Heisenberg Effects’

and the subset of these known as ‘Hawthorne Effects

2.2.1 Heisenberg Effects

In general , Heisenberg Effects are any changes introduced Into a phenomenon
by the act of measuring or observing that phenonmenon. Inserting probes
i nto a process may cause time delays in the process while the measure Is
obtained. It may disturb or distract the processor, causing it to make
errors or otherwise malfunction . It may change the behavior of the processor
or of the phenomenon observed in some way.

Development personnel frequently complain about the amount of time to complete
project report fo rms and write progress reports. (It should be noted that
they also actively resist attempts to make such data gathering more automatic--
time punch cards , for instance. ) Even pl ac ing probes In progranining tools
and operating systems to record data introduces some time delay . To the
degree that these activities cause signifi cant delays in development or in
computer turnaround on jobs, project performance is degraded. It shoul d
be noted that significant amounts of project time can be devoted to preparing
for major project audits - preparing presentations, making audio—visuals ,
dry running presentations , and con feren ci ng .

Equally disturbing may be the distraction effects of having to stop concentrated
technical activity to write progress reports and prepare briefings . Even a
mi nor interruption may cause one to lose the train of thought and it may be
difficul t to pick up the threads again after any considerable interruption.
On the other hand , too much emphasis could easily be placed on minor inter-
ruptions. There are many such interruptions during the normal working day,
both social and technical , that do not interfere with the job. No experimental

10



evidence in the data processing field exists concerning the Impact of
intervening activities , but psychological learning experiments show that
m ediate recall of information is affected by Intervening activities . (As
a graduate student , the author participated in an experiment on learn ing
lists of nonsense syllables . A rest period wi th some socializing interferred
least; an entirely different acti vity (solving a mechani cal puzzle) was
intermediate; and a very similar activity (learning another list) Interfered
most.) The length of the intervening period of activity is undoubtedly
important since fine detail Is rapidly forgotten with time. Hence, a report
(like a cost log) that takes only a few minutes to prepare has little
impact . A written progress report that may take an hour or so to prepare has
a noticeable effect and a report or briefing that takes a day or more to
prepare may be quite damaging.

There is also the emotional impacts of the tasks. Technical personnel dislike
making administrative reports and view them as non-productive. Others find
wri tten composition s difficul t and distasteful . If active resistance to
writing progress reports does not develop , considerable frustration , i rrita-
tion and emotional turmoil may. The emotional upset may have as much or more
impact than the Intervening activity and the temporal i nterval.

Even though the technical person may not actively participate in the data
gathering activity , the fact that his performance is being closely observed
may change his behavior. He may proceed more cauti ously and meticulously
then he otherwise mi ght. Al so, he mi ght resent being observed so closely and
try to evade such scrutiny. Or, close scrutiny might make him nervous and

• , 
cause more errors to be made. Other injpacts of observation are discussed in
the next section.

11



2.2.2 Hawtho ,ne Effects

Briefly, Hawthorne Effects are the extra motivational effects created by the
performer knowing that he is participating in an experiment or that his work is
receivi ng special attention . The extra motivation causes the person to work
harder, pay more attention , and be more interested in his work. These effect
were first noted in a series of experiments of working condition s in the
Hawthorne Works of General Electric between 1927 and 1932. In these
experiments , almost any change (or none at all except the observational act)
resulted in an improvement in performance. The same sort of phenomenon has
been often noted by time and motion study men in taking work samples to
establish standards. Almost invariably, unless the employee deliberately
stalls , performance during the criterion trials is better than the average
performance of the workman on an ongoing basis. These early studies led to
a large vol ume of motivational research wi th the general conclusion that almost
anything that causes the employee to feel that his job and he are important
will result in improved performance.

The possibility of Hawthorne Effects inmiediately calls into questions any ex-

oeriment in which experimental results are compared to “industry norms .” Such
is the impact of motivation on producti vi ty that any methodology can be shown
to be better than the norm just by telling the performer he Is in an experi-

ment and by gathering data on his performance.

2.3 UNRELIABILITY OF MEASURES

Reliable measures - measures that mean the same thing every time they are
taken and that accurately refl ect the attri bute that they purport to measure -

are necessary for valid comparisons of projects or methodologies. Among the
many factors that contribute to the unreliability of measures are the lack of
standardizat ion and the Intangibility of the software development product and
software development measures.
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2.3.1 Standardization

In part, the lack of standardization in data processing is one of terminology -

the same term is used to mean several things , the same thing is referenced
by di fferent names. Standardization ’s other aspect is real - standard
measures do not exist for some important concepts and the software development
process measured is not configured or performed In the same way.

The l evel of standardization vari es considerably over all aspects of data
processing. The EDP Analyzer for August, 1975 [23) delineated “The Benefits
of Standard Practice” as requiring standards for:

• Documentation (Specifications , Descriptions , Manuals)

• Project Management (Project Structure, Project Planning
and Control , Progress Reporting, etc .)

• Data Standards and Standard Data Definition s

• Progranining Standards (Design , Coding, Testing)

• Integrity Standards (Restart, Recovery, Backup,
Control , Security )

• Hardware Standards

• Manual Procedures Design

• System Software Standards

• Turnover Standards

• Computer Operations Standards

• Change Implementation Standards

13
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For most military systems , to this list should be added :

• System Analysis Standards

• Confi guration Management Standards

Obviously, having some standards is not Important for all projects - I.e.,
integrity standards might be easily foregone for a one-shot program and
turnover standards may not be important for research projects except Insofar
as applied to the final research report. Equally obvious are the benefits
of standardization for data collection and analysis. For data to be
comparab le, a named measure must mean the same each t ime it is collected .
As evidenced in the recent symposium on software reliability [24] where several
definitions of “reliability ” were gi ven , people do not always mean the same
thing by a partIcular term. Al though standard terminology may be employed,
measures taken at different times and under di fferent conditi ons may be
infl uenced by the va rying factors and be equally non-comparable.

In one of the SDC Studies , Weinwurm and Zagorski (1, TM-2712] deplore the lack
of data standardization , characterizing software systems as intangible , unique
one-of-kind , custom-made products produced without product or work standards.
They cite little agreement on concepts and terminology and poor definition
of measures and system attributes and an insufficient understanding of the
developmental process as factors in the unreliability of their analytic
results. From another viewpoint , they point out that much of their data was
gathered for legal cost accounting purposes rather than for research and
analysis. Unless the research goals are explicitly stated wi th the data
that will be taken as evidence of proof or disproof of a hypothesis,
ambiguIties are likely to remain.
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Similar coments on standardization are made in the IBM Structured Prooraming
Methodology Report [25). The report cites the difficulties encountered in
rneasurments of the 152 variables in the SDC studies and advances definitions
of project phases , reporting levels , repository functions , and data classes
and types. The definitions advanced are In accord with current data processing
concepts but are not as formal as might be desired .

In 1970, Weinwurm again suninarized the situation in software development data
collection [26], calling it “transparently superficial ” . There is little
hard data ; most evaluations rest on qualitative and subjective considerations.
It is difficult to establish standards in the face of rapid technological
obsolescence of the measures that do exist , but performance (productivity )
measures are needed to establish basel ines for cost estimation and assess-
ments of project performance. Schlight [27) at an AFSCF workshop in Aeronau-
tical Systems Software makes a strong argument for a coninon vocabulary for
systems work in overcoming interdisciplinary differences. The systems
en gi neer , the system analyst , the prograniner, the quality assurance staff,
the project manager and the customer are each experts in his own portion of
the system development activity but interfaces fail because of the lack of
a conuilon vocabulary . Comon measures are only part of this vocabulary , but
misunderstandings exist even on that level . At the same Workshop, Wol verton [28]
set some goals for standards , ranging from establishing software as a real-
world entity through giving It proper visibility to setting standards for the
expression of algorithms . Standards may also establish the adequacy of user!
buyer requi rements definition and a proper balance of costs vs perfo rmance
vs availability in softwa re development .

In a somewhat different vein, the Janaury 1975 Issue of the EDP Performance
RevIew [29] was devoted to standard metrices for software performance. The
metrices advocated cover the efficiency, effectiveness, reliabi lIty and
throughput of a system. The benefits to be realized are improved conununica-
tion among users and developers, better guidelines for new personnel ,
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reduction of duplicate effort, more complete and consistent cost accounting,

and more consistency of system outputs . To these we may add data adequate
for comparative studies.

There has recently been several strong moves to improve the standardization of

program code, notably the structured programing call for using only three

control structures (concatenation , repetition , selection) (Hansen [30]) and

for using good programing styl e [31, 32] to increase the readability and

ease of understanding.

There are really two aspects to standards : establishing them and enforcing
them. Mathis and Willmorth [33) consider at length some of the impacts of
permitting exceptions to documentation standards or not enforcing them. Their

conclusions seem to be that ‘standards ’ are normally minimal levels of
acceptable practice necessary to adequate performance. Documentation variance
and deficient review procedures and criteria are usually indicators that
information is not available and that confusion, production delays and errors
will result while the information is generated. ActIng upon inadequate and
missing information leads to many erroneous desi gn decisions , operating
inefficiencies and expensive error correction and retrofitting.

2.3.2 Subjectivity

Although all of those who depl ore the lack of standard measures cite the

subjectivity of measures , the intangibility of the product and the process,

and the lack of understanding, it would appear that much of the subjectivity
results from the failure to utilize the information that we do have or to

generate the information that Is required. Fred Brooks [5] speaking about

schedul e estimating techniques says (a) our techniques for estimating

schedul es are poorly developed, being tacitly based on the assumption that
all wi ll go wel l and (b) since estimates are uncertain, software managers

are loath to defend them. These factors pl us the pressure management and
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the client exert toward keeping costs down , very often result in grossly under-

estimated schedules. Brooks further feels that management often assumes
a linear trade-off between time and manpower - that is , that estimating
techniques confuse effort with progress. Schedul e progress is poorly
monitored and software development has been traditionally reluctant to adopt
practices that are standard in other disciplines for doing so. That
developers are most persistently optimistic in schedule estimates is shown
by a study that Brooks reports. Schedule estimates were made at two week
intervals throughout a project. In general , no estimates of schedule duration
were changed before the activity started. During the activity over-estimates
were steadily shortened, but underestimates did not change unti l the missed
completion date was eminent. In part, Brooks feels that this is because no
one likes to be a bearer of bad news . Although perhaps less lethally than
in the good old days, heads can still roll if the chieftain is displeased .
Even if not fearful of the reaction , many people are reluctant to cause pain.
Even when the chance of failure is evident, people continue to hope for the
best, -expecting a miracle to save them. Others just “gri n and bear it”
rather than baring their troubles to others or actively seeking alternatives .

Contributing to these psychological problems is a lack of understanding of the
process and of the product under development. Development has always been
high risk endeavor but software systems (and other high technology develop-
ments) are often treated as if no uncertainties are left unresolved. Fami l-
iarity wi th the appl ication area, familiari ty with the customer, and familiar-
ity wi th the solution algorithms greatly enchances the changes of successful
development. Defini te learnlnq curves have been demonstrated in producinq
and cost estimating, for instance , as Schwartz [34] shows for successive
versions of compilers and Wolverton [35] in producing the second version of a
system.
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A commo n failing in cost estimation is giving inadequate attention to support
activities. On military contracts , documentation is normally more voluminous
thar, on less controlled contracts and its cost is often underestimated .
Decision delays in reviews and the revision s to documents that follow may
not be accurately estimated. Hartwi ck [36] cites support tools, require-
ments compilation and validation and veri fication as areas often given
inadequate consideration . He also accuses developers of inadequate analysis
of the job to enabl e ful l understanding. Techniques do exist to break a
development task into all its component elements and even to perform sample
design , coding and simulation to gain greater understanding. Such analytic
activity does take time and effort, but may not be as costly as making a
number of poor projections. Expert consultation (people who are familiar wi th
the application , the customer or programing techniques) con help.

A number of these consideration s, s ummari zed in Table 1, were presented by
Ke f der [37] in an article on “Why Projects Fall” . A somewhat different list
is presented by Mathis and Willmorth [33] in Table 2.

Thus , much of the subjectivity and unreliabi lity of estimates of cost, schedule
and product characteristics are alleged due to mismanagement rather than
inherent intangibility or lack of knowledge. Joseph [38] agrees on the
actions to take - building up a statistical base of project details and time
spent, using previous similar projects for comparison and special pricing of
differences , and estimating crucial factors - but warns managers to avoid
“sludge ” factors - adding time to cover antIcIpated slippages . Activities
will soon expand to take Up all the allowed time .

Of all the tools in the system development box, the one that seeks to take
advantage or compensate for the subjectivity of estimates is PERT (network
scheduling). There , three estimates of activity duration are made and
weighted In computing an average duration . Various l evels of probability

of completing early or late can be computed assuming the estimates reflect
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Table 1. Factors in Project Failure
Source: S.P. Keider, Why Projects Fail ,

Datamation, Dec. 1974

A. Pre-Injtiation Period
1. No standards for estimating project length
2. Estimates not made by the project leader or other persons responsible

for performing to the estimates
3. Project inadequately defined
4. The short lead times allowed for estimations result in corres-

ponding inaccuracies
5. Personnel availabilities for the project were unknown
6. Staff desires regarding the project were unknown

B. Initiation Period
1. Littl e or inadequate documentation available on interfacing

systems or the existing system
2. Project leader responsibilities undefi ned
3. Paper flow poorly defined (Decision mechanisms - responsibilities ,

acceptance criteria , system objectives - ill defined.)
4. Inadequate knowledge of design ‘tools ’
5. Project definition vague , mis leadi ng or erroneous
6. Changes in requirements not reflected in changed estimates
7. Inadequate or no time spent in planning
8. Problem avoidance techniques not understood or considered
9. Resource requirements (acquisitions by number and type)

not scheduled
10. Program team activities not clearly presented to user/customer
11 . Project leader not told what constitutes project completion

C. Duration of Project
1. Project information not posted or reported
2. Project reviews and audits trivial
3. Personnel changes made without cons idering (or reflecting ) the

effects on schedul ing
4. Adherence to (and enforcement of) standards and specifi cations lax
5. Unanticipated resource requirements (e.g., for data entry, computer

test runs , or design reviews ) arise
6. No use of previous project experiences , tools or work

simpl i fication methods
7. Project lacked a manager for all or part of the time
8. A project log or file not kept
9. No project audit trail maintained
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Table 1. Factors In Project Failure (cont’d)

C. 10. No project milestones set
11. Staff members considered equally expert in all functions , i.e., no

attempt to take advantage of special knowledge or skills of
individual task members.

12. Company philosophy demands the “maximum utilization of personnel”
i.e., organization of work was not project-oriented .

o. Termination of Project
1. Project history and statistics not determined or updated
2. Quality control measures not used
3. Knowledge gained ~ot saved or transferabl e4. Personnel are not evaluated
5. Project not formally turned over or terminated
6. Reconunendations for enhancement not documented

E. Post-Termination
1. User satisfaction not determined
2. No evaluation of results vis a vis objectives
3. Integrity of data not maintained
4. Areas of relative freedom from problems not evaluated
5. Quantification of changes to requirements not done
6. Usefulness of information not evaluated .
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Tabl e 2. Causes of Schedul e Slippage , Excess i ve Cos ts ,
and Substandard Products on Software Deve lopment
Projects.

Cause - Symptom

Failure to manage • Vague (or no) management plan
• Vague (or ineffectual ) organization
• Poor communications
• Difficul ty in getting decisions made

Failure to understand the problem • Vague statement of requirements
* • Vague statement of operational

environment
• Vague quality assurance provisions
• Inadequate assessment of risk

Failure to acquire needed • Insufficient personnel
capabiltties on time • Insufficient computing capacity

• Insufficient program production tools
Failure to provide adequate • Responsibilities and authorities
communication not clearly established

• Project contact points not established
at a working level

• Project procedures not established
• Libraries not established

Failure to mai ntain project ability • Management turnover
• Key and technical personnel turnover
• High frequency of design change
• Rapid changes to work assignments

Failure to provide adequate • Programing standards and
quality assurance program conventions

• System and software acceptance
sp~cifications

• Precise performance requirements
• • Independent integration and test

programs
• Review criteria
• Published test plans , procedures,

and results
• Change control procedures and rapid

response to reported discrepancies

SOURCE: Mathis and W lllmorth , Software Mi lestone Measurement Study
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the actual situation. That these estimates are inaccurate was shown by

King and Wilson [39). They found that schedul es tended to underestimate

actual performance by about 30% before the activity began and by ~l%

during the activity . They give a formula for adjusting estimates upward
(roughly by adding a standard error of estimate to the duration ) to compensate
for the tendency, but give no evidence to indicate persons met the adjusted
schedules any better than the estimated ones.

Corrigan [41) aptly covers many of the factors leading to unreliable and
distorted information . First , most information arriving at a project manage-
ment office has been processed through a cascade of time delays from the
individual programmer through several layers of management until the infor-
mation is no longer timely or current. In the process, the information is
also fi ltered and distorted . In averaging and summing and summarizing, it
is distorted toward the norm and toward the optimistic. The impact of learning
that the reported information is distorted is deletorious - it demoralizes
the individual reporter and discourages him from making accurate reports and
elicits angry and punitive reactions (often exaggerated) from the project
monitor. Second, there is a lack of feedback from reporting either in terms
of evaluati ons of project performance or evaluations of the excellence and
accuracy of reporting. The project monitor does face a dilema here in
that it is very difficul t to punish a project for poor performance and at
the same time reward it for good repcrting . That is , the reward for quickly
reporting poor performance is quick retribution , not praise for telling the

truth, which tends to discourage accurate and timely reporting .
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2.4 RESISTANCE

Organizational resistance to the imposition of management controls and the
collection of performance data is an almost universal managerial phenomenon.
Among the various studies of the phenomena is one by Thambain and Wilemon [40]
in which they polled projects and obtained management ratings of conflict
conconinitants. The top seven i tems in the survey - those endorsed by more
than 50% of the participants and receiving high ratings by managers are
shown in Table 3. It would appear that resistance to data collection efforts
is more likely to devel op when any ambiguity in any aspect of a project
ex i sts - in goals , responsibilities , authori ty, or i nterrelationships - or
when a threat is seen to exist (especially when the power structure is weak
or ambiguous and non-compl i ance may go unpunished ) While the investigators
were looking at more than the honesty of reporting, any conflict situation
where misunderstanding or disagreement exists on the part of those managed
is likely to lead to less than complete cooperation in data collection efforts.

The personal feelings of project participants that may lead them to resist
data collection efforts seem to be:

a. A reluctance to be a bearer of bad new

b. That one ’s pri vacy is being invaded

c. Antagoni sm to a perce i ved threat

d. A reluctance to change one ’s normal mode of conduct

e. That the effort demanded is excessive (too costly, too
interfering, too effortful for the perceived benefi ts)
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Table 3. Conflict Factors in Management Control
SOURCE : Thambian Diagnosing Conflict Determinants

in Project Management, IEEE Trans Eng. Mgt.

PROPOSITION : Conflict is more likely to develop between project management
and project membership when:

PCT PROJ
POLL MGMT
MGMT RATG*
98 4.8 1. The less the specifi c objectives of the project are

understood by the project team.
95 4.5 2. The more the members of a functional area perceive that

the implementation of a project system will adversely
affect their traditional roles and responsibilities.

90 4.5 3. The greater the ambiguity of roles among the
participants of a project team.

80 4.2 4. The less the agreement on top management goals.
75 3.8 5. The lower the project manager ’s formal authority over

supporting organizational units .
70 3.5 6. The lower the project manager’s power to reward or

punish supporting organizational units and personnel .
50 3.1 7. The greater the dive rsity of disçjplinary expertise

among the participants of a project team.

H
*A rating of 3 was the indifference point on a six point agree - disagree scale.
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2.4.1 Bearers of Bad News

The reluctance to give pain whether from compassion or fear of retaliati on was
discussed above. The reporter may defer revelation or play down a difficulty
both through optimi sm - a belief that the difficulty will be overcome before
it really adversely affects project performance - and through reluctance to
lose stature In the eyes of a valued or feared person and a hope that one can
recover from the situation before the degradation is necessary. Of course,
once the revelation is inescapabl e or the difficul ty uncovered through other
sou rces , the impact of the situation is made much worse by the attempts to
coverup .

2.4.2 Invasions of Pri vacy

Many developmental and managerial matters are viewed as only of internal
concern by corporations and indi viduals alike . That is , it is believed that
management control systems shoul d be functionally “bl ack box” systems.
Monitors of projects shoul d be aware only of the stimul i (inputs), the con trol
rules and the responses (outputs) of the software development system and not
concern themselves wi th what goes on inside the box in terms of understanding
the precise function i ng of the process. Besides a general none-of-your-

bus iness” attitude , some justifi cation for this feeling may exist for

corporations in preventing the disclosure of “proprietary” techn~ques an d
information that are thought to give a competitative advantage over other
companies and for individuals in preserving the mystique of the art or pro-

fession. That is, special techniques and knowledge are what the corporation

or individual has to sell and giving them away represents a very positive

debit to the revealer.
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2.4.3 Threat Reactions

Management control systems often enforce performance standards by the imposition

of penalities , the granting of rewards , and/or the threat or promise thereof.
The reaction may be positive - conformance and increased effort - or negative.
Negative reactions that lead to unreliability in the collected data i ncl ude
defiance of the restrictions, and attempts to evade punishment by coverup,

falsification , withholding information , sabotage and other counter-aunressive
behavior. Wol verton [28] cites reluctance to supply software reliability

measurement data due to participants ’ regarding such data as measures of their
proficiency and ability . He also reports that it is unpopular to contract

fbr “failure - analysis ” both because it seems to be a self-fulfilling prophecy
and because it is a tacit admission of fallibilit y .

McGregor [42] discusses management control systems at some length . Among the
problems he cites are:

• Widespread antagonism to the controls and those who administer
them

• Successful resistance or non-compl i ance by many employees
at all level s up to the top

• Unreliable performance information because of employee
antagoni sm and res istance to admini strati ve controls

• The need for close surveillance of employees dilutes delegation
of authority, cuts into managerial time and impedes the
development of workers

• High administrative costs accompany stringent controls
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McGregor questions many instances of the imposition of standards in that the
appa rent goals are too high , that perfection is demanded , that there be no
errors, no turnover and no time off. What is a reasonable goal? If expect-
ations are too high , attaining the goal is not regarded as possible and the
standa rd will not be practiced or enforced. However , much of the resistance
is based on the perception of the standard and not on an objective evaluation .

One difficulty in this situation is that the rewards for compliance are long
term and uncertain whereas the punishment for non-compliance is i mmediate and
puniti ve. Hence , the individual ’s chief goal is to escape punishment , not
to do a good job. In keeping with the rule , “Non-compliance tends to appear
in the presence of a perceived threat”, the resulting behavior is defensive ,
protective , resistive and aggressive . The individual tends to perceive
“accountabi lity ” as “find out who goofed” , not as an attemptto sol ve problems .

The actions taken to demands to change or for more information range from
failure to respond to attempts to “beat the system ’ to active dishonesty .
The simple failure to comply or respond is evidence by those who “forget”
or repress the memory of the request and those who ignore the request, delay
response or respond grudgingly. Often, in the case of a preceived threat,
human ingenuity is exerci sed to defeat the purpose of the control system. If
the system can be shown to be excessively costly or distracting or misleading
It can be disposed of wi thout retaliation . Further, threat becomes a justi-
fication and rationalization for dishonest behavior. This is reinforced by
an active temptatIon to cheat since there are rewards for successful lies .
In short, McGregor conclu des that conventional management control systems
have a strong tendency to generate and accentuate the very behavior they
seek to prevent: non-compliance.
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The therapy that he suggests for this condition is one that project-oriented
organizations are alleged to foster: all-out commi tment to project goals.
If individuals are committed to goals , if they have a sense of mission , they
will stand against great depri vation , work long hours in uncomfortable
condition s and make many personal sacrifi ces for the job. However, if
management implies it does not trust the individual or uses threates to
elicit desired response, if it dri ves instead of leads , loss of mission-
orientation and resistant behavior quickly results (It should be noted , howeve r,
that sometimes projects develop the team spiri t to the point where they are
bent on succeeding despite the oppressive behavior of management - a
situation with both good and bad results.’~

McGregor ’s strategy for incl uding commitment is to have an open presentation
and discussion of management’s view of the requirements for successful
completion of the project, including the “restraining forces” . There should
be an analytic presentation of the required performance, including any
changes to standard or normal or past procedures . There shoul d be a clear
analysis of the contributions made by individuals and subunits and of the
importance of these contributions toward projects goals. The participation
of indi viduals and subunits in setting goals and standards must be encouraged
and suggestions heeded. It will be noted that usually the project will set
higher goals and be a severer criti c than management would care to do. Wi thout
this commitment, there Is little likelihood that reliable data can be acqui red;
with it , the project is proud to present achievements and actively looks for
problems to solve rather than avoiding them.

Fleck and Hodge [43] in discussing user resistance to automation also cite
overt opposit ion, loss of morale, withholding of information , reporting of
inaccurate or partial information and actively destructive, obstructive and
discreditive behavior. They, too, stress openess In installing procedures ,
including the communication of reasons, the soliciting of active participation,
and thorough training and Indoctrination of persons in the new procedures.
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Ryle (44] points out that technical people have been so resistant to the
Imposition of configuration management rul es that confi guration management
becomes , by defaul t, the responsibility of accountants and administrative
personnel . Unless configuration management can be presented or applied as
a technical activity - i.e., as part of the specification and implementation
process - it will fail.

2.5 COST FACTORS

Almost every attempt to install more exacting system life cycle measurement
procedures is met with the argument that it will cost too much . This allega-
tion may be true in part, but it could also be a resistance ploy by the indi-
viduals and companies invol ved . At SDC , formal cost coll ection and project

reporting is normally estimated at 3% of project costs, a figure that agrees
very closely wi th those reported by Wolverton [28) for “Program Control.”
On the other hand , these formal estimates may ignore many info rmal costs and
time lost on a working level . They certainly do not contain the collecting
of detailed error and producti vi ty statistics . For the 427M contract actual
charges from the program data office for Program Control (schedules and
budget reports ) was 1 .02%, for Confi guration Management (change processing)
was .56% and for Quality Assurance (review and dIscrepancy processing) was
.90% of total costs. Together they approximate the 3% estimate, but hidden
costs could double this amount.

An evaluation of a number of life cycle models for estimating developmental
costs (and other statistics) was made by Wal ker’ (45]. Al though there were
a nianber of reasonably realistic simulation models available, the models
were seldom if ever used. The main reasons given for not doing so were the
lack of val id data and the costs of collecting and maintaining the data base
for performing the life cycle analyses. Tied to this is the fact that it
takes a long, drawn-out effort to collect the data an effort that seems not
justified in the face of the questionable conclusions of the simulation
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models. In support of this conclusion , Walker cites as an example an attempt
by a military service (unspecifed) that tried to establish such a data base
and use the life cycle models to predict costs and performance character-
istics . The effort was abandoned due to the hi gh cost of maintenance ,
unmanageable input , and lack of application . Al though the effort was deemed
not economically practical and of limited benefit, it should be noted that
system costs and especially software costs have been greatly accelerated
since this study was made. Interest is at a much higher level and the
potential benefits may be much greater. Data base and data collection
technology has also advanced considerably since the 1960’s so that collection
and maintenance of the data base ought to be technically and economically
eas ier to manage.

The major factors of cost in software data collection are:

• Data granularity

• Data automation

• Production goals

• Indirect costs

2.5.1 Granularity

Increasing the number and variety of measures taken or Increasing the
sampling frequency of data ccilection will increase costs. It is also likely
to Improve the accuracy and rel iability of the data and may extend mensuration
to cover previously unmeasured attributes . Both of these could be valuable
in improving the effecti veness of management control and providing increased
insight into the software development process. Finer data may be a prerequi-
site to making valid comparisons of programming methodology.
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From other discussion s it would appear that current measurement practi ces are
deficient in both the early, requirements analysis and operational system de-
sign and the late, operation and maintenance phases of software system devel-
opment. Discrepancy and modificatin histori es are fai rly easily obtai ned
during the maintenance phase, but normally are collected for only a smal l pro-
portion of the possible systems. Problems arise frequently in early develop-
ment phases but are normally treated as part of the system analysis task and
seldom recorded either as discrepancies or modi fications . Requirements speci-
fication was rated by the Government/Industry Software Workshop [46] as per-
haps the most important document in the software life cycle and one that is
most often thought to be unsatisfactory . Wi thout these specifications accu-
rate costi ng and adequate designing cannot be done nor can testable cri teria
for the software be established . These views are in accord wi th those ex-
pressed by SDC in its standard software development procedures -- which also
states that the software development plan (almost pure software development
data) is perhaps the second most important document produced for the system.

The data that is most accessible tends to be the data that is collected and
these are data from the program implementation and test phases. For instance ,
program module size or subsystem size is much easier to measure than the
size of an operational function . Since lines of code produced Is an easily
measured parameter , it tends to get used as the sole measure of productivi ty.
Errors detected during integration and test are much more publi c than those
encountered during design and coding and tend to be reported more often .

In some Instances , more detailed data seems desirable for research than for
management control . In error processing, about all management wants to know
is that ~n alleged error was discovered and diagnosed and was corrected.
Research wants to class ify the errors , perhaps into dozens of categories,
and to determine when the error was introduced, what diagnosti c techniques
were used for detecting and evaluating it, how was It correc ted, and how much
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the whole process cost. On tne other hand , research tends to look at large

chunks of the project in determining the costs and elapsed time of project

phases whereas management needs an almost day to day and hour to hour fix on

these. Much more faithful attention would be given to the data collection

tasks if they were separately funded , even though a relatively small proportion

of added costs would accrue if additional data collection requirements were

levied .

Even though research does not need fine schedule and cost data , more accurate

estimates and expenditures can be obtained if the project is decomposed into

relatively small tasks and products. Hence, even if the data are summed over
a phase for storage In the data base, it would be expedient to col lect them
in a much finer granularity at the working level .

2.5.2 Data Automation

There are several aspects of data automation that could affect software data

collection costs. Among these are:

• Development of evaluati on tools to provide very fine data on
program statistics .

• Instrumentation of desi gn and programming tools to record
run resul ts and product characteristics

• Development of project monitors and standardized local data
bases from which data for central storage could be extracted

• lnstallatlon of a distri buted data entry system for rapid

reporting
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Each of these steps could result in lowered costs for collecting software
data of fine granularity . Each also represents a major investment to develop ,
install and maintain the feature. In the past, compilers and operating
system have been instrumented both in terms of their own operati ons and the
programs they operate on. Such instrumentation delivers large vol umes of
information , most of which is never inspected . Caution is needed in gathering
such fine detail to determine what is needed rather than what is available.
Data useful to the individual programmer in evaluating his run may not be
pertinent to productivity and reliability research and summary or fi l tered
information might be more useful . IMPACT , for instance , accumulates run
time and run results by module and operation , but detail files may be opti-
mally saved .

Similarly for evaluation tools. A program flow analyzer can turn out a
great deal of information about the composition and operation of a module and
test runs . A code aud i tor can evaluate program source text for conformance to
programming standards. A code verifier can list many errors. This is valuable
information for the individual programmer, programing monitor , and test per-
son to have although too detailed for a central repository .

Project monitor systems like SIMON and IMPACT develop a local data base for
project management (with secondary objectives of acquiring productivity and

reliability data for a particular project.) From these loca l data bases,
reports may be generated -- i.e., the local store is sampled periodically.
The amount of data to handle depends upon project size and sampling frequency.
Each sample may be qui te large unless only recent changes or restricted
subsets of the Information are reported. The development of a project monitor
system represents quite an investment for a project unless a standard system
i s ava il able and Is adopted.

‘I
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Installation of a distri buted data entry system so that data may be del i vered
to the repository directly rather than via hardcopy or transportable storage
media also represents a considerable expenditure both for development and for
operation . It does ensure direct, at-the-point-of-occurrence data and
immediate acquisition . It is timely enough to serve for management control
purposes (but again use mi ght be inhibited by privacy issues.)

The difficul ty one service experienced with data acquisitio n was noted in

Section 2.5. One of the reasons that data collection proved intractable

may have been a lack of standardization in the data items collected and the
form in which it was submi tted. Data automation has two potential solution s
to offer: (a) the adoption of standard tools and report forms or (b)
recognition and extraction of pertinent data from differently structured tool s
and reports. The first solution is undoubtedly most easily implemented
technically and most economically feasible, but it may be difficult to persuade
all contractors to adopt the tools and to implement the tools on all pertinent
machines. The second approach is more versatile, but is accordingly more
difficul t and less economical to implement and operate.

Project size may be a signifi cant factor in selecting manual or automated data
collection procedures. To provide a full set of automated tools to a small
project where the tools have to be fitted to a new computer might cost more

than the project itself. However, an input terminal and dial-up transmission
service mi ght readily be cost effective for interaction with a regional
system monitor system or the central repository.
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2.5.3 System Production Goals

Any software producti on goals or system requi rements’ that call for more than
normal software characteristics such as high quality , invulne.-ability or
security , or increased life expectancy will increase both software costs and
the costs of ensuring that the goals have been met. Quality assurance
procedures will be instituted to monitor the special features more closely
and new data types and an decreased granularity both in time and in detail
may be called for. In this instance , however , the data acquisition efforts
are not likely to meet great resistance and the additional costs will pro-
bably be bourne by the appl ication contract. Such special system objectives
are likely to increase in importance in the future and may provide increased
emphasis for project monitoring capabilities . Such devel opments could be
enhanced by data collection system activities .

One cost factor that mi ght be looked at results from Repository reactions to
special types of data resulting from monitoring for special production goals
and the cost of changes to standard data col lection formats and procedures .
Each time some new facet of the software development process Is closely
inspected , some new data types may resul t. Procedures for storing these and
for retrieving them must be available in the data base management system, but
if the system is suitably general , additional costs may be minimal .

2.5.4 Indi rect Cos ts ..

Increasing the Instrumentation of the software development process has
secondary costs in delayed schedules , employee irritation and distraction of
attention from technical matters . One of the chief advantages of data
automation is the mInimizatIon of such Impacts and the shift of data frdm the
personal to the abstract. Not all data col lection can be made objective
and automatically or semi-automatically -collectable. Filing progress reports
and justifications for changes and slippages do intrude On technical activi ty .
Some contracts require monthly, quarterly, and semi-annual reports (all



somewhat different) and may necessitate a fair expenditure of time . This
time is usually absorbed by time scheduled for technical activities and even

if not, may add a day or more of null activity to ongoing tasks . Employees
are i rritated by the “extra” work and evince resistance behavior and even

turnover and lowered morale in severe cases. Interrupting a technical task
in the middle to turn to another, perhaps distasteful task , is distracting
and some time may be lost in reestablishing a line of thought , getting
reinvol ved and recalling what was done before.

Little or no hard data exists to substantiate these assertions. The informa-
tion is experlencial and subjective and may even be more apparent than real ,
but so long as the workers believe these allegations to be true, some impact
on the work will result. To minimize these costs, data collection needs to
be as objective and as automatic as possible and demand little real thought or
effort on the part of the worker.

2.6 SYSTEMIC PROBLEMS

There are some problems for a software data collection system inherent in the
normal behavior of systems. These include delayed responses, fil tering
effects, averaging and summation , forecasting efficiency and stability . These
effects have been mentioned in rel ation to prior subjects, but need some
consideration as factors in the efficiency of the data collection systems.

2.6.1 Delayed Responses

Time delays arise in every stage of the activities of information-feedback
systems - delays in decisions , transmi ss ion, processing, reporting, and
reacting. These delays can result in inappropriate responses , oscillating
(hunting) behavior, and other anomalies . In many manual reporting systems the
reporting period (sampling rate) is monthly, so that some events are nearly a
month old by the time they are reported (and some information is distorted by
being summed or averaged over the month.) Further, it is likely to take a
few days to prepare reports and if there are several levels of reporting,
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some delay while information is Integrated and fil tered up and down the report-
Ing hierarchy . Quite often it takes several days for the reports to be digested
and a management decision to be made. By that time the data on which the deci-
sion is based may be upwards of two months out of date, the situation may have
improved greatly or deteriorated out of sight. The reaction will be inappro-
priate, either over correcting an already improvi ng or causing a bad siutation
to be worse.

Improving the speed and automaticity of the reporting and control process cor-
rects to some degree the ill effects of delayed response. Al though close and
accurate control of the software development process is more a management than
a research problem , there is littl e doubt that inappropriate management control
can introduce a large element of error variance i nto the data that is to be
used for research . Such uncontroll ed sources of var iance can overshadow the
real effects of experimental comparisons and cast doubt on , or obscure results.
For bes t resul ts , it woul d seem desirable to el iminate long delays in the con-
trol cycle.

2.6.2 Information Distortion

Information is the input to decisions. Any factors that infl uence the infor-
mation flow or change the information can affect the decisions. Information
that passes through severa l management levels is usually modified by averaging
procedures , by summarizing many transactions into composite data, by totaling
many pluses and minuses, by applying the ‘fil ters of differing standards of
importance, personal biases and prejudices, internal politics , past history
and experience and optimistic and pessimistic viewpoints . Too, there are a
few •“honast” errors and some random noise and external influences in the data
and affecting the decision-makers evaluation of the data.

_ _  
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For best research results and for best management decisions , it ~S highly

desirable that those distoring Infl uences be kept to a minimum . It may be

impossible to remove all subjectivity , but as much objectivity as possible

should be sought. This could include removal of much of the i ntermediate
processing that fi lters, averages and combines data . Unfortunately, this

may result in a flood of detailed data that is di fficult to turn into infor-

mation wi thout the operation of the intermediate process.

As a simple example of what can occur, take the instance of schedule slippage .

Say that at a monthly reporting session it is found that many of the activities
are a day or two behind schedule. On an average, this may not look too bad -

only a day behind time. As a total it may not look too good - one or two
man months in the hole. But, assuming task interdependencies such that some
crucial tasks later may delay the start of several others , the true impact
may represent many days behind and eventually many man months already lost
or threatened. Distorted data may easily lead to erroneous decisions both
In management control and methodological research.

2.6.3 Instability

Instabilities in the software development process may result from both instabi-
lities In the processing system and the control system. Personnel turnover,
requirements changes, and changes in management and key personnel can be very
disturbing to the system’s efficiency and , of course, to the data collected
for comparactive studies. Especially disturbing can be instabilities in the
control system. It may not always react in the same way; it may react violently
to minor exceptions and not at all to others. It may demand much extra data
at one time and Ignore submitted data at others.’ These inconsistencies can be
disturbing.
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There may be ampl i fication affects or oscillating effects. For instance, a
mild reprimand at one level may be blown into a major catastrophe by succes-
sive feedback loops . And , wi th distortion , a coment made at one level or
place may be well nigh reversed at another. In designing control systems for
some purposes , designers may deliberately include “dampers” to compensate for
overreac tions , “amplifiers ” to compensate for underreaction and “rectifiers”
to bring response back in line wi th the stimulus situation. Wi th people as
processors , these compensator actions occur but wi th littl e regularity or dis-
cipline. Hence , instabiliti es in the control system and instabilities in the
processing system are major sources of costs and of unreliable data .

2.6.4 Forecasting Efficiency

Schedule and cost estimates and estimates of product characteristics are
normally made at a very early point in the system development cycle when all
aspects of the system arc very ill-defi ned and difficult to assess. There is
a great deal of uncertainty in such forecasts that is not always dispelled
and, in fact, original estimates frequently get set in concrete and all sub-
sequent performance evaluated against the original estimates. This too
leads to imp recise and unreliable data for both management control and
research purposes. For best results project planning &nd forecasting of
schedules , costs and characteristics should be iterative ; estimates should
be adjusted as better, more accurate information becomes a vailable. This
does , however , heavily impact the sort of contracting that can be done. Cost
plus contracts are readily adapted to such cyclical reesti~vating, but procurers
feel , perhaps with some justification, that contractors take advantage of
such contracts to cover their own ineffic ienc ies. That is, there Is no
i ncentive to keep costs down nor to operate efficiently. However, Cost Plus
Award Fee and Cost Pl us Incentive Fee were invented to provide such incentives
and, with appropriate project monitoring, should prevent unduly inflated casts
and enable more reliable developmental data to be collected.
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3. RECOMMENDED DATA COLLECTION PRACTICES

Al though the software development community Is aware of many of the difficulties

that exist for software data collection , recommendations for over coming the
difficulties are few and often difficul t to implement. Some suggestions , such
as the establishment of standard termInology and measures , may be dictated for
some contracts but getting industry agreement Is not easy and enforcement

without cooperation almost impossible. Others, such as the creation of many

automatic data collection and programs evaluation tools (a) are state-of-the-

art and (b) require a concerted effort to design and develop tools that can be

used across a broad spectrum of projects. The benefits of adopting practices

that would counter the difficulties need to be evaluated in terms of their

feasibility and costs.

3.1 INSTRUMENTATION EFFECTS

Al though In a special , controlled experimental setting instrumentation effects
may be offset by proper experimental controls, in a general repository there
is no way of ensuring that the effects have been compensated for in this way .

While the inc1eased motivation and productivity Induced by the Hawthorne

Effect may be desirabl e phenomena, the effects interfere with the interpre-
tation of experimental resul ts . It may be impossible to conceal the fact that
an experiment is being conducted when new methodology Is introduced and data
collected, but if the data collected is standard and objective and col lected

wi thout fanfare, at least the instrumentation does not contribute greatly to

the biasing affects. For most comparable results , data for the methodologies

being compared should be collected under ~qual biasing or motivating condi-

tions. In asking questions of the repository, something needs to be known of

the conditions under which data were collected In order to make realistic

eva l uations.
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The negative effects of instrumentation - the other half of the Heisenberg
Effects - are not likely to be as biasing as the positive effects, but again
data collected under different conditIons of instrumentation - e.g., manua l
versus automatic collection - may show larger vari ation due to instrumentation
than to the methodology compared . If the data are collected in such a manner
as to arouse resentment, cause signifi cant delay , or interference with menta-
tion , performance may be significantl y depressed. Close surveillance may also
cause the worker to be more cautious and careful and to work harder. Hence,
instrumentation shoul d be as objective as possible, require as little effort
as possibl e on the workman ’s part, and be as standard as possible In measures
and application from project to project. All effects of being part of an
experiment will not be avoided since much of it will be independent of data
collection , but hopefully the effects due to instrumentation will be
minimized .

The pri nciples invol ved In counteracting (or taking advantage of) instrumenta-
tion effects seem clear :

• Software data collection should be done as mechanically and
automatically as possibl e

• Preparati on of progress reports and briefing by technical
personnel shoul d be minimized

• Measures are preferably taken from products and from the
processing flow independently of the processors

• Where processing personnel must be Invo l ved in the measuring
process, the observations should be taken in a way that will
enhance the motivating effects and minimize effects leading
to employee resistance and disturbance
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Objectively observable events such as the delivery of a product or the comple-

tion of a task can be detected without disturbance of the workman. The
quality and characteristics of the product may be eval uated i ndependently of

his efforts, al though some cost is Invol ved in the measuring . Problems,

errors or substandard work can be recorded and fed back to the worker by
written comment. (This is normally done by Configuration Control Board action
i tems or test team discrepancy reports.)

When technical employees are asked to provide data, the collection should be
as short and factual as possible. Automated methods of presenting fixed
information should be employed with the person providing only the variable
data such as hours worked, tasks completed, etc. Where extensive Input might
be requi red from technical person, its generation should be posed as a
technical or problem solvi ng task rather than a management information task.
Progress reports should probably be prepared by management or staff people
rather than technical personnel . Emphasis should be placed on deliverabl e
products that can be evaluated rather than on preparing report s of current
status .

The project may take advantage of Hawthorne Effects to increase productivity and
to increase feelings of the importance of the work and one ’s contribution
to It, but it must be explicitly recognized that there will be no compara-
bility to data collected under less facilitating conditions . If Hawthorne
Effects are to be avoided , data collection must be routine and the collection
methods applied equal ly to all projects. It should be noted that it IS much
easier to collect data whose immediate utility is obvious, and more alfficult
to obtain data that has no apparent Immedlite use. Thus It is much easier
to collect data of all kinds under experimental conditions while resistance
may be expected to providing data that may never be used.
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Hence, to provide optimally reliable measures It Is recommended that standard
project monitors, tool Instrumentation and code validation and verification
tools be developed and used to collect a standard set of measures. The project
monitor must provide capabilities for recordIng plans and performance accounts
for:

Workb reakdown Structure

Software Configuration

Configuration ModIfication

Di sc repancy Correc tion
Schedule Adjustments

Resource Adjustments

Although averaging, summarizing, fil tering and other data manipulations
may be required before final storage In a Repository, if possible they should
not be done by subjective and biased Individuals. The monitor system should
provide for standard transformations; otherwise raw data should be forwarded .

3.2 RESISTANCE

The recommended sol ution to overcome user res istance to management monitoring
is to (a) gain developer commitment to project goals (a mission-orientation),
(b) engender participation in settIng goals and standards, (c) openly present
and discuss management views and requirements (d) openly analyze required
performances and any changes thereto, and (e) give immediate and public

P 
• 

recognition for the contributions of subunits . Conversely, recognized

~~~~ standards must be applied equally to all participants and management must
Insist upon their being observed - participants must know what is éxpácted ‘of
them and management must react immediately if expectations are not met and
grant recognition when they are.
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While project monitors may follow these procedures and may establish them as

standard practices , actual perfo rmance may fall short of the desired end .
Managerial eclat is required as is sinceri ty and belief in the goals of the
organization . In truth , very few organizations have ever managed to make
these practices work consistently. There are always those in the chain of
command who are less than completely sincere , who autocratically demand per-
formance rather than soliciting it , who conceal their machinations to gain
‘a dvantage, who are punitive rather than cooperative, who are too weak to
punish or who are chary of awards and recognition . There are some mechanics
that may be used to further the attainment of the goals. While these will not
succeed in the absence of management commitment and ability , they do support
attainment.

3.2.1 Mission Orientation

A project or team organization already has a leg up on mission orientation .
There is a singl eness of purpose and a recognized goal and , hopefully, a
feeling of belonging. The ultimate goal should be stressed, especially in
terms of the final utility or benefit. The relationships and contributions
of the many Intermediate goals a~o commitments that will have to be met to
attain the final objective should be clearly established and stressed. Commit-
ments should be publicly recognized, by company and subunit and by individual
if that can be done.

The project mission should be given recognition as obviously as possible, by
talks, news releases , and published papers. Such publicity should be known in
the organization before release and should have the cooperation and collabo-
ration of team me~~ rs. That is, the team member should feel personally
involved; an i~~ersc,nal announcement or one in which the Individual has little
involvement does little to engender mission orientation.
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Havi ng symbols with which the employee can i dentify also helps whether this
be a slogan , a piece of hardware, or a poster. This is one of the reasons that
programming personnel search so avidly for a good acronym for programs and
projects. There is a tendency to denegrate acryonym searching, but since
physical symbols are largely lacking for software projects, a good project name
to identify with is quite important. Posters are also effective; they can
make good wal l decorations and serve to hold , symbolically, project goals before
the team at all times . Posters for software projects must either have symbolic
content or depict equi pment from the weapons system or operation associated
wi th the software. Posters are, of course , used for sales purposes ; it is as
important to sel l the project to team members as It is to the public.

3.2.2 Participation

There are many ways of Inviting participation of the project members in making
decisions concerning project goals and performance standards. Regular
coordination meetings , frequent consultation on problems , membership on inter-
face working groups and confi guration control boards, and participation in
product reviews are among the few. Plenty of short term goals need to be set
and commitment toward attaining them solicited from project members. Any
specific or special objectives should be played up and emphasized , and the
roles to be played by various people recognized and their opinions and
commitments sought.

On a team level , using a “walkthrough” of a proposed analysis or design can be
a more effective tool than reviewing published documents. The participation of
members is obvious , feedback is ininediati, and recognition Is granted. At
a hi gher leve l , coordi nation meetings serve the same purpose. To be effective,
the group leader must keep his eye on the main goal - commitments to specific
performance objectives. The commitments made should be recorded and verified .
It is much easier to get commitment to goals that require special effort if
all can see that everyone is engaged, depending upon one another and each is

putting out at his peak capacity.
p
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3.2.3 Candor

Frank and open discussions of management views and requirements should be
made. Views should not be hidden just because they might possibly be unpopular.
The project team should know exactly the performance that is expected of them
and the potential awards for meeting objectives or punishments for miss ing

them. There should be no unpleasant surpirses and no unreasonably gratifying
ones. All awards should be earned - a cheap victory is seldom valued or
appreciated.

In the data collection aspect, the reasons for collecting any data and the
uses to which it will be put should be made clear. If the intent is
evaluative , this should be evident and admitted . People will be discouraged if
the data they supply is not used or meaningless or, if it is used in unexpected
ways (as to chastize) .

In brief, making known the expected performance is half the battle in
getting comitments to these goals.

3.2.4 Justifications

Making the reasons for asking for a particular performance apparent and
discussing the ins and outs of decisions and changes before making them has the
benfit of gaining understanding and concurrence in decisions. Having relatively
formal change procedures, for example , has the benefits not only of avoiding
some unnecessary and trivial changes but makes sure that there are good
reasons for the change and that people understand them.

When the change that is required Is Increased productivity on the part of
some subunit or individual , the need for the improvement should be presented
and suggestions sought for meeting the need. If an unassisted commitment
cannot meet the prob lem, cooperative effort to find alternatives should be
sought .
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3.2.5 Recognition

Recognition really implies recognizing both good and poor performance. To
plan awards and punishments in advance m~y take real effort. It is distaste-
ful to plan for or talk about failure and the rewards therefor. Some people
are almost superstitious about it as if admitting the possibility were to
deliberately invite it to happen . Unfortunately, this also leaves the
contract monitors with no options to choose from if provision hasn ’t been made
to punish poor performance. But equally, the contract monitor needs some
special incentives over and beyond “fair pay” to reward good performance .

Recognition needn ’t cost a lot , however. Public praise and private admonish-
men ts , letters of appreciati on and approbation , pins and plagues , and published
performance standings all cost little more than the effort to issue them but
are often appreciated much more than cash incenti ves.

Part of the impetus for setting many interim goals and convening many
coordination meetings is to provide opportunities to grant recognition .

3.3 COST FACTORS

For most projects, the driving force for the collection of software development
data is management control . The data collection system must be fitted to

these requirements, both in the granulari ty and the variety of measures.
Unless the project is an experimental one for which collecting evidence in
support of a technique is a major objective, both project members and manage-
ment are likely to res ist “superfluous” data collection efforts.

The research need for accurate and reliable data implies finer granulari ty,
more meaningful and explanatory information , and greater objectivity of
measurement. Development of standard data collection requirements is a step
In this di rection , but the greatest advance is likely to be found in data
automation . Instrumentation of programming support tools (compilers , ooeratlng
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systems , etc.), development of new tools (desi gn languages , programming sup-
port library techniques , code auditors and veri fiers) and the use of project
monitor systems results in as fine granulari ty as desired and brings data col-
lection very close to the source of the data. The data so collected is quite
objective , accurate and reliable. Automati c col l ection results in minimum
interference with work on a large project may more than save enough time and
money to pay for the development of tools and insertion of instrumentation .
For small projects, developmental and operating costs may be disproportionate
to total project resources. In either case, it woul d seem expedient for the
Repository to develop the data col l ection tools and provide them and operating
funds to all projects. Not only would this tend to overcome user objectives
but would establish de facto data standards . All data collection cannot be
automated, but it can be regulari zed.

3.4 SYSTEM IC PROBLEMS

Automation seems to be the best answer to overcoming response delays and to
establishing standard handling of the data and overcoming biases and prejudices .
To improve forecasting efficiency , a new approach to project planning and plan
maintenance is desirable. Contracting must be flexible enough to permi t fre-
quent plan modification and project monitoring must be forward-looking more
than looking backward at project history .

The hierarchy of reported data and the algori thms for combining , fi l tering and
averaging data should be established. Since we may not have sufficient infor-
matIon at the present time to specify these , some of the late r research effort
might be directed at evaluating filtering and other processes and at defining
ampli fication damping and rectification effects.
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4. OPERATIONS MANAGEMENT

Al though the management of sys tem operations , Including trade-offs for cost-
effecti veness , is an important aspect of systems, it has not received the
attention it meri ts . There are models for making choices among al ternatives
in Sharpe [51] and Johnson [52] , but there Is little substantive data to in-
sert into the models. Hence , the analys is of operations management for the
data collection and reposi tory system rests heavily on the personal experi-
ences and opinions of operations managers available to the project.

If the design and operation of the data collection and repository system is
cons idered as a whole , includi ng the appl ication of tools and techniques help-
ful in achieving and improving efficiency of operation , the norma l fra!oewO’rk
of systems theory will apply. This analysis will cover the operating environ-
men t, the functions performed , design (organizational ) alternatives and
operational trade-offs, and will result in recommendations concerning the
organization and operation of the data collecti on system.

4.1 OPERATING ENVIRONMENT

The operating environment of the sys tem reflects the functions performed, the

objecti ves , cons traints and performance requirements for the operation, the

design and structure of the system , and the magnitude of the system operated.
These are each subject to the ul timate decisions concerning the implementation
of the system.

Bas ically, the data collection agency will be charged with collecting data on
forms or in machine-readable form, entering the data into the data base, and
creating reports from the data. It may also be charged wi th the maintenance
and improvement of the data collection system and other support activi ties.
The exact structure and detailed responsibilities of these functions depend
upon decisions made as a result of this data collection study and other
studies of the proposed system.

The level of performance demanded by system users impacts the functional
operation by stressing their relative importance and the degree of effort
directed toward them.
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The agency must be able to handle a data base that Is being used for both pro-
j ect management and research. The project management use requires timely ser-
vice and a secure system to protect project management data from Illegal
access. Research users need a variety of detail on many projects over a
peri od of years but must not be gi ven data that woul d compromise the privacy
of a data contributor. In order to satisfy these users , the agency needs to
be flex ible in s i ze , able to grow, service oriented, and staffed by careful ,
consc ientious people.

The exact structure of the agency will depend upon decisions made about the
operation of the data collection system. These decisions concern:

• data entry confi guration
• data storage and retrieval software

• size of the system

The data entry may be performed at the project site or at the central site .
Data may be collected at the project site automatically and sent to the cen-
tral site in machi ne readab le form. It may also be manually entered at the
project site using a terminal or key to card/disk/tape device. Completed
forms may be sent to the central site for data entry. The forms may be ready
for key entry or they may need..to be edited or transcribed before they can
be entered . In short,, the’ level and importance of the data entry funct ion for
the data collection agency are highly dependent upon the mode of data del ivery
to the agency.

Data entry Is further complicated by the storage mode and the sophistication
of the data storage and retrieval software. Some manual mode storage of
system specifications , engineering change documentation and other original
copy must be anticipated. (Project environment and performance data could be
stored manually but it is not recommended.) A simple , batch-operated, off-
line system places different demands on operators than a complex , on-line,
interactive system In terms of the relative skills and training that are re-
quired and the sorts of error diagnosis and correction that are practiced.
Further, the type of storage hardware, the number of data base storage loca-
tions, and the degree of sophistication of the data storage and retrieval
system will effect the type of person required in the data collection agency.
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The original size, speed of growth and ultimate scope of the operation impact
job composition and specialization potentials. At a conference of the asso-
ciated contractors for the RADC Software Data repository in January 1976, the
probably initial operational capability of a pilot facility was defined as
a Honeywell H6180 or H618l computer, a GCOS or MULTICS operating system
and an ex isting data management system ( LOS or FSA). Only spec ific researc h
problems and the resulting l imi ted number of source data suppl iers will be
involved in the data collecti on effort. From this limi ted base, if the pilot
operation proves the system a feasible and profitable concept , operations may
be expanded greatly to include all Air Force contracts , the provision of pro-
ject monitor, data collection and other programming support tools to many con-
tracts, and more automated data entry techniques . Hence, a certain growth
potential and adaptability must exist for the data col lection agency.

4.2 FUNCTIONS OF THE AGENCY

The data collection agency must perform five disti nct functions. The exact
duties required of each function will depend upon the data entry configura-
tion, the data storage and retrieval system, and the size of the system.

The five functions are:

• management

• data entry

• operation of the computer and the manual storage (libra ry)
facilities

• reporting

• system support

4.2.1 Management

Management involves the overall coordination of the operation of the data
collection agency. Part of this overall coordination includes responsibility
for lia ison with higher MDC management, with data suppliers (contractors)
and repository users. If the volume of data collected is small and manual
data collection and data entry techniques are practiced , this job may be per-
formed by a relatively inexperienced manager. A higher volume of data re-
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quires a longer staff , more coordination points , and more system hardware and
software, which , In turn, requi res a more experienced manager. In view of the
Importance of persuading Air Force and contractor personnel to use and to
cooperate wi th the agency, a relatively senior and able person is highly
desirable.

Once the staff ass igned to any one function grows beyond five persons, mana-
gers of functional areas will be required. The same criteria of work load and
customer interaction requirements may be applied to selecting appropriate
management personnel.

If the agency Is managed and operated by RADC personnel , the liaison responsi-
bility between the data collection agency and RAOC higher management and A i r
Force project monitoring agencies will be somewhat reduced . If the agency is
operated by an outside contractor, the assigned facility manager wil l have to
work closely with RADC to ensure that all mutually agreed upon goals are
achieved and contract commi tments met. Liasion wi th data suppliers will ~
somewhat more difficul t wi th an outside contractor, but SOC experience wi th
the Air Forces ’ Sattelite Control Fac ility Computer Program Development
Lib rary and the Army’s Ballistic Missiles Division Quantitative Data Base
indicate that equible relations can be maintained and operations kept ade-
quately efficient.

4.2.2 Data Entry

The data entry function is very dependent upon the data entry configuration .
Data entry may be performed at the project site as well as centrally. If
forms are sent to a central si te whi ch need editi ng, a data analyst is needed
to scan the forms for consistency and to convert free-form entries to stan-
dard input formats. If a data analyst is required, he could perform the data
entry by using a terminal or transcribing the data to a form readable by an
optical character reader. If the forms are subject to little or no editing ,
key data operations may convert the data to machine readable form without
great assistance.

Correction of rejected updates Is also handled by the data analys ts. When
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interactive data entry is used, many errors will be discovered and corrected
before the data is accepted but others will not be discovered unti l the data
base is updated. When data is keyed wi th minimu m edi ti ng , errors w il l be
discovered when the update is made . As many errors as possible should be
corrected by the data analysts; some errors may require that the input forms
be returned to the source.

The number of analysts and/or keyboard operators will depend on the data load
and point of data entry. If data are entered at the project source, ei ther
directly to the control computer or onto a transportable medium, fewer people
will be required at the central location . While a relatively small data entry
staff may suffice for the pilot facility , the expected expansion will cause
this staff to grow disproportionately faster then other functional elements.

4.2.3 Operation

Operations involves the running of jobs for creation, maintenance and utili-
zation of the data base. An auxi li ary operation is the maintenance of a docu-
ment library and file facility. This latter is particularly important if pro-
gram listi ngs and the outputs of program analyzers and automatic collection
tools are stored here rather than in machi ne-readlble form . Engineering
change (ECP) processing document. ,nd other source documents may also be
fi led here for refe rence or for f~ti~’e storag e in the machine If the need
arises .

It is not expected that the ini tial level of operation of the pilot facility
wil l be great enough to j usti fy ei ther a dedicated computer or more than a
one shift operation. On a shared basis , the operations function for the com-
puter ~i1l be performed main ly by a genera l computer center staff rather than
by a specific data collection agency . J~~ coordination and dis pa tchi ng is
still necessary under a batch mode of operation , but may dIsappea r (Into the
compu ter) If an •ll onl ine mode of operation is adopted . The job contro ller
(or a job monitor in the executive system ) wi ll also keep a log of operations
and act as an expediter of delayed jobs .

Once the pilot operation period is past , the need for additional shifts to

__
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match the input load (especially if national teleprocessing operation is under-

taken) will probably arise. It is not expected that the demand for reports
will grow at a similar rate, but it may become substantial. If the load grows

to the point that would justify a dedicated computer , the data collection

system operations agency should take over the computer operations .

Al though it is possible for the library facility to be operated by a general

purpose library or files facility , it is equally conceivable to perform as a
dedicated facility from the pilot operation on. The chief advantage of the

general purpose facility is the availabilit y of full-time professional

librarian personnel . Such availability may be limi ted or not justifi ed by a

separate , dedicated facility. In any case , one or more accession and filing

clerks will be required.

4.2.4 Report Generation

The report generation function involves producing reports for research and
management purposes. Some of the reports generated will be standard reports,

some will result from requests for specifi c analyses , some will resul t from
consultations with research projects, some will be subsets of data for private

analyses , and some will be those required to support the operations of the
data base. While standard reports take a minimum of technical competence to
request once they are establ ished , the ini tial difinition of these reports

and other, non-standard reports will take more skill. Set-ups for analyses
and consultations wi th customers will take somewhat different knowl edge.

For the pi lot fac ility, while all these functions will exist, it must be ex-
pected that they will operate at a relati vely low level . For an enlarged,
completely centralized facility , wi th all requests for data funneled through
the analysis group, a fair number of relatively highly qualified persons will
be needed as consul tant s and to set up and prepare the analytic requests, run
simulation programs , and perform similar duties. If users have on-line access,
however , quite a bit of the analyti c function may be displaced . At the same
time, user education on the report generation language , the logical stru cture
of the data base , and the information potential will increase. If MDC
offe rs support services such as developin g models for rel iability analysis
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and producti vi ty, some instruction and consultation on the use of these may
also be expected .

4.2.5 System Support

System support Includes (a) the administration of the data base and (b) the
maintenance of the data base management and data collection programs.

The data base administrator is the guardian of the integrity of the data base.
He is responsible for the detailed knowledge of the data base structure and
composition . Operationally, he is responsible for restarts and reload if a
failure or mal function occurs and for reconstituting the data base If It must
be modified .. If new data items and data records are to be defi ned, or if

ex ist ing stores are to be restructured~ the data base administrator will work
wi th analysts and users to define and desi gn the new or revised data structures.
He is responsible for creating and entering data defini tions, for specifying
data entry formats and fi le storage formats , and maintaining the data base
catalog. He is responsible for working with users to define logical (appl i-

cation) views of the data base and declari ng these to the data management
system and will work wi th the report generation people to define catalogs and
l istings for analytic and research use. He will be the principle trouble-
shooter in case of failure or malfunction in the data itself. The number of
persons required to perform this function depends in part upon the size and
complexity of the data base, the level of modification activity and the
number of logica l views of the data base that exist, but at least one trained
person and a backup will be required. The administrators must be thoroughly
knowledgeable about the data base management system, data entry and report
requi rements, and the physical and logical structure of the data base .

Program maintenance is responsible for the maintenance and modification of the
data base management programs, analytic and report generation programs , simu-
lation programs for reliability and other models , and any data col lection,
project monitor and programming tools that the system might supply. It will
also be responsible for generating new tools and programs. The size of the
staff requi red and its organi zation wil l  depend In part on the si ze and

sophistication of the data management system and other support programs, but
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also in part upon how the support task is done. If new programs are purchased
as packages or written by contract personnel , fewer programmers are required.
It is usually desirable also to have program suppliers maintain the processors.
However, even though the bulk of generation and maintenance is performed else-
where, the facility should maintain some support staff for trouble shooting
and test ing. Further , since the data collection system will be operating in
a dynamic , research-oriented environment, there will be a continual flow of
new requirements for programs , hardware and system reconfigurations. New
items and new releases need to be at least Installed and benchmarked before
operational use. Program support should perform these duties even if new
programming and maintenance work are minimal.

4.3 OPERATIONAl.. ALTERNATIV ES

The choice of an agency to operate the data collection system must be based
on criteria of flexibility, control, productivity and cost. The options
available for selection are civi l service, ai rmen, civilian contractors or
some combination of these possibilities . Each option must be evaluated in
terms of the functions to be performed and the cri teria to be met.

It is expected that the facility will begin wi th a pilot facility at RADC
with existing equipment and software but may l ater expand into a more sophis-
ticated and extensive facility with a potentially dedicated computer and
operating and data management systems. Distributed and local data bases and
processors are remote possibilities; if these options are taken, separate,
additional facilities decisions will have to be made. Based on this expecta-
tion, these assumptions are:

• Size. The initial facility will be small on the order of a
half dozen part time employees but has potential of expansion
to a moderate size of 25 to 30 persons plus computer staff.

• ç~~jQn. Personnel will reside close enough together to
foster good communication. If housed separately from RADC
or If the computing and support personnel are housed sepa-
rately, data coninunication lines will connect the facilities .
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• Shifts. Initial operation will be on a single shift basis. If
the facility goes to online operation with telecommunicatIon
lines , a second and third shift update operation may be insti-
tu ted.

• Functional Specialization. On Initial operation, each person
will be expected to perform more than one function or to per-
form a specific function on a part time basis. As the facility
expands , functionally specialized groups will be formed.

Figure 1 shows a tentative organization that might meet these assumptions.
The data collection staff is shown separately from the computer center staff
because, at least for Initial operations , the software development data base
is likely to be only a part of the center’s operations. The figure also
shows a potential for contract programing support, allowing the data collec-
tion staff to concentrate on the immediate business of maintaining the data
base and dealing with data base users and data suppliers .

4.3.1 Flexibilj~~
The operating agency’s ability to adjust to chan9e is vi tal to the success of
the operation. The data collection system, and therefore the agency that
operates it , will grow and change over time. The importance of the functions
w ill shift as the volume, types of jobs, and required response time wax and
wane. Hence, the organization ’s malleability is of prime concern as a selec-
tive criteria.

On the other hand, some tasks are relatively well-defined and unchanging .
For instance , while the keyboard and computer operator tasks may grow, the
duties are quite invariant. It is the data analysis , report generation and
system support tasks that are most affected.

Agencies operated by Air Force personnel are normally reasonably flexible in
organization and operation but are plagued by problems of personnel avail-
ability and turnover. Although it Is not now as difficult to get personnel
trained in data processing as It once was , high level personnel are still at
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a premium. Both acquisiti on of substandard personnel and high turnover (a
term of servIce is ordinarily 2-4 years) will place a considerable training
burden on the existing staff. However, computer operators, keyboard operators
and data clerks are jobs readily filled by service personnel .

Civil service organizations have better access to trained personnel , but their
flexibility is often impaired by restrictions and red tape in adjusting tables
of organization and layi ng off persons wi th tenure, and by the often bureau-
cratic procedures necessary to justify a change and obtain approval for them.
Stability on the job is quite good for Civi l Service personnel and the re-
training load less than wi th Service personnel . Civil Service is judged
least flexible largely because any gi ven structure becomes established as the
mInimal, standard staffing l evel for requirements that no l onger pertain.

Civilian contract personnel are normally quite flexible in meeting changes in
contract requirements. Contracts are reviewed and revised yearly and con-
tractors usually have pools of people upon which they can draw for exce ptional
jobs and to which people can return when specific jobs are eliminated or
changed or when special jobs are complete. It has already been suggested
that outside programming support be obtained for generating and maintaining
software tools. Other things being equal , civilian contract personnel pro-
vide the best choice in terms of flexibility .

The option of using a mixed group cannot be ruled out. In fact, using Civil
Service or Air Force personnel for relatively stable positions , augmented by
contract personnel for positions subject to rapid change mi ght provide the
best flexibility for the operatIon.

4.3 .2 Controlability

The responsiveness of the agency to direction will also be of prime importance .
It will be the MDC staff that sets the goals and establishes the tasks for
the operation and these goals and tasks will change as the data collection
system evol ves . Further, evaluations of the efficiency and effecti veness of
the operation are based on how well goals are met. Control of the operation
requires clearly defined tasks and goals that can be monitored and corrective
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directions issued if performance deviates from that planned and desired .

Being under the direct coninand of the RADC organization, Air Force agenc ies
may be considered generally most responsive to directi on. However, penalties
for poor performance (and rewards for good) are diffi cult to levy against in
service personnel and it may not be politically expedient to be very critical
of the operation. Hence, while it is easy to direct, it is difficult to
exert leverage if performance is poor.

Civi l Service m ay also be expected to operate under the direct coninand of
RADC personnel . However, while it would seem that responsiveness to directi on
and exercise of rewards and punishment should be relati vely easy , experience
would seem to indicate that these operate even less well for Civ il Service
than for in-service personnel . It is not easy or expedient to remove either
Civi l Service or in-service personnel for poor performance or for failure to
follow orders. Criticism of the Civi l Service operation is almost as diffi-
cult as for in-service organization.

Civilian contract agencies then are the most effectively controlled , provided
that the proper provisions for reward and punishment and procedures for issuing
and responding to directive are built Into the contract. In short, the
civilian contractor is readily controlled by insisting on adherance to his
contract and by proper administration of the incentive program. It is rela-
tively easy, both politically and in a business way, to criticize individuals
who are not part of the same organization and to get Intransigent and poor
performers removed .

Administration of a mi xed group Is probably the most difficult since it en-
tails more diverse and complex pol itical and organizational conditions . Very
good success has been reported by mixed Air Force/Civilian teams where the
two sets of people are able to work closely together on a project basis. On
a long term basis, however , more formal relationships tend to arise and con-
trol, except Insofar as self discipline is exercised, may be expected to
dimi nish and become difficult.
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4.3.3 Productivity

Productivity has several facets . One is the efficiency of internal operations .
Another is the quality of the work performed and a third is the effectiveness
of the agency in dealing wi th the projects and agencies involved in supply ing
data and using the data base. Productivity is partially a function of the
level of skill and training of the personnel and experience on the job. It
is also partially a function of the responsiveness to control as just dis-
cussed.

The productivity of Air Force personnel is inhibited by a variety of factors
including the difficulty of finding properly trained and skilled personnel
within the service. Frequent turnover is another inhibiting factor and so is
the performance of other in—service responsibilities. Lack of responsiveness
to the exercise of incentives may also inhibit productivi ty.

Criticism of Civil Service prodictiv ity by civilian agencies is almost slan-

derous and frequently erroneous. Civi l Service job standards ensure that
adequately trained personnel occupy the positions . Stability on the job of
Civi l Service personnel tends to be high , but this also tends to restrict
flexibility. Liberal vacation and sick leave policies may also cut into pro-
ductive time. Tenure and other factors may also make Civil Servants unrespon-
s i ve to control incentives*.

Staff efficiency for civilian contract personnel is apt to be high for several
reasons. Individuals are more accountable and more subject to removal than
AIr Force or Civ il Serv ice personnel . The level of experience and training
tends to be reasonably high although not so rigidly stated as for Civi l Ser-
vice. Stability on the job tends to be adequate compared to the regular turn-
over of Service personnel , but less , in general , than for Civil Service.

*An Informal study of pooled computer facility operations found keypunch
ooerator oroductivity aooroximately 6n~ of the “industry norms” wi th a hir’h
incidence of error. Blamed were “civil service bureaucracy~ and loss of con-
trol through ce~tralizations . Some reservations should be exercised in
accepting these findings In view of the subjecti veness of the investi aation.
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Data supplier reluctance to release data is a factor that may operate more
strongly for the civilian contractor option than for the other options . Pro-
je~.ts are understandably leery of providing data concerning their operations
to potential competi tors. The data collecti on agency must use considerable
delicacy in handl i ng customer relations in any case, and evidence of mi s-

handling sensitive data , inefficiency , creation of errors , or use of the data
for agency advantage is likely to increase user resistance and reduce the pro-
ductivity and effectiveness of the management agency.

It is , of course , possible for a civilian contractor to overcome this reluc-
tance by the exercise of integrity and the separation of the faciliti es manage-
ment operation from all software devel opment contract activity . SDC, for
instance , has managed to perform effectively as repository manager for both
the Army Ballistic Missiles Division in Huntsville and the Air Force Satelite
Control Facility in Santa Monica . Careful attention must be given to keeping
the data collection agency organizationally separate from any software devel-
opment agencies and in exercising objectivity and responsibility in handling
sensiti ve data not only in reference to associate contractors but to dis-
closure of Air Force data of a sensiti ve nature. SDC has been able to build
the necessary trust in the contractors by being service oriented , careful
about protecting data from unauthori zed access, and objective about evalua-
tions. Certainly the problem of buildin g trust would have been less for a

Service or Civil Service Agency , but from experience the efficiency and pro-

ductivity of these repositories has been quite good. The agencies have been

most responsive to Service needs so that it Is felt that the benefits of an
outsic’e contractor outweights the problems .

4.3.4 Cost

Cost is a critical factor In the eval uation of potential operations managers.

It must be considered In conjunction wi th the relative benefits of flexibi-
lity , control and productivity that the opti ons offer. Cost is not a simple
variable but is composed of salaries , fringe benefits, and administrative
cost associated wi th the management of the selected candidate. There are

also costs associated with turnover - the cost of acquisition and training

and “lost revenue” until the new employees reach a satisfacto ry level of
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effectivi ty. Offi ce and work space also represent si gnificant costs, but
s ince the operatIon Is assumed to be interna l to MDC envi rons , this is a
standard cost for all options .

Of these factors, there are firm data only on di rect salary and fringe bene-
fits and these are quite variable. That is , salaries and fringe benefits
vary widely with the levels of skill , experience and training, working
location and conditions , and other factors. Some cost factors may be assumed
to be equal regardless of the options chosen such as office space (on the
assumption that the facility will be located at MDC). Some cost factors are
ill-defined , such as the cost of turnover. This incl udes hiri ng and firing
cos ts , training costs, costs of maintaining some level of personnel replace-
ment inventory , the cost of obtaining clearances (negligible to the açency,
but considerable to the government), and discripti on to the work. Since a
departing Derson takes some measure of information and special knowledge away
wi th h im , there is also a “capi tal loss” in replac ing it and him. There are
also costs associated wi th overwork and underwork - overtime and idle time .
For Air Force and most profess ionals thi s is not a ser ious concern , but for
non-exempt persons it could represent a fair fraction of the basic costs.

Table 4 presents some rough estimates of average weekly salaries and fringe
benefits for civilian, inservice and civi l service personnel . Data for Air
Force personnel are taken from the Ai rman Pay Guide [53] and a Ii. S. News
and World Report article [54] and the Bureap of National Affairs Policy and
Pay Practices [56]. Data for the civil sector was taken from the most recent
salary survey by Datamation [57] and the Pay Practices . Data in the table
are rough; actual salaries range from 40% less to 50% more depending upon ex-
perience (time in grade) and skill level . Fringe benefits also vary, but not
as wi dely. Based in the above references , fri nge benefi ts are estimated at
approximately 32% of base pay for private contractors , 34% for civi l service
and 60% for inservlce agencies . At these rates , inservice rates are still
somewhat less than similar exployees elsewhere , but not grossly so. (In—
service costs were esti mated somewhat higher in reference 56 for lower ranks ,
but this would seem a fair estimate.) This cost data is not definitive
enough to have a strong influence on the selection of the type of personnel
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best suited to operate the agency.

4.4 CONCLUSIONS

Four cri teria were set forth for the evaluation of various operations manage-
ment agencies : Flexibility , Controlabi lity, Productivity and Cost. The re-
sults of the evaluations for the four options of civilian contractor, civi l

service , in-service and mi xed management are shown in Table 5. Al though the
decision matrix indicates a clear advantage for management of operations by
a civilian contractor, the actual differences are small. It is felt that
there is a definite advantage for the civilian agency in terms of flexibility
and controlability , but the productivity evaluation is based on hearsay.
Certainly SDC has had excel lent results in worki ng in mixed teams w i th A ir
Force , Army and Navy personnel , but both good and bad results were reported
in the software development problem survey. (See TM-5542/005, Volume V of
this report.)

Civil Service was down graded on flexibility because of known difficulties in
establishing new positions once an organization is formed and the practice of
freezing aUocations as a cost control or budgetary practice. However , Air
Force and mixed groups are very close to the civilian contract agency in terms
of adjusting to new demands and directions. It is felt, however , that pri-
vate corporations have a greater supply of experienced , trained persons to
draw upon in mobilizating, to meet new situations quici ly and efficiently.

The Civilian contract agency was given a plus on control ability only on the
assumption that appropriate penalties and awards are built Into the contract
to provide adequate incentives to follow direction and make it worth their
while to meet objectives, Objectives, too , must be very clearly sta ted to
make Interpretation of performance unan~ig1ous. If directives cannot be en-
forced or if performance evaluations are open to challenge, the civilian
agency loses its advantage and the in-service agency has a clear plus. Civi l
Service is downgraded because of the lack of an enforceable contract and the
general difficulty of dismissal of Civil Service personnel.

There is no doubt that given suitable ci rcumstance the productivity of any
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organization can be high . In-service personnel has been given a downgrade
due to the interference of other duties , frequent turnover , and current lack
of adequa tely trained personnel . The civilian contract agency has been up-
graded chiefly due to the greater incentive for performance - the chance of
loss of contract if performance is not good. Some advantage may also exist
in the levels of skill and training available to the civilian contractor.

Cost presents an ambiguous situation. Direct salaries for in-service person-
nel are low and civil service and civilian salaries are roughly on a par.

However , Civil Service fringe benefi ts are a trifle better than for the pri-
vate sector and in-service benefits are very substantially better. If only
direct salaries are considered , then , in-service personnel are substantially
less costly. If fringe benefi ts are considered , in-service are more expen-
sive . Civilian and Civil Service personnel costs are roughly equal.

Since costs are reasonably close for any option chosen , the option providing
the most benefits otherwise should be selected . In our eva l uation , the
civilian contract agency appears the better choice , but this is only true if
certain provisions can be met:

(a) Contractor profi ts and overhead rates are not excessive
(b) The contract provides convenient and efficient procedures

for tasking or changing direction
(c) Adequate incenti ve procedures for rewarding good perfor-

mance and penalizing poor are incl uded in the contract
(d) Guarantees for maintenance of training and skill levels

are provided.

If these provisions can be met, it is felt that a civilian contractor will
provide the best service. In our estimation , however, the actual difference
is a frac tional one ; no orders of magnitude ex ist to make an easy cho ice.
Enough variations exist in sal~ ry ranges to obscure all cost/benefi t advan-
tages - i.e., a worst case salary picture could add 5C% to the salaries
quoted in Tab le 4. A ‘bes t case ’ could reduce them 30% or more . However ,
a civilian contractor will be more interested in keeping costs down and re-
maining coinpetative than the other choices and remains the better choice.
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5. CURRENT MILITARY DATA COLLECTION PRACTICES

If a viable  repos i tory of software development data is to be established for
A ir Force systems , the data collected must not only be reasonably standard,
and in standard formats, but be gathered in a relatively standard fashion.
Otherwise, the task of filtering and transforming the data to be sure that
co~rparable information in the formats and configurations required by the data
base are collected may well be as ungovernable as past attempts to establish
repositories have reputedly been. With this premise in  mind , current military
software development data collection practices may be examined to see whether
or not the desirable data are collected and in what form, and where major
deficiencies mi ght lie.

The military , and espec ially the A ir Force , began extensive efforts to estab-
lish standard configurati on management and program control practi ces in the
early 1960 ’s. Over the years this data collection system has evolved into an
extensive aggregation of regulations , manuals , pamphlets and instructions that
regulate procurement practices . To the degree that these standard practices
are actually followed, they may be taken as a general description of the
current military data collection system.

The basic requirements for project and configuration control are epitomized by
AFSCP/AFLCP 173-5, Cost/Schedule Control System Joint Implementation Guide
(C/SCS)[58] and AFR 800-14, The Management of Computer Resources [59]. C/SCS
ties into MIL-STD 881 (work breakdown structures [22], and computer resources
Into MIL-STO-483 [19]. Since these volumes are general , Individual program
offices have the option to develop In-depth guidance, especially for confIgu-
ration ma nagement. Contractors are required to file management plans , or
Computer Program Development Plans, specifying how they intend to manage the
project, frequently selecting data items for reports from TD-3 , DOD Index of
Specifications and Standards . Mitre Corporation is currently preparing an
Interesting series of handbooks [67] on software acquisiti on management for
Air Force program directors that wi ll eventually cover the gamut of software
development at the project monitor level* .

*ESD recently Issued an RFP seeki ng a contractor to complete this series .
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Although I nternal data collection systems may be automated or semi-automatic,

reporting to project monitoring agencies is invar iab ly  hard copy. Computer
produced reports are acceptable and machine readable reports could be pro-
duced. Al though the most con~nonly used reporting frequency is monthly, con-
figuration management reporting may be limi ted to quarterly or end-of-phase
reports.

Al though deficiency detection is recognized, discrepancy correction control
procedures are not as explicitly specified as are those for modi ficati on.
Since the handling of problems and program errors is a crucial part of any
Investigation of program reliability, this is one area requiring better defi-
nition in the specified standard practices. Where configuration control is
being exercised over an existing system. discrepancy control procedures are

usuall y much better established than for developmental projects. For instance,
the AFSCF TOR-269 (41lO-Ol)-38(60] specifies detailed procedures for handling
modifications to the system, Inc l uding specified organi zational elements and
a range of control forms.

The basic question is: How well does the existing requirements satisfy sof t-
ware development data collection requirements for the various categories of
the following data:

• Project Environment Characteristics
• Project Performance Characteristics
• Product Configuration Characteristics

5.1 ENVIRON MENTAL CHARACTERISTICS

No explicit data itema describing the project are collected although much of
the information may be extracted from the project contract or proposal . The
contract type is known from the contract. The Technical Approach and State-
ment of Work permit Inferences concerning the size and complexity of the
project and the methodology used. In the Management Plan, the mapping of the
Work Breakdown Structure onto the project organization indicates how the pro-
ject is organized. If not, the Technical Approach or Management Plan may do
so. However, such plans do not necessari ly mean that the proposed organiza-
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ion is used and the data should be checked by personal observation or specifi c
data gathering efforts.

The type of computer, the operating system, and the programing language are
easily determined from reports but other tools are less readily apparent. The
mode of interaction with the computer, the sorts of terminals employed, and
the physical attributes of the production facility may, or may not, be appar-
ent.

If detailed manpower utilization reports are obtained, it is possible to de-
termine the skills distribution , relative experience, levels of training and
familiarity with the application and/or customer.

Ratings of customer rapport are not normally collected, either as interaction
modes and procedures or as degrees of cordiality. Even the number of coordi-
nation agencies is not always available. The relative locations of client and
developer may be inferred, and the granulari ty of reporting may be apparent
to a degree from the CDRL. However, this is all information that must be ex-
tracted by examination of the contract, the contract history, and/or by
observa tion.

Evaluations of the quality and gra’ularity (closeness of control) of project
management are not normally col lec t.ed but some assessment may be made from
the project mangement plan and th~ configuration control and project control
office proceedings, if available.

Ratings of st ress factors , such as adequacy of time, tools, personnel , work-
ing conditions , experience, and computer time, power and storage are not
collected. Stress is frequently cited as affecting project performance, but
such measures have seldom been taken. The SDC studies attempted to assess
some stress factors , but the subj~rtiv1ty of the measures and after the fact
estimates cast some doubt on their validity. (Psychological studies indicate
that stress over the short run does not necessarily lead to degraded perfor-
mance, but does require unusual expenditures of energy to maintain perfor-
mance. Cver the long run, stress does lead to degraded performance and
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personnel difficulti es.) Currently, it would take a penetrating audit by ex-
perienced personnel to accurately evaluate the degree of stress that exists in
a project. More objective measures could be developed through the respos itory
by comparing project characteristics wi th job requirements but such measures
are not now collected.

Project stability ratings, such as turnover in management, key personnel , and
project personnel , reorganizations , reass ignments , amount of system modifica-
tion activity or stability of requirements , and turnover in project monitor
personnel , are seldom collected . Some military contrac ts do require ~cquisi-
tion and separation statistics on manpower utilization reports . Developers
tend to resist providing this Information and it is not normally collected .

5.2 PROJECT PERFORMANCE CHARACTERISTICS

Military contracts normally require cost and schedule reports displayed in
accord wi th, the Work Breakdown Structure. The general schema for a WBS is
shown in Figure 2 (from AFSCP 173-5). The top level breakdown is by major
elements (i.e., Confi guration Items), and the bottom level is either by tasks ,
configuration items, or both. Accounts may be further broken down into work
packages and/or subtasks. Figure 3 shows sample report forms for cost per-
forniance reporting; first, by WBS and , second , by organizational or functional
category. Variations of these forms are used by most projects for reporting.
A report frequently used on projects using PERT is the Management Sumary .
( IMPACT’ s version of this report Is shown in Figure 4) . These reports show
scheduled and actual progress and expenditures and the variances between them.

Resource utilization over time Is also reported. Figure 5 is a sample man-
power loading report with manpower broken into organizational or functional
categories and projected over time. The information shown is planned and
actual resource expenditures and turnover of personnel (acquisitions and
separations). The utilizati on of resources other than manpower may be re~
ported in a similar fashion, but is usually kept internal to the project.
For research purposes, non-dollar resource utilization reports are often more
Informati ve than dollar cost reports .
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Except for the completion of tasks and the delivery of scheduled i tems , pro-
duction statistics are not now generally reported . Sometimes ‘percent com-
plete 4 statistics are included in progress reports , but in the past have
proven to be highly fallacious measures of productivity . Some projects divide
work into small blocks and modules to increase the fineness of • 

~porting of
productivity with fair success. However, difficul ty, complexity and familiar-
ity factors often interfere wi th the comparability of production units . In
brief , current reporting practices emphasize cost accounting, not productivity .

Practi ces concerning accounting for the impacts of modifications on schedules
and costs appear quite inconsistent. Figure 6 shows a form used to report
cost impacts of baseline changes , but other desirable information is not here ,
such as schedule impacts , the amount of work discarded , or the number of pro-
duction units added . However , this information can frequently be extracted
from the ECP and Change Report forms.

Except for Error, or Discrepancy or Software Problem Report forms, error sta-
tistics , cost and schedule impacts , and seriousness of the problem are not
reported. Since the contractor normally must bear the cost of corrections
and problem resolutions (or at least hide the costs in other charges) project
offices do not require schedule and cost accounts on error correction. How-
ever, in a recent IBM Technical Report [15] the maintenance costs of OS/VS
was estimated to be over half of the total cost of the successive rel eases of
the system. Some of these costs may be recaptured from problem reports, but
it would appear that no conscious effort is now expended to do so.

5.3 CONFIGURATION CHARACTERISTICS

Configuration accounting is directed at WBS or configuration item elements.
Since the detailed functional and structural characteristics of the system
are recorded in the system specifications , actual control and accounti ng are
exercised over these documents. After delivery , control may also be exer-
cIsed over the physical programs to prevent unauthorized change . ConfIgura-
tion Identification Is reported via a Configuration Index , configuration
status via a Development Record, and change status vIa a Change Status Report.
Together these reports form a Configuration Status Report. Sample contents
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of the reports are shown in Figures 7 and 8. The Configuration Index shows
the base documents; the Specification Change Notices (SCN) that transmi t modi-
fications to the documents ; and the Engineeri ng Change Proposals (ECP) and
Change Reports (CR) whose proposed changes are incorporated in the specifica-
tion of other documents. The Development Report covers the state of progress
of the Co.~-ifiguration Item vis a vis the development mi lestone. The figure is
a reproduction of the Record as kept in a paper file; many projects report
milestone status in a much more succinct way.

The del-i verethsystem-’is- accompanied by ~a~ tersirrn De5criptton”Dacuni~nt (VDD)~~
that recapitulates the status of tI~e system as delivered. The contents of a
VDD are sumarized in Figure 8. After delivery , status may be kept on the
computer programs as well as on system documentation. Change Notices (CN ) or
Modification Transmittal Memoranda (Mm) are used to transmi t change packages
or changed modules . Software Problem Reports (SPR) and Discrepancy Report
Forms (DRE) may be added to the list of i tems that modify the basel i ned def i-
nition of the configuration i tems, and that are incl uded on the Change Status
Report.

In addition to the information that is presented in the Configurati on Status
Report , much additional i nformation for research may be extracted from the
ECP, CR’s, SPR ’s, an d DRF ’s that are used to invoke and control changes to
the system. Samples contents of these forms are shown in Figures 7 to 12.
Change and error classifications may be derived , and estimates made of the
size and dIfficulty of the modificati ons . In some configuration control
systems, some of the descriptive text accompanying these forms is stored in
the data base for listing as part of the Change Status Report.

There are also a number of items that may result from Configuration Control
Board activities . These include Action Items, CCB Di rectives, critiques of
specifications , and CCB minutes . Minutes and memoranda usually serve instead
of forms to convey this information. Status updates and similar forms may be
used to modify ECP’s and DRF ’s. Preserving these update forms keeps a his-
tory of development for each Item. For instance , a programed change may be
found not to correct the intended error. The update form wI thdraws the CN
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FIgure 10. Sample Format for the Change Report (CR ) Form.
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DATE OF SUSNITTAL : 
_ _ _ _ _ _ _ _ _ _ _ _ _  

PROJECT IDENTIFIER: 
___________

SPR IDENTIFIER: ____________________

SPR TYPE : FRO OCO MCD f F0  EDO LCD
EMPLOYEE IDENTIFIER: ________________

DATE OF P*)SLEN DISCOVERY: 
__________ 

TINE OF DAY : 
_______________

WORK IDENTIFIER IN PROGRESS: —
STATUS: OPEN 0 CLOSED Q PENDING 

~~ 
OTHER 0

PRODUCTS IMPACTED BY PROBLEM : _____________________________________

0 1 .-  
-

PRODUCTS USED WHEN PROBLEM OCCURRED :
Data Base Identifier: ___________________________________________
Test Case Identifier: 

_______________________________________________

Test Tool Identifier: _______________________________________________

PROBLEM DESCRIPTION : ______________________________________________

DATE RECEIVED: 
_______________ EMPLOYEE ASSIGNED: 

______________

Figure 11 . Software Problem Report Form.
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(Oil. Ts, 25044110.O1) - 35 05115-s S)

DISCREPANCY REPORT FORM MACHINE TYPE
Co.nputSF P5095.s. 0a.A,......s Libb y t/e Systim 0,.slu.....aot CO.POS.t,OV. fCPDL CONTROL
3000 OPv.’iplc Sou~~~ 4 • just. Marncs. CsIifasnis 90405 NUMSE 0 ______________________

FROM .

Nun. _________________________________ Olson. _________________ DATE LOGGE D .__________________
ORiGINATORS

_________________________________ Oils ______________ NUMSE R ________

RECOMMEN05000IORITY : 0 HIGH PRIORITY 0 MEDIUM PRIORITY 0 LOW PRIORITY

D.t.or 5-0.5.4 RESPONSI OLE
Rsquitsd: ORGANIZATION

PROBLEM WITH: (CkpcA N*jcb lo b, 0505/

4 5.40*4F

~

. .. . lOON? -“  N~~D . 5 .  . 

TAPE/DISK NAME __________________________ M000LIsI AFFECTED: _________________________________________

SU YSTEM INV OLVED

0 DOCUMENT _________________________________________________ MS. __________________

o IDIJIPME NT ___________________________________________________________________________________

P50.4_EM __________________________________________________________________________________________

DESCRIPTION —

ADDITIONAL DETAILS (DettWbe ,.tS.ch asp .ssus(th uece~~ y to specIfically descrIbe S/Se p40/Skm)
o ATTA~NMSN1E

FINAL DISPOSITION: TO SE COMPLETED IV COOS. FOR AP R FORCE USE

000 P,ocs~~~ 5y _________________ OIls 000 P. s1u 14 Oil.

FOR ADOITIONAI. COPtU CONTACT T541 COOS. 0005- 43

FIgure 12. Discrepancy or Error Report Form
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(For a ful l description of these forms, see Sect ion 7
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and reinstates the error (DRF) in an active state.

Normally, there is not a great deal of information to be extracted from SCN
or CN (see Figure 13). The Change Pages to the document contain the techni-
cal material and it seems redundant to repeat it all in the Specification
Change Notice. Some short suninary of what is transmi tted is desirable , but
the bulk of SCN’s currently filed are cryptic. In general , this does not
create great hardships for the configuration manager , but for the researcher
there may be a blank between the filing and analysis of a modification re-
qye

~

t and .the ~.1 .iptat.e. .5QlI~tiOn., ..I~i theo,y., £CP.’s.ar,e...s.up.pose to. .be..reyi~e.d
to reflect all actions as the request Is processed , but th is  does not always
occur. A solution adopted by the 472M contract was to include copies of the
final , revised ECP 1 s and CR ’s wi th the SCN and Change Pages ‘that transmit
the implemented changes.

5.4 QUALITY CONTROL

Quality assurance for software projects Is exercised through the specified
reviews , audits and tes ts . Mos t projects do not have formal means of report-
ing review coninent and resol ve d i f fe rences in conference. The only public
record of specifi cation errors or deficiencies is the difference between the
original specification and the final approved document. There is seldom an
official list of review criteria, and the CCB or project office depends upon
the individual expertise of the reviewers to offset this deficiency . Some
projects do file memoranda critiquing the specifi cations , and the CCB may
Issue Action Items that the project must respond to officially before the
f ina l  approved changes are made. DirectIves may be Issued to transmit CCB
decisions .

Test documentation tends to be more formal than that for reviews and audits .
The documents are normally controlled via the Configuration Index, maintained
by SCN ’s, and baselined like other specifications. Hence, detailed testing
cri teria may be extracted. Al though official records may not be kept on

• errors discovered during internal testing, when an independent test organiza-
tion is employed, records are kept after delivery for Integration and system
test
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Both configuration control and quality control measures are often relaxed
after delivery . However , a few systems do operate wi th a full range of confi-
guration management procedures (the SAMSO SCF , for instance), and others have
s imi lar , more informa l procedures .

5.5 SUMM A RY

In general , when a project follows the full set of project and configuration
management practices laid down by military standards and regulations , most of
the information necessary to establ i sh a proper repository is available. It
is true that it would take a large amount of work to extract the desired in 
‘?ôv

~

ñiãtiôn frb~n ~‘é~6r~s and ~~e~~work, and put it into a machine-storable and
retrievable mode. There is also a relatively low level of standardization in
the data collected and in data col lection forms and procedures. If one were
going to try to create a central repository based on current data collection
procedures , the attempt would probably fail due to a morass of unrelated data
forms as have earlier attempts to build software development data bases. Many
of the fo rms and procedures inherent in the current methods are required in
order to coordinate the project and make management control work . To build
a software data collection system around current manual procedures , many
additional data requirements would have to be placed on contracts , new data
collection fo rms generated, and new procedures developed both to extract the
Information from the existi ng procedures and to compile it into a coherent
set of data .
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6. DATA COLLECTION MONITOR SYSTEMS

If it is assumed that the analyses of data collection problems , data require-
ments and current military practi ces define the requirements for a data col-
lection system, then existing systems may be examined to determine how well
they meet these requirements . Among the monitor systems evaluated were SDC ’~
IMPACT , MITRE Corpora tion ’s SIMON , BMDATC ’s Quanti tative Data Base, IBM ’s
Management Data Collection and Reporting System, and TRW ’s Software Reliabi-
lity Study data collection procedures . Each of these systems have somewhat
di fferent objectives and scope of appl i cability , but each offer the manage-
ment of software development some information on the management of the re- 

~ur~~s e U 1 ’~~dtO ~rOdUce~t~e ~~~~~~~~~~~~~~~~~ ~~
e_ th qualit~~df~~

’ ~~5’

the product produced .

6.1 IMPACT [62]

In 1973 System Development Corporation initiated work on a project called the
Software Factory. The SDC Software Factory is an integrated set of tools ,
data stores, and methodologies that provide a procedural approach to the suc-
cessful development of software systems. It exists wi thin a dynami c environ-
ment of varying cus tomer and user requirements , large and small development
projects, and a variety of programing discipl ines. The objective of the
Software Factory is to increase prograniner productivity, reduce system devel-
opment cos ts , and improve software reliability . As an adjunct to the Sof t-
ware Factory, work was initiated on a management tool called IMPACT that was
designed to assist the project manager wi th performing his job. The techni-
ques embodied in the tool were directly derived from the MIL-STD documents
for configuration management on the -project level . Regardless of the type of
management procedures established on software development projects , however ,
IMPACT intends ~to provide project management wi th a means for management con-
trol and visIbIlity .

An overview of the Inte,actlon of the Software FACtory ExecutIve (FACE) wi th
IMPACT is presented In Figure 14., the organIzation of the IMPACT data base Is
presented in Figure 15 , and the IMPACT capabilities are presented in Figure
16.
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FIgure 14. Software Factory/IMPACT
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Figure 15. IMPACT Data Base .
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The structure and capabilities of the IMPACT system are extensive wi th the
resu l t that its manual input requirements seem high . In seek ing an integrated
approach to project management information needs , as typified by the type of
software development plans and reports a DOD procurement requi res , provisions
for a large variety of data were made. (Expansions of data types continue as
planned versions of the system are released). On the other hand , almost all
information other than basic identification is optional so that depending
upon the managerial methodology and the degree of control exercised , manua l
inputs could range from a few cards to thousands. Establ ishment of a project
in the data base is centrally controlled and access to a project’s data is
limi ted by keywords.

Some of the capabiliti es offered by Impact include entering and updating
schedule , performance and resource data for report generation. The system ’s
reporting capability is based on the concept of “threading”, extracting a set
of module relationships and reporting Information associated wi th the ex-
tracted configuration. Similarly, “threads” may be pulled for the impact of
changes to functions , programs , test data , and documents. Using these capa-
bilities requires detailed planning by the project. Al though this is infor-
mation that must be generated by a project, It takes a consc ious effort to
record it for future use. In short, the same attention must be given to
detail configuration control as to schedule and cost control .

Module statistics and evaluation data may be automatically obtained by the
IMPACT system by Interfacing with FACE, the Software FACtory Executive. This
executive routine operates on a PPL concept and collects run informati on on
each module in the course of monitoring the operational requests from users .
The interface requirements between IMPACT and FACE are minimal ; more or less
data can be obtained as user needs increase for It. Note also that it is not
necessary for IMPACT to run wi th FACE. These data could be input manually or
by other automatic tools.

6.1.1 EnvIronmental Characteristics

IMPACT does not specifically collect data of this nature. However, there is
the ability to enter end update date relating to the Individual project
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attributes through specific reporting capabilities offered by the system.
Identification of the following project characteristics can be made:

• Uniquely Identi fy the project , Its start date and control
personnel

• Describe organization and structure

• Describe project tasks and activi ties
• Describe project resources and accounts
• Identify and inventory available personnel

• Describe project or system equipment and/or tools available
• Maintain records of changes

Addition pro,~ect Information may be available through references made to docu-
ments that further describe the project elements , such as organizational
charters , job descript ions , and tool descriptions .

6.1.2 Project Performance Characteristi cs

Since IMPACT is designed to aid the project manager to better perform his job
In visual izing project performance through reports , there are much data avail-
able to support research on productivity and progress . Some of the items
relating to this include capabilities to:

• Define project activities and relate them to products and tasks
• Schedule project activi ties and record activi ty performance by

actual starts and completions
• Constrain project schedules by milestone due dates and other

event dates
• Record and compare resources allocated to and expended on an

activity

• Record cost and schedule variance
• Investigate the Impacts of lImi ted resources on potential

schedule performance
• Level peeks and valleys in resource allocations wi thin

available schedule slack time
• Assign responsibility for activities to persons, organiza-

tions and cost centers
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• Record the documents authorizing an activity and reporting
the results of it

• Provide retrieval of activity records by schedule dates and
periods , products, tasks, personnel , organization , accounts,
and resource assignments

• Reports activi ty anomalies in schedules , expenditures , and
record completeness

• Provide computer operations log (wi th FACE , the Software
Factory Executive). This information includes :
1. Type of computer operation (compile , execute , etc.)
2. Identi fies module(s) and type of data set , e.g.,

source , involved in above operati on
3. IdentIfies time/date and amount of computer time

used for operation
4. Identi fIes personnel making computer run
5. Gives a result Indicator (good, warning , or bad)

• Provides module evaluation data wi th FACE, the Software
Factory ExecutIve. This information includes :
1. Source card count
2. SIze of object module in bytes
3. Number of Instructions in module

• Retain an activi ties history to:
1. Enable ‘Trend ’ and ‘Earned Value ’ charts
2. AcquIre statistics on frequency and impact of replanning
3. Make periodic budget or expendi ture tables

• Retain a log of personnel assignments for activities , In-
cluding:
1. Personnel efficiency ratings
2. Personnel loading analysis

• Automatically acquire computer time expenditures and run
results from the computer system

• Make ‘Thread’ oreinted-management reports - that is, specify
a configuration member and relationship of a specified hier-
archicel depth, or number of flow steps, whose subelements
would be retrieved and used to find all activities associated



with the thread members , and to report these wi th the
• configuration relationships depicted

• Provide schedule maintenance , Including the reflection
of actual performance (starts and completions) in the
existi ng schedule

6.1 .3 Product Configuration Characteristics

Much attention has been given to the design of configuration control proce-
dures In the IMPACT System. Consequently, there is much data defining the
system components and relationships . The capabilities IMPACT offe rs include
the following:

• Provide for the identi ficati on of sys tem configuration or
representations at functional , design, and product phases
in the project.

• Provide for describing the functional and structural re-
lationships among system elements; especially the hier-
archies of program, data , equipment , and function struc-
tures (decompositi ons).

• Provide for recording the baseline status of system elements.

• Provide for recording , describing and maintaining status
• accounts of all proposed changes to baseitned products ,

I including:
1 1. ModIfications (ECP)

2. Problems (PR)
3. Discrepancies (errors) (DRF)

• Relate the proposed changes to the configuratIon elements
affected

• Record actual changes and associate these with the change
proposals and elements changed, including:
1. Specification Change Notice (SCM)
2. Change Report (CR)
3. ModificatIon Transmittal (Mm )
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• Provide for status accounting of changes , including due
dates, approvals and implementations.

• Enable the detection of the impacts of proposed changes by
following the recorded relationships between functions ,
program and data modules , tests , and documentation elements.

• Provide for the identi fication of system documentation , the
decomposition of the document into its subsections, and
cross-referencing of document elements to programs , data ,
functions , tests , modifications , and other configuration
elements .

• Provide for the verification of actual program structure
against planned. (At present, only the module-ID and
module size are captured for verification; system cross-
reference matrix not implemented.)

• Provide for configuration-ortented reporting i.e.,
arbitrary version compositions as well as baselined
configurations, includ ing:
1. Configuration identification showing hierarchical

structure.
2. Configuration status showing documentation, modif 1-

cations , correcti ons , and milestone sta tus of each .
3. Change status by class : ECP, PR, etc .
4. Discrepancy status.

6.1.4 Quality Control

IMPACT offers the user the following quality assurance reporting capabilities :

• Identify and describe reviews and tests.

• For each product, define milestone dates for associated
reviews and tests.

• Relate tests to the modules tested and the functions
exercised.
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• Obtain lmediate results of test runs from computer , and
report current test status.

• Perform version and mod accounting for integration and
certification records.

• Provide for problem reports and error report recording
and accounting.

• For test-run planning, use a “threading” capability to
select run combinations.

• Record results of CCB deliberations , including:
1. ActIon Items
2. Approvals and disapprovals of mods and corrections
3. Review authentication

6.1.5 Suninary

The information required by the IMPACT system in order to offer the capabili-
ties listed are extremely large. However, the amount of software development
data necessary to manage the numerous components of the developing software
system are staggering in volume. IMPACT is designed to aid the project mana-
ger with his job. The input data required to do this is extensive; the main-
tenance of a large input source is difficult when omissions occur, or changes
in structure are required; the system design allows for a system, management,
and organization structure of any kind; the data required to represent this
diversity may not be readily apparent to all users.

The displays used for scheduling include both GANTT and PERT chart networks,
but the display options, at this point, are rudimentary. Error reports and
closure reports are tracked; however, reliability data sufficient for modeling
Is not available. Likewise, other areas of the data base are not as detailed,
or historical in volume so as to support specific research projects since the
objective of the tool Is for project management.

6.2 SIMON (63]

SIMON is a prototype management tool developed by MITRE under a RADC sponsored
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contract. It is a tool to aid the management of developing software systems
at the first-level progranm,ing group and its inrnediate manager. The principal
purposes of the tool are 1) provide managerial visibility into the software
development process and 2) collect data in an organized and timely way in
order to support research on cost and reliability analyses. It appears that
the major emphasis ef this data collection monitor is to supply the project
manager with reports on the system structure and data relationships as It
evolves , with minima l emphasis on resource allocation and expenditure, and
its management.

In order to perform its tasks , the SIMON System rel ies heavily on the correct
and timely manual input for both the precompiler pass and the transaction pass.
It is not clear that any of the Input forms could be eliminated even if costs
for manual preparation of input forms were a major factor in a specific pro-
granm~ing project. In general, the col lection forms appear to be fairly sim-
ple to fill out and submit.

The structure of .the system components (see Figure 17), the data relationships,
and the module evaluation data Is obta i ned automatically by the precompiler ,
compiler and post compiler inputs to the transactor.

6.2.1 Environmental Characteristics

From exami nation of the contents of the records in the data base , it can be
seen that SIMON collects the following environmental data :

• Identifies project by name, start and stop date
• Identifies total funding allocati on, and partial funding

for man-hours, computer dollars , file space, terminal
a hours , and other dollars

• Describes projec t personnel assignments
• Describes organizational structure and interfaces of

software system

6.2.2 Project Performance Characteristics
• As previously stated, the SIMON System is a tool to aid the project manager
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monitor the software through its development cycle. In so doing , it specifi-
cally collects enough data to:

• Schedule project assignments and record start and end dates.

• Record and compare resource allocated to and expended on
system and subsystem design and test activi ties.

• Report resource expenditures (projected and actual) for

person hours, terminal hours , main memory usage, computer

dollars and file space.
• Report activity anomalies in schedules as manually input

by both project manager and progranmier.

• Reports projec ted resource overrun.
• Reports projected scheduling conflicts.
• Provides module evaluation data, Including:

1. Haistead length - count of operators and
operands

2. Number of program lines

3. Number of statements
4. ComplexIty rating, to be Implemented
5. Modules called
6. Coninon variables referenced
7. Files referenced, by name and type
8. DEFINES referenced, by name
9. Status of testing
10. Number errors charged to module

• Provides computer operations status in reference to modules,

including:
1. Dates of first/last preco.npilations
2. Dates of first/ last compilations
3. Total number of comp1l~itions

• 4. Date of first “clean” compile

• Provides subsystem evaluation data, including:
• • 1. Status of design

2. Testing sta tus , including:

1. Subsys tems needed to complete testing
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2. DrIver needed and/or feasible for testing
3. Test plan status

3. Number and names of modules in subsystem and the testing
status of each module.

6.2.3 Product Configuration Characteristics

The following reporting is available:

• Provides for the identification of system elements at
the design and testing phases of the project.

• Provides for describing the structural relationships
among system elements , including hierarchies of sub-
systems and modules , and data and fil e cross references.

• Provides for accounting of errors and discrepancies for
subsystem and modules.

• Relates the errors to the system elements affected.
• Provides for the Identification of system documentation

on a subsystem level.

• Provides for the verification of actual module and sub-
system size , and hierarchical structure against planned
design.

• Provides a planning guide for the formation of system
design changes.

6.2.4 Quality Control

SIMON provides the project manager with the fol lowi ng information :

• Identifies milestones of design and test for each system
element.

• Identifies testing status and number of tests run for
each module.

• Provides for error recording, Including:
1. Means error manifested itself
2. Means of error diagnosis
3. Complexity of error
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4. Number of error occurrences
5. Time when error occurred

• Provides for discrepancy recording, including:
1. Means of discrepancy detection

• 2. Disposition of discrepancy

• Provides for error/discrepancy sunvuations for the project
for modules for each reporti ng period.

• Provide a mechanism for measuring system design disciplines ,

e.g., levels of abstraction when del i neated by subsystem

leve ls.

6.2.5 Suninary

SIMON appears to be geared to a specific type of management procedure and for

a specific type of software development project, limi ting its applicability

to differing projects .

For instance , the phases of software development are broken down into only
1) design ; and 2) test. The implementation , or coding phase, is not sped-

• fied as an independent activity to be included in scheduling or costing .

Certainly an optimally finer breakdown of activiti es, as we ll as resource
items, Is an essential ingredient in any management tool . Not only does

there appear to be an incomplete accounting of resources and expendi tures,

but the level of detail appears to be too coarse for accurate accounting and

• . scheduling .

Configuration control procedures outl ined by milita ry organizations appear to

be ignored. Configuration accounting is the process of monitoring the status
of a module wi th respect to a set of specificati ons ; all modifications to the
module must also be reflected In the specifications and modifications to the

specifications. Module history accounting consists of the original module
• source, the change cards used to produce each mod of a module, and whatever

information is necessary to reconstruct a particular version of a module.

The objective of module history accounting is to provide the facility a means

by which one may revert to any prior state of a module.



Since one of the purposes of the SIMON System Is to collect data for research

into factors affecti ng software quality , the data being collected to support
reliability analysis is insufficient in detail , such as the amount of effort
to detect, isolate and install a correction . (SIMON requests time spent only
“if significant” .) Also , a finer delineati on of type of error di screpancy for
both reliability analyses and project management is desirable. (The Discre-
pancy Report Form and Discrepancy Update Form does not request such data as
program name, subsystem involved, document referenced , recomended priority
for repair, etc. It appears that these forms are a reporting mechanism only.
The actual tracking of the error, its impact on the system, the cost of repair ,
the name and type of activity which originated it are not requested.) The
phases of software testing have not been delineated with the result that
error analys is for unit, integration and system testing cannot be determined.
Since the JOCIT Compiler is a part of the SIMON System, a detailed history
file could be collected , maintained , and reported. The project envi ronment
data collected is insufficient to identify characteristics of projects to

• support analysis of their impact on both costs and quality of software devel-
opment.

6.3 BMDATC QUANTITATIVE DATA BASE [64)

System Development Corporation, in Huntsville Ala., was contracted to estab-
l ish procedures for the acquisition and maintenance of software development

• 

• 
performance data received from BMDATC associate contractors. These contrac-
tors consisted pf a set of Huntsville based ~companies supporting the Advanced
Research Center. The procedures established were aimed at the acquisition

• of data obtained from the defini tion, design , production and test of software
items constituting the BMDATC Software Development and Evaluati on Technology
(SDET) Program. The objectives of the data collection procedure and analysis
were: 1) to provide measures of data processing technology effectiveness;

• and 2) to make software development cost estimates . Because of the type of
research work being performed by the responding contractors and because the
data collection procedure was an Inter-company effort , the design of the data
collection procedure was to establish a repository of data for analysis only.
It was not intended to provide data for contract moni toring or project manage-
mont.
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The totally manual data collect ion procedure established consisted of two
forms , the Software Development Data Form (SDDF) and the Software Modi fi ca-
tion Data Form (SMDF). The SDDF was submitted on a quarterly basis to SDC
personnel . Development data prior to the establishment of the proceduralized
collecti on date was estimated and subsequently submitted to SDC. (These esti-

• mated data reflected a time period ranging as far back as two years.) The
• SMDF was submi tted upon completion of the modi fication by the person respons i-

ble for resolving the problem. It should be noted that this form was desi gned

to report errors or modifications which exceeded one man-day 1 s effort to re-

solve. One problem was to be reported per SMDF. All of the collection and

compilation of the data obtained was manual . The data base was represented

in two forms , the Accumulated Producti on Data and Accumuated Resources Used .
These forms also included the estimated data reflecting work completed before

establishing the procedure.

6.3.1 Environmenta l Characteristics

Al though the BMDATC contractors are identified wi thin the data base, little

data supporti ng identification of unique project characteristics is made.

• The data col lected :

• a Identifies project and organization by name.

• Identifies reporting period.

• Identi fies phase of software development life cycle that
is currently being report on.

• Identi fies staff experience of project personnel , including

• management.

• 6 .3.2 Project Performance Characteristics

It should be noted that the data collected was not intended to be used for
project management. The performance data forms , submitted on a quarterly
basis:

• Records man-days expended on each s ftware item activity, with
• relation to staff experience level.

• • Records man-days expended on docuientation produced.
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4 • Records total amount of documentation produced in number
of pages of text, math, and drawIngs.

• Records total number of documents wri tten.
• Records total amount of source statements coded in MOL

and POL.
• Records amount of logical , mathematical , control and data

management, and I/O sta tements coded.
• Records amount of computer time used, wi th relation to

staff experience level.

6.3.3 Product Configuration Characteristics

There was no data collected for the purposes of demonstrating the product con-
figuration

6.3 .4 Quality Control

The purpose of the BNDATC Data Base was not ai med at quality control . How-
ever , the data collected :

• Identifies software activi ty being performed at time of
modification including :
1. Requirement specification
2. Software design
3. Unit test
4. Integration
5. Va lidation test
6. Acceptance & performance test

• Identi fies type of modifi cation, including:
1. Requirement change

• 2. Requirement error
3. Design change
4. Design error
5. Coding error
6. Documentation error , wi th specification of document title



• Records effort expended in man-days for:
1. Detection and isolation of error
2. Correction of error or installation of change

• Records amount of computer time used for:
• 

~• 1. Detection and isolation of error
2. Correction of error or installation of change

• Records number of source statements changed or added in
MOL or P01 wi th respect to the followi ng types of Instructions :
1. logical
2. Mathematical
3. Control and Data Management
4. Input/Output

6.3.5 Suninary

The project characteristi cs collected appear to be insufficient to allow
analyses of the data processing technology effectiveness employed by each

contractor. There is no form for obtaining this data, and al though the ARC
is familiar with each contractor, a finer level of detail of individual pro-

• ject characteristics is necessary . This form should contain such information
as project personnel experience, programing methodology used, programing
tools and aids used, etc.

The Software Development Data Form appears to lack specificity on producti-
vity data in relationship to costs incurred. In order to obtain this type

• of data the reporting period must be more frequent than quarterly. Even a
monthly reporting period may not be frequent enough to adequately measure
productivity and cost data. Further, rel iable, accurate information cannot
be obtained by estimation or reconstruction. Al so, the complexity or diff 1-
culty level of the specific task being reported should be estimated. (Obvl-
ously, an extremely diffi cult operating system written in a MOL impacts the

• productivi ty rate, and must be eva’uated as such.) It also appears that the
computer utilization costs are not sufficiently detailed so as to allow cost
analysis.
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The other col lection vehicles , the Software Modification Data Form (SI4DF),
lacks detail supporting both analysis on technological effectiveness and
costs incurred due to program errors and/or modification . Reevaluation of
both collection forms and procedures is currently planned by the Advanced
Researc h Center.

6.4 IBM MANAGEMENT DATA COLLECTION AND REPORTING [65]

IBM publ ished the Management Data Collection and Reporting volume as one re-
port of a series that addresses information and guidelines in the adoption
and use of structured programi ng methodology under contract to RADC . The
objectives of this specific report are: 1) to define data items and a method-
ology for collecti on of those data to aid the software projec t manager in per-
forming his job; 2) to provide a plan for studying the data collection pro-
cess by examining the data collected. A major impetus for the study performed
by IBM was to understand better the software development process, the control
and management of the process , and how structured programing technology
impacts the development.

The data collect ion system inc l udes estimated and actual data , as well as
information obtained from a multi-level reporting scheme. Much of the data
are used and cross referenced in several of the reports. It appears that the
collected data (or col lection vehicles) may be geared to an IBM-oriented
software development process, and may not be applicable to a wide diversity
of other software firms without some redefinition and expansion . The data
are not intended to support project management, Including conf iguration
management and quality control, since they are after-the-fact- and suninary
data.

The proposed data collection system includes both manual and automatic means
of acquiring data . The reporting level and method of collection are repre-
sented in Figure 18. The reports to be generated from the data require that
the softwa re development data be properly established and maintained.

6. Li Environmental Characteristics

The data supporting analysis of the project’ s environmental data :
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• Describes system structure and complexity.
a Identi fies project and subsystem resources.
• Identifies personnel characteristics and experience.

• Identifies working environment.

• Identifies customer experience.
• Identifies travel requirements.

• Identifies structure and complexity of data base.

6.4.2 Project Performance Characteristi cs

The following reports on project performance information :

• Provides for determining the system status of elements
during implementation and evaluation phases.

• Provides for determining the update activity and reasons.
for making updates to system components during implementation
and evalua tion phases.

• Provides for determining the update activity and current

t status of a program during implementation and evaluation
phases.

• Provides for the moni toring, optimizing and allocating of
computer testing time during the design and implementation
phase for system elements.

• Provides for monitoring actual amount of system documenta-
tion produced against estimated.

• Provides for monitoring the system constructi on during
Its development.

• Provides cost information, both estimated and actual , on
resources expended current to the reporting cycle.

• Provides subsystem and project progress information based
on estimated vs. actual data.

• Provides system technical Information, both estimated and
actual , current to the reporting cycle.

6.4.3 Product Configuration Characteristics

The data collection system provides data sufficient to verify actual system
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implementation against system design.

6.4.4 Q~altty Control

The information to aid the project manager with quality:
• Provides information for monitoring the modificatIon

status for control, modules, programs, subsystems, system.
• Identifies number of system tests planned and executed to date.
• Provides an error reporting hierarchy for programs, subsystem

and system including Specification Implementation Errors and
Specification Development Errors.

• Provides efficiency improvements and documentation made for
programs, subsystems and system.

6.4.5 Sumeary

Since data collection vehicles were not associated with the data collection
system proposed, a complete evaluation of the data
collection system cannot be made. It appears that error reporting
and analysis is Insufficient If management is to have an impact on the relia-
bility of the system produced, as well as determining the effectivity of
structured programaing technology on the reliability of software. There is
no facility to monitor problem reports or closure reports. Such items as
error impact on system components, origination of error, costs Incurred on
error detection, isolation and correction must be Included. Module history
accounting is not provided for, although there Is provision for automatically
updating the module nuiter of each program unit. Configuration control proc-
dures outlined by military organizations are not monitored. The identlfica_

• tion of the system configuration items at various phases of software develop-
ment are not specified, and there appears to be no provision for Identifying
milestones in the software development process.

The prograuniing support library (PSL) concept, a valid and essential element
• In contributing to the success of the data collection system must be evalu-

ated. In order to determine Its effectivity , spmt lflc data must be collected
on the user procedures, human factors consider ations , and costs of maintaining
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the PSI. (The size of the software project may not be able to support the
personnel necessary for the PSL. and alternatives should be examined as wel l .)

Schedule maintenance and schedule variances are not delineated , and conse-
quently, it would be difficult to evaluate the impact of variances In schedule
on resources . Also , personnel assignments, activi ties, and schedules are not
specified or monitored. Project activities are not related to deliverabl e
end-items, which may influence analysis on productivity of project personnel,
as well as overall project performance.

6.5 TRW SOFTWARE RELIABILITY STUDY (66]

The research work TRW performed on software reliability and quality under con-
tract to RADC contains a detailed study of software error types, techniques
for findi ng those errors , and reconinendations for improving reliability . The
objectives of the study include :

1. Examine availabl e software structure and characteristics which ,
when analyzed, will contribute factors for reliability descrip-
tion and/or prediction.

2. Define Improved error collection methods.
3. Define error categories .
4. Reconinend techniques for improving software reliability, and

early error detection.
5. Evaluate reliability models.

TRW used data from four large software development projects to support this
study, as well as examining many methods of reliability modeling .

6.5.1 Conclusions of the Study

The reliability study provides an insi ght into the benefits derived from col-
lecting a detailed sample of error data. The analyses performed have the
potential for aidi ng both present and future software development projects.
These collection and analyses processes, however, are not obtained without a
substantial amount of cost and effort, as well as the support of all project
personnel.
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The collecti ng of error data may be improved by the following recon~nendations :

1. Establishing adequate procedures for the problem report
and problem closure.

2. EstablIshing procedures for standards and formats for
data collection, with proper regard to configuration
management and reliability data requirements.

3. Applying general purpose reliability data collection tools.
4. Allocating “dedicated” manpower to the collection process.
5. Initiating data collection procedures early in the develop-

ment cycle.

The categorization of errors can be broken into sub-categories, one for classi-
fying the symptom and one for classifying the specific cause. These cate-
gories can then be further delineated, according to the following observa-
ti ons:

1. The hfi xeru of the error should be resoonsible for the error
category assignment.

2. The error categorization should be:
a. Done concurrently wi th closure of the error .
b. Based on both the problem and closure reports .

3. Lengthy error categories are difficul t to use and require
practi ce to be effective.

4. ~ducation of data collection personnel as to the objec-
tives and precedures of the effort Is necessary.

Software project and module characteristics necessary for reliability analysis
are of two types:

1. Measurable structural characteristics, including size, inter-
face descriptions, data base use, language elements use, data
handling, etc. 4

2. Subjective evaluation characteristics, including difficulty,
type or routine, complexity, etc.
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Recopinended techniques for Improving software reliability include :

1. Examination of error data , including histori cal error
rates , the criticality of errors found, and the concen-
tration of errors in source code, can indicate areas of

poor design. In such cases, action can be taken to
eliminate the problems before delivery of the product to
the customer.

• 2. New software technology, including structured progranining,

and test tools to dynamically record execution frequency,

impact error rates .

6.5.2 Suninary

The TRW study was primarily directed at examining components of softwa re re-
liability. However , as the interim report notes , there were several impor-
tant data points that were not collected or analyzed during the course of the
study — more extensive reliability modeling data, such as total CPU operating

time of the software , total elapsed debugging time, number of tests run, num-
ber of errors found per test, etc . While this information is specific to
rel iability modeling, it should be provided for in software operations re-
ports on the contigency that modeling is to be done . Des ign error informa-
tion, such as when the error was discovered and the consequence of the error,
Including amount of code change, complexi ty of change, number of modules im-
pacted, etc., is also important for reliability analysis.

There Is little data to support analysis of the number and severi ty of errors
generated as a result of correcting a previous error. Al so, information as

to amount of effort needed to correct an error, e.g., number of computer runs,

• total CPU time, total resource expendi tures, and man-hours spent, is needed
for program error analysis. More extensive testing information, e.g., num-
bar of test cases run, number of errors per test case, amount of code tested
per test case, and type of testing methodology used Is necessary for the
evolution of better test tools.
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6.6 CONCLUSION OF COMPARATIVE EVALUATION

Despite the difficulty of comparing data collection systems designed to meet
widely differing objecti ves , several conclus ions can be reached . There is no
one system that provides a data collection procedure and data base structure
to meet both research needs and project performance monitoring. The collec-
tion systems reviewed are geared to specific project dependent characteris-
tics and do not provide flexibility in collecting data from diversified devel-

• opment projects. While there are problems i nherent in attempting to collect
and maintain data for a software project of any size and structure, as demon-
strated by the management tool IMPACT which requires valid , well-defi ned plan
data, it appears that such a requirement is necessary as it pertains to the
RADC repository specifi cati ons . In order to analyze effectivity of program-
ming methodologies and tools, system structure and data relationships are
needed . A tool , such as SIMON, allows the manager to evaluate the construc-
tion of the evolving system automatically, but this large amount of data re-
quires thorough and timely exami nation by a technical person in order to be
used effecti vely. These data may be so detailed and depend so heavily on
user inputs as to be v*rtually useless in a repository wi thout summari zation .
Both planned and actual values need to present for some parameters; a method
that col lects “old” data necessarily col lects !ubjective estimates and i nvali-
dates the project’s data base. The Quanti tative Data Base experience has
demonstrated the need to coliect data in a proceduralized format on a timely
basis. A project library, such as IBM ’s PSL , appears to offer a systematic
method of maintaining software project data. In an organized and controlled
method, requiring a signifi cant commi tment of personnel and computer resources
to the data collection process. Reliability data sufficient In quanti ty and
detail to support reliability modeli ng and indicate the technological direc-
tion in which to proceed in the development of new tools can be time consum-
ing and costly for project personnel as demonstrated by the TRW study.

(The reverse of this paqe Is blank)
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