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ABSTRACT

The performance of users in man-machine interaction (MMI) is described in terms of
a number of user- and machine-oriented parameters. The general linear model of
experimental design is used as a model of the interaction. Performance measures are
selected and a questionnaire developed to gauge user attitudes toward the man-machine
system (MMS) and its environment. The interface parameters selected are hypothesized
to have a significant effect on the performance and ati:.ude measures.

The effects of varying CRT display rates and output delays upon user performance
and attitudes in a series of message retrieval tasks were evaluated experimentally. The
results support the somewhat surprising conclusion that doubling the display rate from
1200 to 2400 baud produces no significant oerformance or attitude changes; increasing
the variability of the output display rate produces both significantly decreased user
performance and a poorer attitude towards system and interactive environment. The
generally held notion that increasing output display rates is associated with better user
performance is not supported; in fact, a general recommendation to system designers
woulc be that increasing output display rates should not be attempted without a
corresponding increase in CPU power.

The questionnaire, which elicited user’s attitudes toward the system, correlates with
performance on the interactive tasks. The importance of these results to designers of
MMS is discussed.

This study is the author’s Ph.D. dissertation.




1. INTRODUCTION

The general area of this research is man-machine interaction, specifically analysis of
system output. Broadly stated, this study shows that the variability of system output
bandwidth significantly affects users’ performance across a wide range of interactive
tasks.

In the field of computer science, it is now possible to divert attention away from
fundamental theoretical issues towards refinements in systems and applications design for
the greater satisfaction of end users. To this end, the previous ad hoc methods of
refining systems to users’ needs -- based on the intuition of the designer or programmer
-- ought to give way to the more rigorous and reliable techniques of controlled
observation, experimentation, and development. This research demonstrates that certain
parameters of the man-machine interaction environment are manipulatable as a means of
improving user performance.

This research uses an interactive message processing system now used at the
University of Southern California’s Information Sciences Institute and other locations. This
program has been modified to provide a useful means of examining the relationship
between the performance of the user and the variables influencing that performance.

Later sections discuss in greater detail the parameters of the interaction, which are
shown to influence performance. Appropriate measurements are developed for evaluating
performance in this kind of interactive task.

This work is an attempt to develop a model of man-machine interaction. Clearly a
number of variables will affect performance in interactive tasks: for example, intellectual
and cognitive differences in users, computer speed and power differences, command input
differences, and data display differences. A complete model of the interaction would take
all of these parameters into account, and use them to predict both user and system
performance. Because this model was developed in order to predict user performance as
a function of changes in the output parameters, it fixes the values of the other parameters
to determine how changes in output affect user performance.

Statistical and experimental design [Winer, 1973] provide a framework for testing
the validity of the model. The parameters hypothesized to influence performance are
classified as independent variables and the performance measures as dependent variables.
The objective is then to demonstrate that changes in the former produce changes in the
latter. Statistical design theory suggests ways in which the problem can be structured
such that the model may be tested and a probability statement made concerning the
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likelihood that changes in the independent variables will actually produce changes in the
dependent variables.

This research has involved two distinct phases. The first selected reasonable
variables, which were hypothesized to influence user performance, and useful performance
measures. The second tested for significance, i.e., the relationship between the
independent variables and the performance measures. Ultimately, the rationale for
performing research on the effects of changes in the system parameters upon user
performance is to make possible the development of interactive computer systems that are
more compatible with the needs and the limitations or abilities of the potential users of
that system, as well as to provide a framework for testing future systems. In particular,
Chapter 6 points out that controlled observation of people using an interactive system,
under conditions which stress the functions available in the system, provides a means of
identifying those aspects amenable to design improvement.

A number of broad-ranging questions occur as one studies the ways in which people
interact with computer systems: suitable input language, keyboard and terminal designs,
format and intensity of displays, amount of material, content of responses, speed and
variability of display rates, etc. Additionally, there are questions concerning the way in
which different individuals perform in the man-machine interaction: LQ. differences,
motivational and cognitive complexity factors, previous experience, etc. A complete
theory of man-machine interaction (MMI) would take all of these factors into consideration
in attempting to predict user performance for a given man-machine system (MMS). The
theory would also include parameters relating directly to the individual system, and
perhaps as well factors which relating to the supporting computer system -- CPU speed,
memory capacity, etc. Any complete theory or model of user performance would, of
course, have to predict performance measures that are useful; a preliminary step in
developing a model or theory of MMI is the selection of useful or reasonable performance
measures.

It is conceptually reasonable to break the set of MMI parameters into those which
represent the man (user) and those which represent the machine. The machine
parameters, in turn, may be divided into those which represent the particular interactive
program, those which represent the interactive environment (the terminal, display and
input language form), and those which represent the background processor.

By fixing all of the parameters except the display ones, this research explores the
effects of changes in the display upon user performance in a given (though not untypical)
MMS. In fixing the user population, the MMS, the input language form, and the background
computer system, we still tacitly assume that the levels at which these have been fixed are
representative of a broad class of interactive systems and users. It is this assumption of
the generalizability of the research which makes the results of potential interest outside
the immediate system and subject sample. Further elaboration on this concept of external
validity is made in Chapters 4 and 6.
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Specific hypotheses are tested in this research. By limiting the parameters, the
basic hypothesis is that, for both the given user population from which the sample was
taken and the particular interactive system employed, there are significant performance
differences between groups of subjects receiving different levels of the display variables.
A more detailed elaboration of the techniques, both the physical experimental environment
and the statistical and design techniques, is presented in Chapters 3 and 4.

The experimental sessions involve three phases. First, subjects are given an
introduction to the system. Next, they are given a series of tasks to be accomplished
through the use of the system, i.e., questions to be answered by selecting and examining
messages from a data base. Since the data base is rather large, the search and boolean
operations available in the system must be used in order to reduce the number of
messages that must be examined. Upon finishing all of the tasks, the subject completes a
questionnaire on a number of features of the system. The statistical model for the
analysis of the subject’s responses is contained in Chapter 3.

Discussions of the controlled testing of man-computer interface issues are sparse in
the computer science literature. Chapter 2 of this report reviews some of the pioneering
work from which the ideas presented in this work germinated. Since experimental design
and statistical evaluation of experimental results are not within the mainstream of
computer science, Chapter 3 briefly develops the statistical techniques necessary for the
experimental design, as well as the analysis of variance and multivariate techniques used
to analyze the task and questionnaire data.

Chapter 4 describes the experimental design used to test the hypotheses, describes
the interactive system and the experimental environment (the physical setting), and
presents a sample subject scenario. Finally, Chapter 4 addresses the issues of internal
and external validity (generalizability) of the results.

The results of the experimental session are presented and discussed in Chapter 5,
including summary analysis of variance tabies, graphical presentation of answers to the
post-test questionnaire, and correlational findings. Chapter 6 extends the discussion
begun in Chapter 5, drawing conclusions and making inferences about the utility of the
types of experimentation conducted in this work. The shortcomings of the controlled
experimentation and observation technique are specifically mentioned, and suggestions are
made for further research into the relationships between the parameters of the MMI and
the performance measures. Finally, the desirability of a theory of MMI is suggested,
particularly the benefits to system designers of intensive observation of potential users to
better understand those features of a given interactive system that best satisfy users’
needs.
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2. RELATED TOPICS AND AREAS OF STUDY

The actual number of controlled studies -- either of specific systems and their user
population, or broader theoretical studies of MMI -- is extremely limited, although a
number of authors express the opinion that these studies are needed. Willmorth [1972]
states:

Designing an information system for human use implies task analyses to

determine the human actions to be performed, the decisions to be made, and
the information required to be displayed to the human and expected from him,
followed by the optimal design of the man/system interface. . .Time and
effort must be devoted to designing a well-human-engineered system.

Willmorth goes on to note that there is virtually no verified human engineering data
for software and suggests an experimental methodology for examining the relationships
between various versions of on-line planning systems and a set of (unnamed) performance
measures or characteristics. The paper serves more as a call for ideas or research rather
than as a detailed statement of valid or useful performance measures.

Bennett [1972] concludes that "After a careful search of the major human factors
and applied psychology journals. . .there is remarkably little evidence of research
undertaken for the express purpose either of increasing our understanding of
man-computer interaction or of providing information that will be useful in the
development of systems that are optimally suited to user’s needs." He identifies three
areas that would benefit from human-engineering expertise: (1) conversational languages,
(2) the effects of computer system characteristics on user behavior, and (3) the problem
of describing, or modeling, man-computer interaction. Bennett’s main concern is with the
utility of the human-engineering attempt at model building and its lack of benefit to a
systems designer. He feels that there is too great a distance "between the symbolic
concepts and real-world data." He further reiterates his call for research by noting that
early work with interactive facilities had computer efficiency as the paramount
consideration, and by noting that "the experience that makes optimum usage patterns
obvious to the designer rests on a computer-oriented lore unknown to people who are not
computer professionals." His final remark is worth quoting in its entirety for its clear
statement of the need of a discipline of MMI design:

Because the theoretical basis for incorporating user problem-solving

characteristics into analytical models is so rudimentary, the resulting user
interface technology will take the form of procedural rules used by designers
to guide their creative judgment. Indeed, the challenge for research is to
transform the current art of design into an engineering discipline by
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developing an agreement on ways for characterizing user tasks, for allocating
interface resources to meet task requirements, and for evaluating user
effectiveness in task performance.

Specific examples of research designs, methodology and results in the MMI literature
include Walther and O’Neil [1974], who studied the effects of both user characteristics (for
example, evaluative attitude [i.e., prior attitude towards computers], experience with
on-line systems), and program and terminal characteristics (TTY vs. CRT, flexible
vs. inflexible command recognizer). They found significant effects for terminal type and
interface flexibility, as hypothesized, but there were often significant interactions with
user experience or evaluative attitude. The utility of their work is that it submits to
experimental verification their hypotheses concerning the relationships between the user
and system variables of their study. Since some of their results were counter-intuitive,
they add evidence that there is a need for carefully designed, well controlled experiments
on the relationship between user and system characteristics and user performance. Their
performance measures were limited only to time for task and syntax errors, and did not
include user attitudes towards the interactive system or its interactive environment. The
specific system of their study was an interactive text editor; subjects were required to
find and correct a number of mistakes in a body of text.

Hansen [1976] examined differences in performance of groups of users in solving
complex problems in on-line vs. batch environments. His study suffers from the
difficulties inherent in performing research on users of interactive computer systems in
that the extensions of the results to actual real-world environments is not always justified.
However, he concludes his work by noting "it is not necessary to predict accurately and in
detail in order to be useful. Man-machine research may be effective if it serves only to
help the designer to organize his thinking about how [users] perform, to enable him to
distinguish those variables which are likely to be important, and to design ad hoc
experiments to answer specific que: ‘ions.”

Melnyk [1972] administered a post-test questionnaire in her study of the effects of
limited ("frustrating™ bibliographic search systems vs. a more open or free-form
("non-frustrating”) search system. The questionnaire included items concerning keyboard
design, keyboard ease of use, printing speed, etc; a significant difference was found
between the responses of those who experienced the "frustrating” system and those who
used the "non-frustrating” system. There are some clear methodological difficulties in her
study concerning the nature of the differences in the "frustrating” vs. "non-frustrating”
systems, but her attempt to elicit user attitudes towards the system and its environment
are significant. Unfortunately, there seems to be no concern for effects of subject
differences between the two groups in her experiments. She reports a broad range of
background and terminal experience among her subjects, but does not appear to
incorporate the necessary experimental or statistical techniques to control for these
differences. Since her work pioneers in considering the process of people using computer

MO 7. T T 1
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systems, and concerns itself with user-oriented issues, it must be viewed in terms of its
selection of performance and attitude measures as well as its methodology.

Others who have done experimental studies of the effects of interface parameters
upon user performance in interactive systems include Carlisle [1974], who was also
concerned with interface complexity, and Ting and Badre [1976], who were more
concerned with interactive modes and their effectiveness in teaching and the subject’s
subjective judgment of the operational quality of the features provided. Importantly, the
authors believe that "the overall judgment of the usefulness of the system was taken to
be an indication of the success of the [man-machine] interaction."

The few researchers who have performed experimental research on interactive
systems are concerned that the user’s view of the system is as important to the success
of a man-machine system as performance measures such as time to complete tasks, errors,
cost, etc. In fact, there is as ample a volume of work on the nature of useful performance
measures for evaluating interactive systems as there is a sparsity of actual studies
evaluating systems. Sterling [1974] discusses the need for "humanizing” computerized
information systems and the difficulty in deciding just what that term means. Martin,
Carlisle and Treu [1973], in examining the man-machine interface in a number of
interactive bibliographic systems, note that there is a lack of "knowledge about the blend
of ingredients that produces a comfortable man-machine interface.” Treu, in a later paper
[1975], suggests experimentation in the effectiveness of interface languages, where the
performance measure is a user-oriented one, i.e., the amount of mental work or "think
time" spent by the user just before using a command.

Thus it is reasonable to optimize systems in terms of user-oriented performance
measures. A questionnaire (see Appendix 3) was administered to the subjects of this
study as a means of eliciting their attitudes toward the system as they had just
experienced it. The post-test questionnaire data was further analyzed to determine
whether differences in the versions of the system of this study are associated with
differences in user attitudes towards the system. Chapters 5 and 6 contain detailed
discussions of the questionnaire.

Questionnaires designed to elicit the subject’s attitudes and opinions on system
features were used by Heafner [1975] in his study of input language types for interactive
message processing tasks, and by Heafner and Miller [1976] in their detailed study of the
functions needed in a military automated message processing system.

The study of time and delays in interactive systems is presented by Miller [1968],
who lists a number of interaction modes (from first log-on through requests for lengthy
compilations) and discusses reasonable time delays for system response. The
reasonableness of a delay is based upon user expectation and the concept of
psychological closure. He does not discuss the possible effects on the user of continuous
excessive or unanticipated delays in response over a period of time. The effects of
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RELATED TOPICS 7

repeated delays upon the user’s performance and attitudes form the foundation of the
research reported here.

Seven, Boehm and Watson [1971] were also concerned with the effects of delays in
interactive problem solving. Their study forced users to remain away from the terminal
(locked out) for varying periods of time and discovered that total problem solving time was
lower at some longer delay times than at lesser delays. One conclusion is that system
delays greater than a certain amount can be useful (if they are predictable) in that they
may free a user to engage in other productive activities. Clearly the effects of delays on
user performance and attitude warrant further study.

The effects of the variability in the output display rate on the performance and
attitudes of users in interactive computer tasks forms part of the foundation of the
research reported here. There is a long tradition within experimental psychology of
concern with the reaction time (RT) of subjects in various stimulus /response settings. The
motivations for RT experiments varies from deep concern about the effects of fatigue and
boredom upon drivers or pilots, etc., people whose work entails long pericds of potentially
extreme boredom occasionally mixed with sudden, usually unpredictable, moments when
quick reactions are required, to concern about the underlying nieurological processes by
which we discriminate between differing stimuli and construct the appropriate response, as
a means of gaining insight into cognitive functioning.

A number of individual studies involving varying stimulus and inter-stimulus times
and the associated effects on RT have found that RT increases as the variability increases.
Mackworth [1970], Mostofsky [1970] and Davies [1969] all present extensive surveys of
the long history of experimental work in the variables (signal characteristics, task
variables, subject variables and environmental variables) which affect user performance
(generally measured in terms of response latency but also including other variables such
as physiological measures of arousal, etc.) in RT and vigilance tasks. Some of the earliest
results indicate that decrements in performance occur as the variability in the inter-signal
arrival rate is increased, with the best overall performance being found with a regular
series of events. Specifically, Mackworth [1970] reports on experiments which examined
three levels of inter-signal variability and found that reaction time was shortest with the
minimum variability. In the medium variability, the longest RT was found with those signals
which followed the shortest inter-signal arrival. McCormack and Prysiazniuk [1961] used
three levels of inter-signal interval variability. They also found that the shortest mean RT
was found with the regular interval and the longest with the most irregular.

These authors indicate a theory of RT which involves the expectancy of the next
signal on the part of the subject. It appears that subjects perform best when the next
signal occurs at a time approximately equal to the mean inter-arrival rate of all previous
signals. As the arrival of the next signal occurs significantly before or significantly later
than this mean arrival rate of previous signals, the subject’s arousal is decreased and
response suffers.
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‘ It is this apparent decrease in performance directly associated with increased
1 variability of inter-signal arrival rate that led to the conjectures studied in this research,
that increasing the variability of the output display rate in MMl tasks would be associated
with decreased performance and attitude of users of the interactive system. It is clear,
however, that the operations of reading a number of messages and responding to their
content involves a greater amount of information processing than merely reacting to a
single stimulus and responding with a simple manual operation. It is this greater
information content of the stimulus in the tasks reported here which might lead one to
believe that a greater level of subject interest occurs which could counter the effects of
the variability of the output. But it has been observed informally that during periods of
heavy computer system use, when the output and response times of the system are quite
variable, that user frustration and dissatisfaction do occur. The experiments reported
here are an attempt at demonstrating in a formal manner the existence of this performance
and attitude decrement as system response variability increases.

Suitable performance measures for evaluating user performance are mentioned in a
number of the above references. Those used in this research are discussed in greater
detail in later chapters. The above references suggested additional attitude measures to
be incorporated. One additional questionnaire item (question 15; see Appendix 3) was
suggested by Cooper [1973] who conjectured that a cold, hard cash expenditure might
prove to be a useful means of judging the utility of an interactive system. His suggestion
was modified somewhat for use in this research.
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3. THE EXPERIMENTAL APPROACH

There is a need in the computer sciences for refinement in applications design in
order to optimize system and user performance. Unfortunately, the well-established
techniques that would allow designers to accomplish controlled research have not been
accessible to them for a number of reasons: concern for "more pressing” design needs,
lack of familiarity or experience with the techniques of experimental design, etc. As a
consequence, one occasionally sees such statements as "Our system is easy and natural to
use," in reports on interactive systems, input languages, etc. without the verification
studies to defend them.

This work develops and parameterizes a model of man-machine interaction. People
interact with machines in different ways, and with different styles. We would like to be
able to predict the results of that interaction, with some probability of success, on the
basis of values of certain parameters of the interaction. For example, how do differences
in individual intelligence, cognitive style, training, specific experience with the system at
hand, or educational background affect the interaction? How do machine differences affect
performance? How do faster machines, higher input and output rates, and larger, more
powerful machines affect performance? In fact, what kinds of performance measurements
are useful in deciding upon the efficacy of a particular man-machine system ?

First we restrict our focus of attention to MMl where the machine is an interactive
computer system. The man in the MMS will now be called the user of the facility. We
conceive of him as approaching the system with the intent of solving a problem which
could be a mathematical task or an information request, etc. We may further assume that
the interaction is iterative in nature, i.e., through some initial interaction with the system,
the user develops a partial solution to his problem, and this partial solution is used to
converge upon a better solution to his problem.

We see the MMI as a joint effort between user and machine towards a final state
objective. This objective need not be clearly perceived by the user before interaction
begins, and may change during the course of the interaction. [See Figure 3-1.]

The figure is meant to imply that interaction moves towards an objective, and that
changes in the perception of the objective are fed back to the system, which in turn may
cause the objective to change.

o d e poa s o)
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SYSTEM OBJECTIVE

Figure 3-1. Schematic diagram of man-machine interaction

TIHE MODEL

We have a performance measure, P, which we would like to maximize in the MMI. P
may be a set of measures P = {pi | i=1,..,n}, containing values such as CPU time, memory,
cost, time to complete the interaction, user satisfaction, frustration, etc. As described in
the introduction, this work focuses on the user-oriented performance measurements
described in detail below.

We describe P as a function of various parameters of the system:
P= f(plv pzr-npn)n

where the pi’s are values of the parameters, f a function of the pi’s. The pi’s relate to
the man side of the MMI, and the machine side as well. Thus:

P= f(ul, "2'""”j img, "'2""""!«)'

where U = {ui} is the set of user (man) parameters, and M = {m.} is the set of machine
parameters. Some examples of these parameters have been mentioned above.

The function f may take a number of forms. One simple form, for which a great deal
of analytical power is available, is a linear function. In those cases where it is believed
that the relationship is in fact non-linear, suitable transformations may often be used to
make the linear techniques appropriate. If f is a linear function of U and M, then

P= zaimuki m,j kJ=1,...,kmax, Imax, respectively
i,j=0,...infinity

P is a function of the u’s, the m's, their higher order powers, and their cross products
(interactions). The model is refined and simplified below.
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This work is directed at selecting suitable u and m parameters, and testing the effect
on performance of changes in these parameters.

A problem occurs: once we have selected u and m parameters that we believe affect
performance, how do we demonstrate that this is in fact the case? Put another way,
suppose we fix all values of U = {Ui} and M = {m.}, except one, some parameter p. We
then observe a number of different people interac{ing with our system, each perhaps with
a different value or level of p. We would expect performance to differ, and we take our
measurements and observe differences. The problem is to decide whether these
observed performance differences came about because of chance fluctuations, because of
some changes in other factors which we did not keep constant, or as the result of changes
in the parameter p. Additionally, the relationship between the parameter and the
performance measure may be non-linear, so that the linear model is not sensitive to the
relationship.

The performance that we predict as a function of this one variable, p, is conditioned
upon the fixed values of the other U and M parameters. Thus P = F(p | U, M). For the
purpose of this research, as described in the introduction, we will assume fixed values of
the ui’s. The value that we predict for P becomes a function of the machine parameters
(M), conditioned upon fixing each of the user (U) parameters. Thus: P = f(M | U), or to
shorten, P = fU(M). where fU is a function which depends on the specific values of the U
parameters, and may be different for other values of the U parameters. This issue of the
generalizability of the results is discussed in greater detail in Chapter 4.

We will attempt to construct 'U in such a way as to minimize the error in predicting P
from the values of the parameters. The function is constructed from the set of observed
pairs, (Pi.Mi), such that for each pair we calculate the predicted performance P’i and an
error, e,

F"i = fU(Mi) Predicted performance
Pi = fU(Mi) te, Actual performance

- P'i + °i
Tl

Our criteria for constructing f include one that a function of {e.} should be minimized.
The choices for this function of the errors include one such that the maximum error is
minimized, over all possible f's as defined above. This "mini-max" solution leads to
Chebyshev approximations. Since our data may contain “"noise” or “outliers,” this
approximation is not useful here, since our choice for f would be inordinately influenced
by highly random or noise effects. Another choice might be to minimize the absolute
value of the errors, or the square of the errors. For consistency with the experimental
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literature [Winer, 1971}, our criterion will be to minimize the sum of the squares of the
errors, or the least squares solution.

CONFIDENCE INTERVALS

It is necessary to know whether the solution represents merely chance fluctuations in
the data, or is descriptive of underlying processes. Unfortunately, this question cannot
be answered with certainty. The best that can be done is to assign a probability value or
confidence interval to the solution. For example, in testing the performance of each of
two groups in an MMI task, where the two groups receive different values or levels of one
of the parameters, a confidence rating may be assigned to the observed performance
differences. It might be possible to say that an observed difference as large as or larger
than was observed would be expected to occur as the result of random fluctuations only,
between two otherwise equal groups, only p per cent of the time. The levels of p at
which we would be willing to agree that the observed difference is nrot the result of
random fluctuations depends on the nature of the experiment, the cost we place on
erroneous interpretations, etc., but historically a level of 1 percent or 5 percent has been
used.

THE PARAMETERS

It is possible to select from a large number of parameters those which would be
expected to affect user performance in an MML Previous research (see Chapter 2)
indicates that those below may be expected to have a significant ef‘ect on performance.
Furthermore, the variable "Output Variability" has implications for designers of time-shared
interactive systems who are interested in allowing the largest possible number of users
access to the system.

Independent Variables
(1)  Output Variability (var)
Two levels: Low vs. High
(2)  Mean Output Baud Rate (Baud)
Two levels: 1200 baud vs. 2400 baud
(3) Output Volume (Vol)
Two levels: < 1000 chars. vs. >1000 chars.

Dependent Variables
(1) Time to complete task
(2) CPU time
(3) Keystrokes used
(4) Post-test questionnaire (attitude survey)
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These dependent variables will be loosely called "User Performance,” or P.
Thus the model becomes:
P = flv;, i=1,.,n)
The linear model underlying multiple regression (or analysis of variance) implies that
P = L(vi, im1,.,n), where L is a linear function of the vi's, or their products. If we use the

three independent variables indicated above, each at two levels, the linear model reduces
to:

P= ao+alv+32V#338+34vv+a5vB+aGVB+a7vVB

where v represents the output rate variability, V the output volume and B the output baud
rate. The statistical or experimental model used to test the effects of v and V on P will be
a 2 x 2 x 2 factorial design (Figure 3-2 presents a simplified version).

2400

BAUD RATE

1200

LOW HIGH
OUTPUT VARIABILITY

Figure 3-2. Factorial design: 2400 baud and 1200 baud vs. low and high variability

Repeated measures design was used as a means of reducing the between-subjects
variability and to extract a maximum amount of useful information with a minimum number
of subjects.

Figure 3-2 represents the possible combinations of system (independent) variables
tested. Each "cell® of this factorial design represents one of the conditions, 1200 baud,
low output variability; 1200 baud, high output variability; 2400 baud, low output variability
and 2400 baud, high output variability.
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Each subject in the experimental sessions is randomly assigned to one of the four
conditions of the experiment. For each subject in each of the cells, a number of
performance and attitude measures are taken as described above. The relationships
studied in this research concern the performance and attitude differences between the
subjects in the various cells of the factorial design. Specifically, it is conjectured that
subjects experiencing the high variability versions of the system will show poorer
performance and have a lower attitude towards the system than those experiencing the
low output variability versions. Similarly, it is conjectured that those experiencing the
1200 baud versions of the system will have poorer performance and attitude towards the
system than those experiencing the 2400 baud versions. A graph of performance
vs. output variability for both the subjects experiencing the 2400 baud and those
experiencing the 1200 baud versions would look like Figure 3-3.
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Figure 3-3. Hypothetical graph of performance vs. output variability
Jor 1200 baud and 2400 baud versions

Classical analysis of variance [Winer, 1971] provides a framework and statistical mode!
by which the separate and combined effects of the independent variables upon the
performance measures may be tested. Specifically, given the observed differences in the
cell means in the 2 x 2 x 2 factorial design, we attempt to determine whether these
differences are the result of chance or random fluctuations in sampling where the
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population means are actually identical, or are in fact different. Since our subjects are
sampled from a larger population of interactive computer system users, the best we can
do is make a probability statement concerning the observed differences, i.e., that observed
differences as large as or larger than we actually obtained would be expected to occur by
chance only, in otherwise equal populations, only p per cent of the time. The general
linear model, of which classical analysis of variance is a special case, offers a procedure
by which we may test the observed differences and determine the probability p described
above. Historically, a level of 1 or 5 percent is selected as a priori levels for which we
would be willing to accept or reject the hypothesis of no population differences.

The general linear model states that an observation or measurement upon subject k in
cell i,j of an n x m factorial design can be described in terms of the separate effects of the
overall mean of the measurement variable, the main effect for the first factor or
independent variable, the main effect for the second factor or independent variable, the
joint effect of the two of them combined, and an error term not accounted for by this
linear model. Thus,

xijk =M+ ‘i + bj * abii + eijk

where X.. is the observation (measurement) of subject k in cell i,j; M is the overall mean
of the dependent variable; 3 is the effect for variable A at level i; b. is the effect for
variable B at level j; ab;; is the joint effect for A at level i and B at level j which cannot be
accounted for by the separate effects of A and B (the interaction effect), and e ™ is the
error or residual in predicting X from the separate linear effects of A, B and the
interaction. It represents all uncontrolled effects in the factorial design and may include
higher order (non-linear) effects of the independent. variables.

Classical analysis of variance provides the statistical tests necessary to test the
separate effects for the independent variables and their interaction upon the performance
measurement. We may define the within-cell variance to be the average variance within
each of the cells of the factorial design:

MS,ithin = 0 =2 /(= 1)

within
where x; is an observation from a given cell, X is the mean of that cell, and n is the
number of observations in the cell. In this case, we assume that n is equal for each cell,
and that the variances for each of the cells are equal. Since the linear model above
defines the observation within a cell as a unique combination of the A effects, the B
effects, the interaction effects and the uncontrolled or error effects, all observations
within a cell would be equal if there were no error. Thus, we equate the within-cell
variance, Mswithin’ to the error term in the linear model. We define the mean square due
to the main effect for factor A by

MS, = na £ (A, (bar) - M2 / (p - 1)
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where n is the number of subjects per cell (assumed equal), q is the number of levels of
the second independent variable (B), p is the number of levels of the first independent
variable (A), Ai (bar) is the mean of A at level i, and M is the overall mean of the
dependent variable. We define the MS due to the main effect for factor B analogously.
Finally, the MS due to the interaction between A and B is defined by:

MS,,, = n ZX (AB (bar) - Abar) - Bbar) + MZ / (p-1Xa-1)

where the terms are as defined before, ABi .(bar) is the mean of cell i,j, and the double sum
is taken over all of the p x q cells of ‘he factorial design. In a 2 x 2 design, the
denominator reduces to 1.

The hypothesis of no effects for any of the independent variables on the performance
measure is equivalent to stating that the means of all the cells are equal. This is
equivalent to stating that Msbetween = Mswithin' or equivalently, Msbetween/ Mswithin =
1.0. When A and B are fixed factors (the levels of each in the factorial design represent
all of the levels to which generalizations will be made), tests planned before the data are
obtained may be made by use of the F statistic, F = Mscomparison /Mswithin’ with a
sample distribution given by the F distribution at 1 and pq(n-1) degrees of freedom.
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4. METHODOLOCY

The experimental design used to test the effects of the variables of this study on
the performance measures was a 2 x 2 x 2 factorial design, with repeated measures on
each subject across the two output volumes. A diagram of the factorial design is
presented below (Figure 4-1). The levels of the independent variables selected for this
study were

Output baud rate 1200 2400
Output rate variability Low High
Output volume <1000 chars. >1000 chars.
w 2400
—
S
[a)
2 Q‘\O‘\ \3\“%
S 1200 o
ot
VO

LOW HIGH oo"
OUTPUT VARIABILITY

Figure 4-1. 2 x 2 x 2 factorial design

The performance measures used in this research have been described in the
previous chapter. It is not initially clear just where the focus should be in order to
improve the performance of an MMS. For example, tradeoffs are required whenever it
becomes necessary to optimize one part of an interactive system. In general, increasing
the output display rate requires either a more powerful processor or a limit on the
number of users who may simultaneously use the interactive system. Beyond a limit in
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the display rate, further attempts to increase the speed of output, with a given CPU and a
given number of users, leads to noticeable degradation in system performance; in
particular, total time to solve a problem, perform a compilation, etc., is increased. Even
though the nominal output rate is increased, the actual output rate is decreased, since the
processor can in general service only one terminal at a time, then must service others
before returning. This leads to a high variability in the output display rate, with
characters being displayed in bursts of variable length, and with a variable time delay
between bursts.

One of the conjectures tested in this research is that this variability in the display
rate is associated with a decrease in user performance in interactive problem-~solving
tasks, i.e, even when the nominal and actual display rates are similar, the variability alone
would lead to reduced performance. Furthermore, it was conjectured that people who use
a heavily loaded system (i.e., one with a great deal of variability in output display rate)
would have a poorer overall view of the entire MMS and its environment. The post-test
questionnaire represented an attempt to measure su<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>