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• PREFACE

The work reported here was accomplished under Contract Number F30602—
• 75—C—0330 under sponsorsh ip of the Rose Air Development Center (RADC) . The

principal objective of this project was to develop methods for handling crisdi-

bility and consisten cy aspects of data in an intelligen ce system with advanced

inference capabilities. It is directsd in particular to the Scientific and

Technical Intelligence System (511$) being developed at the Air Force Foreign
Technology Division (PTD). The report was prepared by Robert Dickson and
Jerome Sable of LAX (AUERIACB Associates, Inc.) . Mr. Ken Rose was also par t
of the project tm and developed theoretical aspects of this work (e.g., Append ix

1). Grateful acknowledgement is given to Edward Stull of lTD and Robert Ruberti

of RADC. Dr. Sabl, was the Project Manager.

In a separate task nd.d to this contract AAI has modified the
LISP syotem for the UNIVAC 1110 Computer to sake it more suitable for implemen-
tation of nem versions of 111$ • This work is also reported in this volume.
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EVALUATION

Functional design specifications for methods of handling the credibility
and consistency of facts in an intelligence data base have been delivered

• ~~ 

- under Contract F30602—75—C—0330. When implemented as an adjunct to an
intelligence information system , these methods will enhance analyst-
inferential capabilities. Future application of these methods is planned
for the Scientific and Technical Information System (STIS) at the Foreign
Technology Division. This development i. included as part of TPO No 3,
Indications and Warning.

~~~~~~~~~~~ROBERT N. RUBERTI
Project Engineer
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SECTION I. INTRODUCTION

The intelligenc, analyst mus t often cope with large volumes of in-
formation which he uses as clues to construct a true representation of the

state of affairs in the real world. As he attempts to build a description
of the entities which he is interested in, the analyst often f inds that they
are richly interrelated and tha t the descrip t ion of a typical entity is quite

• fragmentary . Compound ing his problem is the fact that the entities he is
attempting to describe are usually not perceived directly but are known only
through reports and sensors with various levels of credibility and accuracy.

Under sponsorship of Rome Air Development Center , AUERBACH Associates ,
• Inc. (UI) has been studying the prob lem of intelligence data processing, and

developing advanced data structures and inferenc, techniques, and assisting
the Air Force Foreign Technology Division (PTD) in developing an advanced
intelligsnci system called STIS (Scientific and Technical Intelligence System) .
Allawiag th. analyse to enter general rules and credibility judgements, in
addition to explicit facts , and providing a capability to derive implicit re-
sults , raise . n i  questions concerning information credibility and consistency
which are addres sed in this report.

•- —-- —• 
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• 1.1 OBJECTIVES

The objectives of this project were to:

(a) study and develop a methodology for representing the
• credibility of information in the STIS data base and

the results derived from it

(b) develop a methodology for determining the logical
• consistency of delineated subsets of facts and

rules in the STIS data base,

(c) augment the LISP system for the UNIVAC 1100 series
computer to provide a more suitable implementation
language for advanced STIS capabilities.

This work was carried out in the context of STIS as it is being
developed through the effort of FTD, with support from UI. In particular,
this work is consistent with STIS information structures and inference strategies.

1 • 2 UCKGROUND

STIS provides em advanced capability for the analysis of intelligence
in formation. It is based on a network type data structure which permit s rela-
tionships emong entities and new attributes to be freely defined with minimal
impact on previously stored data and progr~~~ • Because of thi s, it is particu-
larly suited for captur ing fragmentary information which is undergoing colla-
tion processing, analysis , evaluation , and synthesis into finished intelligence.

• A description of the STIS informat ion structure , called the Concept Net, is
given in Appendix A to this report.

• 
In another effort , UI develope d the design of advanced relationa l

data and inference providing tools for use in an opera t ional intelligence en-
vironm ent. It is expected that STIS will be used as a vehicle with which to

• 
• develop and test operation s on re lat ions, inference, and consistency deter min—

• 
• lug functio ns . The ul t imate goal is to incor porate thes. advanced capabilities

into STIS so that their effectiveness can be accur at.ly evaluated , and these
nem tools can be provided to the STIS analyst .

1—2
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Mt has developed the design of an inf.rence capability for STIS at
PTD. An initial approach to the derivation of bounds on the truth values of
derived re.ult~ was devalop.d (Sable) and extensions to that .ethod are des-
cribed in this report. Clearly, the ultimate credibility and consistency
scheme will have to be closely integrated with the inference capability and
other STIS mechanisms currently being developed.

• 

I 

i.) SOLES OF CREDISILITY AND CONSISTENCY IN INTELLIGENCE ANALYSIS

The art of intelligence , by its very natur e , is intimately concerned
with data of variablo and eonctiaes unlmowr* accuracy. Th. analyst is confronted
with a two-s tage problem. First , he ansi discern , fr on the data at hand, what
is the most likely state-of-affa irs in the real world , and how accurate and
complete that picture is apt to be. Second , he nmst us. the Infere ntial tools
at his disposa l , both formal (deductive and inductive) end intt~itive, to
estimate tha implications of the current state—of-affairs relative to particu-
lar questions facin* him. The questions, often of a composite nature and not
ismediately evident from the currant state-of—affairs , may be one or more of
the following:

• Doss the current state—of—affairs rcprcsent a
significant (uncxpscted) departure from a prior
stnte—oC—atf~trs ~

• Does it represe lt a s ign if icantly new leve l of
enemy capability?

• What development directions are indicated and
further capabilities implied?

• New does it compare with our am capabilities ?

• What does it imply about the enemy ’s plans and
motives?

• Does it represent a thr eat (technological or other—
• via.) to ourselves?

Clearly, these quest ions cannot be answered automatically with today ’ s
information technology. The objective of lone term Scientific and Technical Intel —

ligmece System (STIS) developments is to furnish the analyst with effective tools with

1—3



which to build and aincain a model of the current state-of-affai rs which is as

realistic and complete as possible. It should be able to represent “facts’

(with his judgenent of their credibility) in terms which hav, meaning to him,
and to represent plausible rules of inference and their level of credibility.

An inferential systom is being desigued which may make it possible to use these

~uI.ea to der ive implicit facts together with a bow~d on their credibility. The

facts rules , and steps taken in the inferential process will be displayed to

the analyst so that he can judge the validity of the process and the credibility
of the result.

• What is meant by the intuitive notion of credibility is itself a

complex question which deserves carefu l development. One can view the in-

teUi~ence observation and analysis pr ocess as including the elements shown in

Figure 1—1. This is the event input cha in which produ ces “facts ” for the data

base. The analyst , besides entering these facts , ~~ist judge their credibili ty
relative to the current state-of-affairs and their value relative to current
and anticipated questions of the type listed above. This process involves a

number of factors including the analyst’s evaluation of the source and sensor ,
the source’s evaluation of the sensor , and the quality of the observation.
Some of these evaluati ons by the originator (source) and destination analys t

are shown in Table 1 —1. An indicat ion of how these and other factors relate

to the overall evaluation oi credibility and utility (va lue) by the analyst

is given in the Factor Dependence Tree of Figur e 1-2. This diagran att empts

to show how the worth of a fact or report can be consider ed as being influ-
enced by the factors of relevance , credibility , and analysis or assimilation

level and how cred ibility and other factors are , in turn , influenced by more

basic factors such as source reliability , accuracy , consisten cy, etc. Clearly,

it is onreal.istic to believe that the credibility evalua tion process can be

completely formalized. A less naive view is that some of the Important factors

can be quantified and enough information made available to the analyst so that

valid judgements can be made.

1-4
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Figure 1—1. Event Input Chain
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TABLE 1—1. INFORMATION ASSESSMENT FACTORS

EVALUATION OF

SENSOR OR SOURCE FACT, MESSAGE, OR RESULT

Sensor Precis ion Message Precision
Sensor Accuracy Message Accuracy

• Message Timeliness

— —

Reliability Consistency

Alert ness/Sensitivity Relevance
Domain/Responsibility Assimilation/Analysis

Level
Sensor Capabili ty Credibility
Sour ce Bias Value

• — —

I
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SECTION II. SU~ IARY

This project consisted of three largely independent areas:

(1) The analysis, quantification , and calculation
of credibility,

(2) The analysis of fact/rule consistency in a
technical intelligence Concept Net , and

(3) Modification of the LISP programeing system f or the
• UNIVAC 1110 to make it more suitable for implementa-

tion of portions of STIS.

The first two areas involve the specification of procedures which

will contribute inherent intelligence analysis capabilities to STIS. The

tb~rd provides an additional systems implementation tool for the UNIVAC

[

~ iiio.
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2.1 CREDIBILITY ANALYSIS

2.1. 1 Mathematical Foundations For )1sndlth~ Credibility

Th. analysis of credibili ty of both explicit and der ived information
a a complex question that may be approached from several points of view,

uttlising at least the mathematical models of probability theory and multi-

valued logic. As we shall see, “fuzzy” logic (Lee) is a special case of multi-
valued logic.. We examine first probability theory, then multi-valued logic

as a theoretical foundation (mathematical model) of credibility .

2.1.1.1 Probability Theory

Credibility , or the truth value of a sentence , can be viewed as an

interpretation of probability. This interpretation of probability is some-
times called inductive logic (Carnap and Jeffrey), the logic of weight
(Reichenbach), or more c~~~only subjective probability . It has been applied
to the problem of determining the probability of an event , given reports of
the event of various reliabilities. This problem has been examined from an
intelligence analysis point of view by (Kuhn.) and by (Johnson). It has also
been examined, in a more general scientific and behavioral framework by (Shum) ,
(Cavanagh) , and (Snapper).

Often the task is formally analogous to a problem in statistical
inference, where items of evidence or data are used to determine the relative
likelihood of alternative hypotheses. One strateg y for processing data in

• two tasks is Bayes’ theorem , a form of which is :  *

~~.Hj> ~~1j~~V~~<Hl>• 
~ ~~~~~~~ ~H1>
i

For conciseness, and to preserve a parallel with deductive logic, we use the
following notation in this report :

‘a’ is the probabili ty that event a occurs (is true), usually written P (a) .

or cia’ is the probability that event a does not occur (is false),
4> • 1— ca’.

ca4b> is the conditional probability from a to b, the probability that
b occurs given event a, usually written P(bla).

2—2
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where ~~ D is th . prior probability of a particular hypothesis; <Ri4~~ is the
probability of the occurrence of a particular item of data conditional upon the
truth of a particular hypothesis ; and ~~ - N D  is the posterior probability of a

• particular hypothssis conditiona l upon the occurrence of a particular dat um.
Expressed in this way , the estimation of posterior probability is seen to in-
volve two processes : first , the determination of the diagnostic impact of each
datum (~~i-s~~ ); and second , calculation of the posterior probabili ty estimate
(‘~~-sED ) on the basis of the observed dat a.

In the long term STIS design both specific information and general
rules are stored in a rela tional network called a Concept Net . Both the specific

information (such as “facts ” describing entities and their interrel ation ships)
and the rules are associated with a probabilistic measure of their truth value
called credibility. Rules are entered as logical implications of the form
e4h where e and h may be logical propositions. Typically e is a conjunction
of terms (relations ) and h is a single derived relation . The credibility , or

strength , of rules is given by a pair of numbe rs which represent the conditional
probabilitie s ((.4 h) , <s_

~
, h’}. Given the existence (or d.rivability) of the

pr emise e with cred ibility ce> , the conclusion h can be derived with credibility
ch’ using the following derivation.

— c e A b ,  + ~c A h> • ce>.ce4h> + 4>~4~~~h>

The credibility ce> represents the subjective (prior) probability that
the premise is true . If e is a compound proposition , its credibility can be
dariv.d from its components using the laws of probability. For •~~‘9le if

* • e~M2 then 
( >  • (ef. ce1—~~e2> — (ef <e2-~~ef. If the terms e1 and •2

are independ.nt then ce> — cef <sf• The rule strength factor ce + h> is the

probability tha t the conclusion (hypothesis ) is true given that the premise
(evident.) is true. Th. rule strength factor ‘1-) h> is the probabili ty that

the conclusion is true even when the premise is false. A rule , which produces
a hypothesis with a high credibility may hay, a high value not only for c.+ h’ .
Lvev.r, an effective rule , one which yields an hypothesis of high cred ibility
only whin the evidenc, has high cred ibility, should have a high likelihood ratio

‘.+b)/4+ h’.
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The credibili ty of the evidence is enhanced when independent reports
of the same event are received. If we let E~ represent a report of event e
from source Sj  then the conditional probability <Ej + e’ represents the credi—
bility of e due to the single report. If two independent sources S~ and S2
report an even t e then its denial i occurs only if both reports are false.
This occurs with probability <E1-*I> <E2 4g> . The probability of the
occurrance of e is given by <E1AE2-* e> • l—<E1-4 ~> ‘E2—) E>. This can be

generalized to n independent sources as follows.
TI

CA Ej—)-e .l— fl (Ei—)~~>.i—i i—i

Data reliability can be incorporated into the Bayesian framework as
another stage in the inference process. First, we must differentiate between
the actual occurrence of a dat um CD) and the report of its occurrence (D*).
Assuming that the report of an event is not contingent upon which hypothesis
is true, the conditional relationship between the data and the hypothesis
(‘(Hi-s’~~ ) can be decomposed into :

øIi-I D~> • ~~-,D*> ~~Ii-,~~ + .4 D~~ <Hi-s >

where ~~.,D*.> is the probability of a report of some datum conditional upon the
actual occurrence of that particular datum; ~~.l D*> is the pr obability of a
report of some datum conditional upon the actual occurrence of any other dat um ;
CRi~~~> is the probability of the occurrence of any other datum conditiona l
upon the truth of a particular hypothbsis; and ~~ i-.~~> is as defined pre-
viously. Note that <Ht-..~~ equals l-~~li-.~~~. Expr essed in this way , the
dete rmination of the diagnostic impact of a report of some datum involves two
processes , given a dete rmin at ion of source reliabili ty ~~ .sD*~p : first ,
dete rm ination of the diagnostic impact of the reported datum ~~ i-’~~~ and the
diagnostic impact of other data not reported <Hi-si> ; and second , calculatio n
of the diagnostic impact of the repor t ~Ii-,.D~> on the basis of its reliability.

2.1.1.2 •

Another valid interpretation of credibtitty ii the degree of truth in

a enlti-valued, or fuzzy, logic . Fuzzy logic is developed by (Lee) fr om the
notion of fussy sets of (Zadeb) • A fuzzy set is a set of ordered pairs

I
’ 

_ 
A . ( ( g~/e~))~ 
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in which g~ represents the grade (degree , or credibility) of membership of
element in set A , O �g~ ~ 1, i • 1, ..., n.

Pussy Logic is a generalization of normal two-valued logic in which
a truth value T(P) in the interval (0, 1) is assigned to each elementary prop-
osition P in the premise of a deduction and a truth value T(C ) is derived for
each consequent.

The use of fuzzy logic to determine the credibility of derived results
in the inference system being developed for STIS was discussed in the Final
Report of the BIAS Augnentation Study (Sable) .

There have recently been developed problem-solving systems based on
fuzzy logic . Theie include FUZZY PLANNER (Icling) , an extension of the problem-
solving language PLANNER , and FUZZY (La Faivre) a pr ogr~~~ 4ng language for
probl em-solving implemented in LISP.

2.1.1.3 Comparison of Probability Theory and Fuzzy Logic as Models for
Credibility

Both the subjective probability and fuzzy logic interpretations of

credibili ty are valid and have their legitimate roles in the overall intelligence
analysis process. The credibility of atomic events (facts) can be estimated by
the analyst using one or wore of the following methods:

• (1) directly estimated as a subjective probability,

(2) using a weighted factor tree such as that given
in Figure 1—2, or

(3) usin g subj ective assessments of a number of
auxiliary probabilities such as the a-p r iori
likelihood of the event , and the perceived reli-
ability of the sources reporting events , compute
the probability of the event in the manner of
Bayes as ~tvsn by (Xuhns).
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The choice of which method to use should probably be lef t to the

analyst and will depend on the confidence he feels in making the judgement and

the difficulty of carrying out the implied computations. Method (2) can con-

sider all factors , and is probably wore closely allied ~han is method (3)) to

the method used intuitively by the analyst when he uses method (1). In method (3)
certain factors will appear only implicitly in subjective probabiliti es rather

than explicitly as in method (2). Examples are such consider ations as the

source’s estimate of the accuracy or capabili ty of the sensor, the signal-to-

noise ratio in the observation , etc. On the other hand , the analyst may feel

it is easier to make judg aments of the auxiliary probabilities of method (3)

than the direct judgement of credibility of method (1) or the assignment of

weights of method (2) • Some light may be shed on this question by experimental
work in analyst performance being conducted by the Army Research Institute for

the Behavioral and Social Sciences (Levine).

The above estimation of the credibilities of atomic facts and simple

hypotheses is carri ed out quite independently of the theory of fuzzy logic.

However , once thes e basic credibilit y assessments are mad e the situatio n is

quite different. Fuzzy logic is the appropriate tool for placing upper bow~d8

cm the cr edibility of coinpoimd or der ivable prop ositions.

Consider the structur e of the Semantic Net in STIS. Here we store

lists of entities which are members of various sets, either sy~tetn sets or the

sets defined by the values of other attr ibutes. List intersection will be a

basic operation performed to narrow the sear ch for entities with a desired

combination of properties. If we consider these Lists as sets of ordered

pairs (g~/e~) consist ing of membership grade (credibility) and entity identifier,

then the intersection of two lists will be a list of entities which appear on

both lists , along with their membership grades. According to the rules of

fussy logic , this will be the smaller of the two cr edibilities , a simple selec-

tion . For a simple example of set intersection using fuzzy logic , see Figure 2-1.
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(~~~~~~
Set

Values I
_____ missiles

subset
defen sive

members 
_______ .2/MI

_ _  
.71M2

_________ offensive

_______ .7/Ml

________ • 2/142

(~~~~~ g e )

Values
long

members

_______ .8/MI.

_______ 
.3/142

• ___________ short

_ _ _ _  
.2/141

________ 
.8/142

Members (long range A offensive missiles) • (.7/141, .2/142)

Figure 2—1. Fussy Sets and Set Intersection
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Unfortunately , the probabilistic approach requires the estimation of
relative (conditional) probabilities in addition to the probabilities of atomic
events. For example the probability of the conjunction of two - .~ ents A and B
is the pr ”bability of A multiplied by the re lative probabili ty from A to B.

< A A B >  - < A >  •

It is clearly an excesSive burden to store all possible relative

probabilities in order to perform an arbitrary set intersection. It is even

more impractical to expect the analyst to estimate them. This problem is

compounded in the case of complex derivations which may go through several

steps.

On the other hand , the fuzzy logic truth value can be easily computed

from the credibility of each premise . The derived truth value will be an upper

bound of the credibility (subjective probability or betting quotient) of the

derived result. (A lower bound can be derived with an assumption of logical

or probabilistic independence. The lower bound is then the product of the

credibilities of the consticuents.)

An examination of approaches to estimating the probabilities of events

which can be specified as compound propositions is given in Appendix B.

2.1.2 Representation of Data Credibility

A fact in STIS is the statement that a given entity has a certain

value for a given attribute , e.g., Location (Ml) • Moscow, or Range (142) —

2000 mi. In order to be able to mean ingfully associate a credibility with a

fact , the accuracy of the stated value must be given, estimated, or implicit.
This holds for attributes with linguistic values like location and color , as

well as attributes with numerical values like range or coordinates • Thus the

statement Cred (.8)/Range (M2 , 2000 t 300) means that the pr obabilit y tha t the

range of 142 is be tween 1700 and 2300 is .8 (and .2 that it is not) . If the
accuracy is not given then it may be implicit (from the missile ’s generic
description in the STIS Entity Net) that this is a “2000 nil, class”

missile . This is meanin gful only if the extent of the class (say 1500

2—8
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to 2500 miles) is also known , and can be taken as the accuracy of the statement .
Notice tha t if range is an indexed attribute the credibility of the set member-
ship of 142 in a given va lue interva l set depends on the interva l as veil as the
fact , accuracy, and credibility. For example , if the value intervals indexed
were sero to 1000, 1000 to 2000, 2000 to 3000 , etc., 142 would be placed in
both the 1000 to 2000, and 2000 to 3000 categories with membership grade of .5.

The specification of the value of a numerical attribute, and its
tolerance , is in effect specifying the statistical distribution of values one
might expect if the attribute were subject to repeated sensing. Once this
distribution is established , one can then determine the probability of the value
falling in a given interval . For example, if we assume that the maximum range
of missile 142 is:.a random variable with a normal (Gaussian) error , and establish
that its expected value (mean ) is 2000 miles with a standard deviation of 300
miles , then the probability of a particular member of that class of missiles
having a range of greater than 1700 miles is 0.84. Another way of stating this
is that missile 142 is a member of the set of missiles with range greater than
1700 miles with a fu zzy set membership grade of 0.84.

This concept carries over directly to attr ibutes which have linguistic
categories rather than numbers as values. For example , the statement that the
location of Ml is Moscow with credibility equal to 0.8 could be accepted to mean
tha t Ni lies somewhere in a geographic area 80% of which is included in the
geographic area known as Moscow , its grade of membership in Moscow is .8, or
other consistent interpre tations .

Very often , especially when th. attribute is specified as a linguistic
category (Moscow, red , long range , etc.), the uncertainty or credibility is
also expressed as a linguistic category or probability phrase (probable , likely,
cer tain, etc.). Recent studies (Johnson) have shown that it is feasible to
convert such categories to a numerical scale with a high degree of consistency
within the intelligence casmimity , and that the encoding of Lhese probability
phrases into numerical equiva lonts is not appreciably influenced by sentence
context.
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2.1.3 Calculation of Statistical Errors of Derived or Hypothesized Values

The intelligence analyst often finds himself in the position of

making a decision concerning enemy capability or technological threat based on

information which is imprecisely known. (The chain from observed event to
decision was illustrated in Figure 1—1. ) It is as though each newly observed

and reported event generates implicit ly a host of questions such as those

listed in Section 1.3. When the decision can be posed as a logical criterion ,
and where the observed or derived event par ameters can be posed as statistical
distributions, then it is reasonable to investigate the feasibility of associ-
ating error probabilities of Type I and Type II with each of the hypothesized
decisions

In the simplest case , consider the following scenario:

• (a) a series of events has been observe d
(e.g. , missile firings),

• (b) a parameter (e.g., accuracy) is estimated as a
statistical distribution,

(c) a particular interval of the value of the para-
meter (e.g., less than 1000 yards) is chosen as
a critical region, within which a technological
threat is indicated.

The question facing the analyst is whether a particular sequence of
• observations indiàates that a technological threat exists, i.e., should he (or

should he not) “sound the alarm”. The possible real—world states and analyst
responses are illustrated in the decision matrix shown in Table 2—1 . A
hypothetical distribution function for the parameter is shown in Figure 2—2 .
The decision as to whether or not to “sound the alarm” is a pr oblem in decision
theory and depends upon the cost of a “false alarm” or “being asleep” relativc
to the value of a correct decision of the situation being critical or non-

critical.
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TABLE 2-1. DECISION MATRIX

ANALYST’S DECISION

NON-CRITICAL CRITICAL

• : NON- Correct Fals e AlarmCRITICAL (Type II Error )

CRITICAL Asleep Correct
(TypelError)

2—1].
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5~x)

x C

critical
region

4
0 1000 2000 3000 4000

Accuracy (x) (yards )

Decision

No Alarm Alarm

Pr(asleep) .jF(x)dx P r( false alarm)

Figure 2—2. Error Probabilities for Simple Decision Criterion
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tJafortueatsly, the situation is rarely this simple . When a critical
situation can be formally defined it is usually a composite condition or a
functional relationship such as:

Threat — [(accurac y c 1000 yds and yield > 1 NT)
- 

!!. (accuracy c 2000 yds and yield ~ 2 lIT)]

It is feasible to associate error probabilities and formal decision
mechanisms for realistic criteria (such as the above ) and for data value s
statistically derived or manually hypothesized .

2.1.4 Calculation of Credibility of Derived Inf ormation

As pa r t of early intelligence system studies , AM developed two
a1gorit~~~ for inferring (deriving) implicit information fro. a data base con-
taining both facts (relat ions ) and rules (conditional statements in a subset
of the first—ord er predi cate calculus ) (Sable). The first algorithm , Subioal
Generator with Stage Preference, is a top—down problem—solver with a cost—
driven search strategy, and the second , Subgoal Generator with Path Preference,
is a bottom-up problem—solver with a cost—driven search strategy . Recent ad-
vances in automatic problem-solving and theorem-proving (Ruchner , t.owalski,
Vand.r$rug) have developed ways of combining top-down and botto -up approaches
to improv e search efficiency . We have taken advantage of these sdvances and
have deve]op.d a detailed design of a deductive system (Goldhirsh and Carson) .
Along with the inference algorithms, the earlier project outlined the use of
fuzzy logic, as developed by (Lee) as a potential method of determining the
truth value of derived resulcs.* This fuzzy logic truth value is an easily
computed function of the credibilities of the facts and rules used in the
premis. of the deduction and serves as an upper bound to the credibility of
the inferred result (when interpreted as a subjective probability ). This avoids
the computation of the subjective probability of the consequent given the
probability of the antecedents, a computation that involves not osly the basic
cred ibilitie. but also conditional (relative) probabilities which are often

~~~~m.

* J. Sable: Design Concept for an Au~~snted Relational Intelligence Analysis
System. RA~C-Tl-73—342, pp 6-14 to 6—18, (773189).
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The use of subjective probabilities as credibilities of der ived re-
suits becomes tractab le if it is assumed that the atomic facts are statistically
independent (an assumpt ion which is not generally valid). In that case the
computation of probability of truth depends only on the individual credibilities
of the premises. Thu probability is in general lover than the fuzzy logic
truth value and can be taken as a lower bound of the r igorous credibility of
the derived result.

2.2 £2I~SISTE NCY TESTING

The consistency of the STI S data base is a complex and , in many ways,
a subtle problem which involves an interp lay of each of the elements of the
Concept Net: The Entity Net, the Semantic Net, and the Rules Net. The pr oblem
is engendered by the following properties of STIS and the Conc.pt Net:

(a) Specific facts (extensional statements) are stored
in the Entity Net.

(b) General rules (intentiona l statements) which app ly to
specified classes of entities and relations (or entities,
attributes , and values) are stored in the Rules Net.

Cc) The partial ordering (subset) relationships which exist
among sets occurring as values, and the set mem bership
relationships which exist be tween set terms and entities
are stored in the Semantic Net .

(d) There viii be a system capability to derive implicit facts
from explicit rules and facts .

V. say a set of statements (rules and facts) is inconsistent if we
can derive from it both a new statement and its negation using valid rules
of inference. This consistency condition is easy to state and in fact one
can guarantee a f ormally consistent data base by attempting to derive the
negation of each statement as it is entered into th. data base. A strategy

for doing this is outlined in Appendix E. However, the ccnsist.ncy-testing

proces. is cospilcated by the set inc lusion and membership re lations of the
Semantic Nit and the tempora l relationshi ps which qualify facts in the Entity

Net.
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2.2.1 Range Test Operations

The analysis of whether intervals in space, t ime or other metric di-

mensions overlap is often crucial in establishing the consistency of sets of

statements. Because of this the design of the node in the STIS Concept Net

pllows any fact (attribute/value pair in an entity) to be qualified by inter—

vals of validity, in terms of accuracy or temporal relations.

t 

In order to clarif y these notions consider the following examples in

which the relation following the slash qualifies the preceding relational state—

ment:

~

. Range (M2 , 2000) / Accuracy (300), Era (1972, 1974)

(1) ~ Range (112, 1700) / Accuracy (300) , Era (1973, 1975)
L Range (x, y) A Range (x ,z) A Overlap (Era ,y, z)~~~

Overlap (Range , y, z)

Accuracy and Era are value qualifiers which specify the interval of

validity of a value in terms of numeric ran ge and t ime respectively . Overla p

is a syste. predicate which takes three arguments , a qualifier (e.g., Accuracy

or Era), and two values (or variables standing for those values). Overlap is

true if the intervals of validity of the values of its second and third domain

elements have a non—zero intersection with respect to the qualifier named in

the first domain element. It is false if the two intervals do not overlap .

Thus V~auç ls (1) is a consistent set. (It would be inconsistent if the range

tolerances were ± 100.)

r (2.1) Loc (El , Philadelphia ) / Era (1972 , 1974)

(2) ~ (2.2) Loc (El, Barrisburg) / Era (1973, 1975)

L (2.3) Loc (x ,y) A Loc (x , z) A Overlap (Era , y, z)~~
Overlap (Loc,y,z)

Loc (El, Philadelphia) / Era (1972, 1974)

(3) { Loc (El, Penna) / Era (1973, 1975)
LLoc (x,y) A Loc Cx , a) A Overlap (Era, y,s)~~~Overlap (Loc, y, a)

Loc (El, Philadelphia) / Era (1972, 1973)

(4) Loc (El, Iarrisburg) / Era (1974 , 1973)

Loc (z,y) A Loc (z, a) A Overlap (Era,y, s)~~ Overlap (Loc,y,s)

~ amp1e (2) is inconsistent because by instantiating z—E1 , y.PlIi1adelP~%ia ,

z.Rarrisberg, vs cam derive th. negati on of (2.3):

(2.4) Lot (x ,y) A Lot (x i) A Overlap (ka,y,s) A , Overlap (Loc y, z)
2—13
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Example (3) is a consistent set because with the above instantiation
and use of the Semantic Net we can determine that y and z (Philadelphia and
Penna ) have a non—zero intersection (Philade lphia is given as a subset of (Penna) ,
and (2.4) canno t be derived.

Exsmple (4) is a consistent set becaus e, with the same instantiation,
Overlap (y,z) is false , their interval of validity (Era) does not overlap , and
(2.4) cannot be derived .

The relation Overlap invokes a generalized range test operator
which determines from subset , accuracy, and temporal relationships whether

the re is an overlap in the interva l of valid ity of specified statem ents . It
is important to realize , however , that the Overlap opera tor must be invoked
by a ru le and cannot be invoked automatically since , in general , multiple
values for a given attribu te may not imply an anomaly . For example , defensive
missiles and offensive missiles nay both be subsets of the system set missiles,
yet a given missile may be catego rized as both offensive and defensive . That
is, the subsets of a given set are not , in genera l , mutually exclusive (see ,
for example , Figure 2—1).

2.2.2. ~~~ernining Factual Anomalies with Specialized Programs

The question remains whether or not tests for determining
anomalies in factual information should invoke a consistency test using
th . genera l derivation mechanism . Th is nay be too costly a mechanism in most
ins tances and I t nay be more effective to develop specific program procedures
for vsrifying the consistency of factual information in restricted areas of
the Entity Net defined by SItS users . The determination of whether specialized
fact consistency programs should be developed will depend on the efficiency of
the general inference routines re lative to the proposed specialized routines
and on an ana lysis of specific consistency problems associated within a subset
of the STIR data base oriented to a specific proble. area . This deter ination
will be carried out in coordination with the SItS data base managers, system
developers , and users.

L 
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2.2.3 Limited Rule s Consistency Testing

There is no general methodology for completely testing whether a set

of rules (intentiona l statements) is consistent . Although the inconsistency

of a set of statements can be demonstrated if it permits both a statement and

its negation to be derived , there I s no guaranteed general way to discover that

this pair night exist. It is even impossible , in general , to conclusive ly

state tha t a given statemen t cannot be derived , since a derivation procedure

will usually be prematurely terminated duc to exhausting some given resource

(tine and/or space) limit. (There w~~l, of course, be instances in which it

can be demonstrated conclusively, through successful exhaustion of possi-

bilities , that a given statement cannot be derived from a given set of

axioms , and is therefore deductively independent of those axioms.)

Although complete self—consistency of a set of axioms is difficult  to

establish in genera l , the restricted form in which it is proposed that rules

be stated in STIR makes it possible to perform a limited type of ru les
consistenc y testing . A rule in STIR will have the form

4Aa .4 ~~Cj

That is , a conj~nctton of ante cedents (Aj) implies a disjunction of
consequents (Cj). It is expected that most ru les will have a single consequent .

The occurren ce of re lations in rules will be complete ly indexed in the Rule

Net so that all rules which have a given relation in the antecedent or conse-

quent can be easily retrieved and inspected. This will sake it possible to
( detect rules which are L diatsly contradictory (due , for , to

inadve rtent errors ) .

A limited rules consistency-testing pro gram which viii detect at

least the following actions can be specified (in sequence ) :

(1) In genera l, sack binar y relation , A viii have a converse E
so that g,~-l or A(x ,y) — 1(y,x).
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One of these, say A, viii be considered the prima ry form and
A(x ,y) will be substituted for B(y x) in all rules. (Rules
defining converse relations , transitivity , and set membership
inheritance will be transformed and stored in specia l form ,
so that they may be invoked by specia l routines, more efficient
than the general deductive mechanism.) This will regularize
the representation of rules and reduce , by a large factor , the
number which have to be stored .

(2) Using the tautologies:

AI#A~d’b

and AAB m A

rules which are obviously redundant will be (at least temporarily)
removed. For example, in each of the following cases the rule
on the right is derivable from the rule on the left and can
be removed with no loss in the deductive power of the system

A~~~ 8 A A C ~~~~B

Aa41 A~~~B V C

(That is , an)’ expansion in the set of antece dents or conse-
quents in a rule is redundant.)

(3) The following pair of rules are inconsistent

A~~~ C

(4) For certain restri cted sets of rules (to be def ined as part
of this task), before each rule is admitted to the sat , an
atte mpt can be made to derive th. rul e , and then its
negation. Failure of these atte mpts will be indicative of
the consistency and deductive independenc e of the rule
relative to other members of the set.

(5) Finally, an additional indication of rule set consistenc y
can be obtai ned at those times when new facts are successfully
derived using the general inference mechanism. If, following
successful derivation of a tact as att~~~t at deriving its
negation fails , then this can be taken as a partial indication
of da ta base consistency.
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SECTION III. CREDIBILITY ANALYSIS

Data in an intelligence contest reflects the analysts view of the

real world state—of—affairs as derived from reports and observations. As

such, each item is not known with absolut~ certainty but may have associa ted

with it one or more credibility measures . These credibility factors are de-

rived or estimated by the analyst from the reliability of the source, the

accuracy of the observation the “age” of the data , degree of independent

verification, or other inputs and relationships. We view credibility as a

probability of truth, or subjective probability, one of the several valid
interpretations of probability, and therefore, view probability thsor~ and
inductive logic as part of the theoFetical foundations of the analysis of the
credibility of explicit and inferred information in an intelligence system.

3.1 MATW4ATICAL ?OUIS~ATIONS

Th. problem begins with the question of the credibilit y of some con-

jecture , “fact” , or hypothesis posed by the analyst or derived from a report

or the data base. We use classical probability theory as the mathematical

foundatio n f or the analysis of this qu stion. For simplicity we will call

3—1
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each relational statement in the intell11~ nce data base a fact even though it

is associated with a credibility or truth probability. A fact then is a simple

(atomic) relational statement in the form Rab which contains only individua l

constants (no uninstantiated variables). We contrast this with rules, which

are universally quantified statements such as (Yx) Rax or (Vxyz) Ray It Pry ~~
RXz. We will also have occasion to talk of queries or interrogations which

are written as existentially quantified statements (3x) Rex and are interpreted
as “determine whether or not there are one or more instances (xj) of x such

that Raxj  is a f act”. As in the case of facts , rules are simply plausible
statements which are associated with one or more credibility measures interpreted
as measures of probability of truth or validi ty. Thus , we will talk of explicit

facts, which are derived directly from observations and reports and exist in

the data base , and impli cit facts, which are der ivable f rom explicit facts using

rules and derivation procedures . Our main objective is to develop a workable

model for assigning credibilities to simple and compound statements given an

initial set of facts and rules (and their credibilities) and to determine under
what conditions this is or is not possible.

3.1.1 Scope of the Credibilit y Mathematical Found ation

It is desired that our model be extendable to those facts that assign

a numeric value or estimate to some attribute, such as a missile range capability.

A traditional structure for information uncertainty is suggested for these facts,

making use of statistical concepts, such as confidence intervals.

An adequate theory or mathematical model must be able to relate the

credibility of a fact to its a—priori probability and the reliability of the

observer, and observation, and report from whence that fact is derived . An ide—

quate theory must also account for the credibility of a fact derived from other

facts and general statements of stated plausibility (rules) using stated deriva-

tion procedures. One prominent reason for the selection of classical probability

theory as the mathematical model for credibility is that these two transitions are

best known and naturally expressed in the language of subjective (truth) prob-

ability.
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3.1.2 $i&nificance of the Selection of Classical Truth Probability
for the Tact Crsdibility

Within the above descr ibed scope , the chief alternatives to the mathe-

matical model selected were the use of elements of fuzzy logic instead of truth

probability, and th. use of a general truth value rather than a truth probability

estimate. Fuzzy logic is defined so that for two statements p and q, the com-

pound •tac..snt “p sad q” is assigned a truth value which is the minimum truth

value among th. two separate state ments p,q. In addition, the truth value is

sometimes thought of as merely a helpful general indicator with no attemp t to

connect with the truth probability of a particular fact. We note here that

we use the word “fact ” , in this document , without the conventional association

with complete certainty.

Attractive features of these alterna t ives include :

(1) Simplicity of the minimum rule,

(2) There is no need for the conditional probabilities
which are apt to be unavailable in practice,

(3) The difficulties of estimating probabilities are
circumvented.

Viewed in this manner, the minimum rule is fully equivalent to an cx-
treme condition among the (known or unknown) possible conditional probabilities,

namely that which assigns the highest conceivable value to the probability of

the compound fact “p and q”. Such extreme assumptions have a strong bias towards
overestimating the truth of compound facts and of any facts derived from such

compound facts, using inference rules.

In the case of a probabilistic model, the credibility of the compound

statement p and g would be given by the product of the credibilities of the

individual statements i.e., the credibility of p times the credibility of q.

This is tantamount to assuming that the statements p and q are independent ,

which tends to be the most reasonable assumption given the absenc e of any inf or—

nation to th. contrary (sic Appendix C).
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The estimation of fact truth probabilities may be a significant in-

tellectual task, but it appears to lead to a better intelligence analysis tool

than an arbitrary assignment of truth values . Much of the value of a formal-

ized or mechanized credibility and consistency model capability lies in the
comparisons between variously related facts, and the truth probability esti—

mates provide a unifying theme to make such comparisons meaningful. In addi-

tion, as already mentioned , this unifying theme enables the transition steps
between the credibility knowledge of reports and of facts derived from reports,

and also between the credibility knowledge of explicit system facts and of
facts derived using inference rules.

3.1.3 Trea tment of the Fact Credibility Foundations

In the paragraphs which follow the method of employing truth prob-

ability estimates is described and illustrated with both examples and Venn

Diagrams. Probability is represented graphically by area, and area overlap

furnishes the interpretation for conditonal probability, providing a concrete

visualization of our credibility model.

In Appendix B we furnish a graphical interpretation of our credi—
bility method designed to illustrate the significance of our choice of classi-

cal truth probability as compared with other choices. The work assumes the

use of truth probabilities for two elementary facts, as plotted in two coordi-

nates, the third coordinate giving probability f or a compound fact based on the

two elementary facts, either by simple conjunction (the “and” combination men-

tioned above) or other logical combinstions, appearing in different figures.

The result is generally a solid three dimensional plot corresponding to the

scope of possible conditional probabilities between the two elementary facts.

This method illustrates , for example , how the minimum of the two

truth values (from fuzzy logic), and other proceth€ris, all are consistent
with classical logic when the facts are known as certain. It further illus—

trates how our probability product method gives a resul t near the centroid of

the solid truth plot, while the minimum truth valu e approach gives an extreme

at the solid surface.

~~~~~ ~~
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3.2 CREDIBILITY OF INDIVIDUAL FACTS AND RULES

Initially, we describe the use of probability estimates as they re-

late to credibility of ordinary (explicit) facts in the data base. We then

expand this application in two directions . The first includós a similar cred—
— ibility method for facts which are derived from ordinary facts making use of

fact derivation rules. The second direction shows how the ordinary fact

credibility estimates are to be obtained from the relevant reports which are

the information sources , to the system.

In computing the credibility of a derived fact, contributions from

both the rule, and the hypothesis facts are used.

In deriving fact credibilities from report credibility we introduce
likelihood numbers, which are relate d to credibilities. This provides a

practical way of updating fact credibility when a new relevant report enters

the system. This is conditioned , of course, by the competence employed in
making the report likelihood estimates.

(Here the emphasis is upon facts which fit in well with the idea

of an estimated truth probability. This excludes facts which essentially

assign numeric values. The method suggested for such fact. is the use of

an assigned best estimate with interval, to be updated using ordinary statis—

tical methods.

3.2.1 Individual Fact Probabili ty

Here we describe the use of ordinary probability estimates as associat—

ad with those system facts where it makes practical sense to designate the chance

[ that a system fact is actually true . In this discussion , we make liberal use

of ez ples and a graphical presentati on of such facts , with areas representin g

the truth probability estimates. In Appendix 3~ Theoretical Foundations , a

different graphic al techni que is ployed. There the purpose is to demonstrate

the connections with the procedures when the practice is to assume c~~~lete

certainty in system information.
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In practice, it is natural and profitable to be influenced by the
whole pattern of associated facts in estimatin g the truth probability of any
one given system fact. This larger viewpoint is discussed in Section IV,

Consistency Analysis. Here we are concerned with individual non—isolated
facts taken together in simple combinations.

S

An example of such a concern is the question of the estimate that

both of two facts are simultaneously true, when there are already similar es-

timates for each of the two facts separately. Such problems are also in the

later discussion dealing with the derivation of facts from rules.

3.2.1.1 Relationships Between Two Individual Facts

We assume that individual facts may in each case be associated
with a number , rang ing from 0 to 1, which represents an estimate of the prob-
ability that the fact is true. We use fact in the sense of stat ement , meaning
that it is not necessarily true , contrary to general usage. Such statements

form the bulk of the data of the system , examp les of which follow:

.9 , DA (1, 2) System 1 was developed !t facility 2

.8, W (2, 7) Person 2 yorks yith person 7
1.0, W~ (4, 3) Pers on 4 yorks gt facility 3

Am interpretation of these statements can be made using traditional
Vemi diagrams , but with areas proportional to probability . Thus, a diagr am
of the first two statements may appear thus :
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It amy help to imagine a dart hoard in which the dart is squally liable to land
at any spot in the nniverse U . The oval DA (1, 2) represents the fact , the
dart inside DA (1~ 2) represents truth, and the dart outside represents falsehood ,
the areas being in the proper proportions. The manner of drawing the above

figure means that given IN (2 7) ii true , then surely DA (1, 2) is true. In
logic notatio n this is IN (2 , 7).4DA (1, 2). It was not necessary , however , to
represent the two facts in that manner .

Another presentation of the same two facts is as follows:

_______ -U

~— — M  (1, 2)

- _ 4_W ( 2 , 7)

Where we have moved the W (2, 7) oval so as to embrace the upper 80 percent
of the Universe U • Under this diagram it is no longer true that
IN (2 , 7)~~~M (1, 2). That is to say , if the dar t should lend inside WW (2 , 7),
it may or may not land inside DA (1, 2). More specifically, there is an approxi-
mately 7 or 8 percent chance that the dart might land in that upper portion of
the area corresponding to DA (1, 2) being false. We see that there is another
property of our statement above and beyond the probability and the identify of
the facts, namely relationships between the facts .

Further ~‘~plss to illustrate relationships between facts follow
in t~~ee pairs; with truth probabilities:

Al Scientist 3 works in Pittsbur gh .40, WA (3 , 1)
A2 Scientist 3 works in Pemsylvania .60 , WA (3, 10)

Scientist 2 works in ~~iladelphta .40, WA (2 , 2)
ScIen tist 2 works In Pittsburgh .40, WA (2 , 1)

C1 Scientist 4 works In Albany .40, WA (4 , 5)

C2 Scientist 4 is male .75 , ID (4 , 1)
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We notice that the Venn diagr am representations are not chosen capriciously,

but represent something inherent in the nature of the facts • Even though there
is nncerta inty about the A1, A2 facts , it ii surely true that A1 being true
arg ues that A2 is true, a matter of geograp hy. In logical language we have
A1’.

pA . necessari ly true. In probability language we have cA1 * A2> 1.~ We
use th~ angle bracke ts to denote pro bability and the single arrow to denote the
from — to relationship of conditional probability. We tabulate the general re-
sults thus, using ~ to mean negation:

A pair B pair C pair

Logic Language A1~~~ A2 ~~~~ ~$ 12 ~~~~~~~~~ c2 1 equally

,C1~~~ C2j  likely

Probability <A1 A2> — I <
~i 

-
~~ — 0 -

~~ C2> — cc2>Language
(
~A2 ’~~A f l  <32-~ B1 — C  <C2 -~ C1 —< C1>

It is particularly interesting to note the C pair of statements ,
which approximate a condition of probabilistic independence. This means , in
dart language, that knowledge that the dart lands inside the C1 oval does not
lead to any expectation that the dart is inside or outside the C2 oval, except-
ing such expectation as already existed. The same thought means that C1a.~ C2
and ‘iC1~~ C2 are squally likely. In the figure, th. probability of failure
of either implication is rep resented by the 12.1/2 percent portion of th. total

* Prob (A11 A2 ) is represented as ~~~~~ A~> in the notation adopted beret
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area at one right side corner . In wore trad i~iona1. probabili ty language ,

the probability of the stat ement C2 is not affected by the C1 assumption :

(Cf C2> — cC2 .  In this case we say C2 and C1 are Independent . In popular
language , we could characterize the A pair as being supportive statements , the
$ pair as being antagonistic , and the C pair as being impartial, or independent.
B.cause we have in mind a system condition where conditional probabilities nay
be frequently unkn own , the assumption of independ ence is the most attractive
as compared with the other wore extreme possibilities. )~ ch of the substance
of the following pages is an attempt to incorporate in logical inference pro-
cesses such inf ormation as nay be available concerning the relations between
different statem ents , which constitute the data.

3.2.1.2 Th. Compr ehensive Role of Conditional Probability

If we note the possibilities of simple conjunctions and dis junctions ,
with associated probabil ities , for each of the above pair s of statements, we get

the following tabl e:

• A pair B pair Cp sir

Conjunction
Logic A l A  A2 — Al ~~~ 

12 empty C1 C2
• Probability CA1A A 1.< A1> <31A 17> .0  <C1

A C 7 > .< C1> < C2>

Disjunction
Logic A3

V A 2 -L2 B1
Y 12 C1

V C 2

Probability <A1
V Aj > <A 2> <31v 32> 

~~~~~~~ 
C7>

+ 1 - (1- <C1>)U- ~~7>)

We notice here a tendency for the assumption of probabi listic independence to

be aUi y between the other more extreme possibilities, which vs have already
noted above, end which remains true for more elaborate logical expressions . A

vi.,point which braces all thr ee conditions ii the following:

<P A - <D .4
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The value of the conditional probability deter mines whether the facts P, Q
are related as pair A , B , or C above , or perhaps in an Intermediate manner . We
tabulate the results:

~Q/F, Value Results

1 <P A q).<P),as with A pair

0 < P A Q >. 0 , as w i t hl p ai r

< P A Q > - < P 7 u~ >, as w i t h C pa ir

It is from this wore general viewpoint that the remainder of this description
of use of probability with data and rules is written.

3.2.1.3 The Practical Advantage of the Product Rule

We note , partly becaus e of previous effort in this direction, that
the work above , for pair A1, £21 in general , yields the results :

<A1A A7> - win (A1, A2)

<A2 v A2> - max [A1, A2)

In the above pages, for reasons of clarity , <A 1> was selectsd as less than <A7>
in agreement with the Venn diagra m. But vs note that these formalas are a
specialization of the general conditional probability forenla as discussed
above, and this appears to be the source of their validity and usefulness in a

probability fr amemork. A direct appli cation of the aIn ’ ax forun las to general

statements has more difficulty than serious inaccuracy where the statements
do not have the properties assumed , as the A pair do. There Is a failure in
being well defined , even for compound statements of only odest complexity .

An ~~~ p1e follows:

(1) ~~~~~~~ - aim (<p> , <~~P?)
— 1/2 in case <P’~ • <-iF, - 1/2

(2) <7 f ~~I T~ - <empty statemenD - <~~> • 0

I $ 

~ 

—- - 
-

~~~~~ 

— 
- 
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(24) ~~ (x,y) A 1~c (x i) A ~~eflap tara ,y,~ , ,~~, ~~~~~~~~~~~ -

~~~~~~~
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -

Rere, P end iP clearly have a relationshi p such as pair B above, and vs have
used the Inapplicable formelas appropriate to pair A. The result s show that
inaccurate solutions nay be derived and that the solutions depend upon the
for, of th. compound state ment • These difficulties do not appear to plague
work done from the general probability viewpoint. Use of the product rule is

• just another special rule and can lead to these difficulties In the s way
that use of the aim-nix rule can. However, the inaccuracies end difficulties
of using the product rule (in case the conditonal probabilities are not avail-
able) tend to be less than using a special rule for a mere extrem, case , such
as data pair A or B above. Applied to the above simple case, we illustrate

— <-ip) • 1/2 case) :

aim-max forme la product formela general formela

<PA-I F, <P A,F~

• njn (<F,, < F ,) • < P <~~D o r - <~~ < 7P/D

— 1/2 — 1/4

We hope then that vs will be able to use conditional probability when it ii
most helpful , or at least when it La available. It it is sot available,
though, vs plan the use of the best special rule, sanely the product rule, f or
data that is independent in it’s probabilistic nature.

3.2.2 Derivation of Facts from Rules

The simpler forms of rules which produce facts derived from the basic
system facts are described. These rules have the structure of an ordinary log-

ical Implication giving a stogie derived fact as the result (or consequsst) of

an ass~~~tton based upon the truth of one or mere facts is the rul. hypothesis.

Ho consideration is given to the broader class of rules which asy provid, semantic
definition, or help Implement system informetion structure.

The method of a~~ ple sod graphical illustration is used to saplain

a technique for Including is the derived fact credibility estimate an appropriate
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accounting for the intrinsic uncer tainties of the rule itself , as distinct from
the uncertainties of the facts in the rule hypothesis . The focal point of in-
terest is the credibility of the derived fact itself, rather than the related

concep t of the truth probability of the logical implication.

This method is pursued to the point of including rules whose hypoth-
esis facts are probabilistically independent . This is characteristic of the
rule ~~amples thus far examine d , and may suffice for STIS requirements for the

near future. If the rule hypothesis facts are not probabilistically independent,

then the use of the traditional probability product rule is still the best pro-
cedure in case the appropriate conditional probabilities are unknown. This is
a chief result of the investigation of Appendix B. and of the illustrations of
paragraph 3.2.1.

Another such result is that , in the event the appropriate conditional
probabilities are known, then the use of them makes a very substantial improve-

ment in the derived fact credibility estimate. A method for so doing is ex-
plained in Appendix B.

3.2.2.1 problem Definition for a Derived Fact Probability

An ememple of a rule follows: -

WA (2 , 4) l~ WV (1, 2)~~~WA (1, 4) (“instantiated” form)

WA (x, y)A  WV (a , x) .~~WA (a , y) (general form)

Using language u at the start of the paper , this rul e helps provide informa-
tion about where person #1 works on th. basis of knowledge of where co—worker

person #2 works. If the statement WA (1,4) is in the da ta base, then the rule
may not have to be used, especiauy if the probability estimate is high such as:

0.98, WA (1, 4)
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The estimation of the probability of the result or consequent of
such an implication is the central probelem still remaining here. The infer-
ence process consists of answering a given query by combinations of searching

- 
the data statements direct ly, and using rule s to get derive d da ta . The dis-
cussion above has described a way of treating uncerta inty in the original data.
Nov a similar , but more involved method, is seeded for derived data probability.

We suppose , first , a simple single literal hypothesis in an implica-
tion rule p ~~ q. Vs r egar d this as completely equivalent to the stat ement

— i  p V q. Our ultimate concern is not with the probability of the implication
<p49., but with the probability of the consequent cq> .

3.2. 2. 2 The Us. of Conditional Probabilities for a Derived Fact

In approaching this goal , vs define two m~~ers. The probability
that the consequent is true if the ant ecedent is true is just the conditional
probability <p. 9. The probability that the consequent is true if the 

-

anteceden t is false is the conditional probability <i p -
~~ 9.

We therefore adopt the notation:

(< ip.* q>,<p+q> ) p~~~q

(.2 , .~) p~~~q

siguiftes that <p .g 9. . 9

Another ~~~‘pl. follows :

(0, 1.0) p4q

This is the case when the implication pi~ q is always true (sempor e With data
pair £ dIaem sssd in paragr aph 3.2.1.1) .

3—13
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3.2.2.3 First Estimate of the Credibility of a Derived Fact

We also note that the interpretation of the first of these rule
probabilities can be given in various ways , and the ways are equiva lent.
Using the eva~iple (.2 , .9) P .4 q,

<p .~~9~~~.9 vhen <p> -l

<9 - .9 vhen <p~~- l
<p-~~9...9 vhsn <p>-l

Here we use the single arrow p -p q as the event q when p is given true .
It is easy to see that , using p • 1:

p+q .< ..~pV q> .~~~~V q .  ‘q)and <p -~~q)— <q)..

Whichever of the three interpr etations we regard as fundamental, it re-
mains true that our probability number (e.g., .9 above) is an estimate of the
intrinsic rule ancsrtai nty pres ent when the hypo thesis or the input is p r -
fectly certain . Therefore , an estimate of the consequent probability
Is given thus:

estimite <9. • (.9)<~1> 
-

We note thit this can be regarded as a sort of machine operation, the rule being
the chine, which cannot possibly have an output (consequent probability) of
better quality than the input (anteceden t probability). Thus , our .9 number
Is a waique estimate for the intrinsic .onfidence quality of the rule itself ,
which normally applies to a considerable number of possible facts or literals.
This is illustrated by our early rule em~~~l*:

WA (x, y)A WV (a, ~ )u ~~VA (‘, y)

Where z, y, a may represent ~~~y possibilities of workers and facilities and a
wide tongs of probabilities for th. data itself. However • this <9 estimate
thus far computed La not complete.
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3.2.2.4 Improved Estimate of the Credibility of a Derived Fact

The missing portion of the <9 estimate thus far has to do with the
possibility that the conssquent may be true occasionally in spite of the

— hypothesis, that is when the hypothesis is false. Notice we are not considering
the probability of the implication rule being true , <p .4q) <,p V q) , but
rather the generally differen t probability of the consequent being true , <q>.
For example, a particular case of the above rule might be:

VA (2, 4)A WV (1, 2 ) ’~~WA (1, 4)

It might happen that the hypothesis here is false , e.g., because it is knowo
that person 1 does not work with person 2 • However , it may be true that person
1 works at facility 4 , even though this is not by the power of the implication .
If there were 10 facilities, than we might estimate ther e is a 10 percent
chance that WA (1 , 4) is true even though the hypothesis is definitely false.
This is the part played by the .2 in the following example :

(.2 , .9) p~~~q

Therefore the final estimate of <9. is given by:

— (.9) <p + (.2)(l •
• .2 + (.7) <p

It may be argued that this refinement may not be worth incorporating,
since it involves an estimate outside of the usual purpose of the implication

rule. It may be further argued that , if the hypothesis is not satisfied ,
the number giving the probability of th. consequent viii be likely close to zero .
Thus, it mey seem that the difference, e.g. , between :

.1, q and 0, q

may sean of impractical sipti ficonce. Nut the revers e view of the matter may
conceivably be misleading or dangerous . Consider for ex pls, the result:
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1.0, i WA (1, 4) equivalent to 0, WA Cl , 4)

p which says that person 1 definitely does not work at facility 4, this answer

is clearly poor if the only basis is the knowledge that the hypothesis VA (2, 4)
A W W  (1, 2) is false .

3.2.2 .3 Graphical Presentation of Derived Fact 1~ethod

£ Venn diagram picture of our simple hypothesis rule :

(.2, .9) p-pq

would appear as follows:
p

H

k
-~~ ~‘d~~L

where we have shaded that portion of the <9 estimate associated with the
c.~ p • q> rule probability number . If the q boundary were to coincide

with the p vertical boundary , then the classical p~~~q implication would be

represented for the case that the implicatio n never fails . If we use both our

implication probability numbers (.9 end .2)., then we have represented cq

accurately in the diagram above, given both shaded and unshaded <9 area. If

ye permit the refini ng conditional probability number to be entered as zero,

then the shaded oortion of the q area (if there is any) has been overlooked.

The unshaded portion of the cq area is that vhich the first probability nu,Ilber

(.9) account s”for by itself.
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3.2.2.6 Facts Derived From Compound Hypotheses

ideas and estimates can be readily developed for implication rules

with a compound hypothesis, such as:

p A q 4 ’ r

- If we are sure of the probability of the hypothesis, <p A q ,  then the work of
the preceeding pages may be applied by the simple device of treating pA q as if
it were a single fact hypothesis . A much more likely situation is that we
may have an estimate of the probability <p and the probability <9 and wish to
estimate <r>. If nothing else is known, then <p A q> may be estimated as
<p <c, the degree of error in such an estimate dependin g upon the extent to
which p and q really are independent. We expect the information that p and q
are not probabilistjcal]y independent to appear in the system in another form
such as:

pab q

or perha ps with probability numbers as previously discussed , e.g.:

(.15, .9) p~~~q

One issue to discuss is how this relationship is to be used in estimating
<z>, Another issue is to see just how the c r > estimate is to be modified
(as ment ionsd above ) in the event that p A q is false. This last issue may
be broken down into cases, such as p alone false , q alone false , etc.

3.2.3 Derivation of Facts from Repotts

In many cases it may be an effective pra ctice to estimate the cred-
ibility, or truth probability estimate, of a system fact dir*ctly. In those 4instances where an occasional report or a changing backgroUnd condition has
•ufficien t Impact , then a fresh direct estimate may be mad e. Hwsver , when
there is a more or less established flow of relevant repo r t., a more syste-
mat ic approach is likely to be desirable.
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Depending upon the type of the system fact , two different procedures
are described for the situation of an established f low of reports. The simp—
1cr case is that where the system~fact establishes some numeric estimate for

a technical fact. These facts contrast with the relational type facts under
-discussion in recent paragraphs. It also appears practical to represent fact
uncertainties with a best estimate and interval structure. The more subtle

• case is the application of the Bayes Theorem to update the credibility of facts
recent ly discussed.

The numeric estimate type fact may be updated for each report by
standard statistical methods . This type fact may predominate in the STIS in-
formation , but the method of updating is so comeon that the description has
been kept brief. Depending upon particular problem features , different variants
of a weighted updating procedure using a current best estimate and a current
interval are anticipated.

Similar updating features for the facts with credibility involve the
use of Bayes ’ Theorem put in the language of fact likelihood and report

¶ likelihood. These likelihoods are probability ratios which are closely linked
with credibility concepts. The use of these likelihoods results in a practical

directness and simplicity of method , much like the use of logarithms in certain

L — computation problems.

The use of Bayes ’ Theorem in the likelihood form involves one with
important operational subtleties. Questions occur involving the relative chance

that a repor t may be re ;eived even if its content is false , and involving the
extent to which a report duplicates previous reports without really offering
additional support to the fact under consideration. Such problems should be

faced in any event. - -

Accordingly , the major description of the Bayes technique is retained
in the body of this report. With a continued use of examples, certain problems
are further discussed in Appendix C.
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3.2.3.1 Survey of the - -Problem

We consider first a method by which relationa l system facts (e.g..

“~~~1oys”, “Works at”, etc.) are built up from the basic report information .

Previous notes have assumed facts such as :

.75 , WA(2,7) Person #2 ~orkd !t facility #7
with a probability estimated at
.75

and have treated the searchin g and combining of such fact. . Here a possible

procedure for obtaining and updating the .75 credibility estimate is .~~~1ned.

It uses the grass roots information of the reports coming into the system . In

greater generalit y, we regard the above example as a special case of:

where the event e happens to be:

a — WA (2 ,7)

and the credibility of the event e is:

I
The procedure is to consider the applica tion of Bayes ’ Theorem to

the rep orts bearing on such a fac t as shown above . The central quantity which

each such new rep ort brings into the system is the likelihood or probability

iatio A , defined as follows :

( A Ce —. R,) — where R, is the rep ort of the event a

which appears in Bayes’ formal ation. This is the rat io of the chanc es of

getting the report if the fact is true, divided by the chances of getting the
report if the fact is false. This estimate is made when the report is first

utilised for establishing a system fact • For reports of high sharpness or

discrl l at i o n, the ratio should be lar ge.
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This leads to an interesting restatement of Bayes ’ Theorem ,
making use of a similar concept of likelihood ratio for the facts themselves ,
designated thus:

• From this viewpoint a report i. exactly a likelihood ratio improver for the
system facts . The restatement of Bayes Theorem is:

L (e) —

which will be proven in paragraph 3.2.3.4. Therefore , the value of the report

~e is identified with the report likelihood ratio, in the sense that the high
ratio values mean the greater increase in the system fact likelihood.

Finally, a rather different sort of system fact is considered , as
illustrated by:

Range (17,lltl) Missile site #17 has a range capability in the
10 to 12 mile interval .

Such facts have a different credibility structure . An essentially statisti—
• cal approach is indicated for utilizing firing reports to update such a

fact. - - - -

3.2.3.2 Two Reports, Bayes Theorem

Suppose we start with two reports pertinent to the fac t that person
#2 works at facility #7. In this simplified example , assume the reports take
the form ft

1 
— Esource S~ , fact ] , e.g.,

— t5i,~
1
~~
2,7)] end

B
2 
. [S2,WA( 2,7)).

— Suppose further that the analyst treats R1 alone with a credibility of .75,
that is, CRj4WA (2 ,7)> . .75, where the left side of the equation is the
probability that the content of the ft1 repor t is true based upon I~iowledae
of the R.~ report , and that report alone . We also suppose tha t the analyst treats

alone with a credibility of .80, that is G2.g WA (2 ,7)> — .80, whare the left
side of the equatio n is the probability that the ft 2 rep ort is true without any
keowledge of the ft1 report. If we ass*se. there are no further reports bearing on
VA (2 ,7), and if we also ignore the R2 repo rt , the best that could be entered in
the fact Lii.. of the system would be:

.75, WA(2 ,7)
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This fact would then be a one report fact of the sort previously analyzed in

-
~~~~ a system with facts and rules. We now consider some possibilities in combin—

ing reports B1 and ft 2 to get a joint WA(2 ,7) resul t in the fact file .

- 
A very important consideration in such a combinati on is the degree

to which the two rep orts overlap. If it should happen that both ft 1 and ft
2 

are

reports , by different observer s, that person #2 is listed on a facility #7
payroll listing, then the two reports are almost duplicates . The .80 cred -
ibility rating for R2 may merely reflect the conditions of a more reliable
observation . The process of combining the two reports might well approximate :

.80, WA(2 ,7)

thus indicating that report R1 was essentially subsumed by R2.

A contrasting possibility is that ft1 and R2 may furnish essentially
independemt(sources S~ and 

~2 completely distinct ) information supporting the
fact WA (2,7). For example , R

~ 
may be assumed to be a payroll observation , as

assumed above. But ft 2 might be an observation that person #2 was seen at
facility #7. Since the reports rest on a different information basis , it
app ear s reasonable to expect a stronger supportive effect.

We attack this problem by considering Bayes’ formulation of a pos—
t~rior probability. This can be derived as follows:

• cD A H> — cD, . cD ., H> •

cD -‘ H’ — 
cu .D> cfi>

Let D signify data or evidence and H signify an hypothesis. Where

there are only two (mutually exclusive and exhaustive ) hypotheses H and ~

cD> • cfl • D c~, + c~ ~ D> cH> and

Bayes ’ Theorem is written

H • D> <H>cD, * H, .
(H -, D’•CE> + q~ •
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We apply Bayes ’ formulation to this two report problem in the
f orm :

~~~~~ 
W~~2,7)> — <W&(2 ,7)

~~R? <WA(2,7)>
<Wk(2 ,7)-~ B 2> <WA (2,7)> + ~ A(2 ,7)-p B2>

- - V. also mete that <W A(2 ,7)> ii based upon 
~ 

above , that is to say G(~~~ WA(2 ,7)> .
<WA(2,7)> — .75 a~ comeented Upon above. ~~~ ~~~~~ 

W A(2 ,7)> is the improved
estiinaLe of <WA(2,7)> be~aus. of the assist an ce of the later report

An interesting case occurs when the 
~2 report is impossible when WA

(2 ,7) is false:

— 0

This neans , of course , that the R 2 report is highly reliable . Computation
yields top probability for the new WA(2 ,7) estimate :

~~2’~ 
WA(2 ,7)> — I

Thus, we see that the estimat e of the likelihood ratio:

L(WA (2,7)..e p2]” 
<WA (2,7)-+ 12>
<Wi(2,7)—~ ~2

>

is central to an muderstending of the rep or t 
~2 and its effect on the <WA(2 ,7)>

estimation . However , it is not always easy to see how this ratio is to be

estimated in a given practical situation, particularly if the report fow~dation

f or the old <WA (2 ,7)> estimate is not Iu~ovn or onderstood. To illustrate this
possibility we consider th. extreme example where and 12 are really the same
report but they are accepted as distinct T eDort s because of a cler ical or tech-
nical error. It would be desirable , in this case, to have

<WA (2 ,7)~~
— 1

because this is the valu e which results in the øJA( 2 ,7)> estimate bein g ~mchanged by

the introduction of the r.dumd.nt 
~2 

report. However , the above ratio statem ent

implies that the likelihood of getting report P.2 is completely independent of
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whether WA(2,7), the hypothesis , is true or false. This sounds disturbing until

one reflects that a more accurate asses ent of the ratio statement is that the
duplication of report 

~l 
is independent of the truth of the hypothesis. This

degree of duplication La , of course, an important matter In an effective dis-

tilling of the ~~~~r of the evidence from various reports , in support of one of
- the system facts . It may r.qutrs a higher level of alerDless of the ~~~~~~ part

of the intelligence operation then the more strictly clerical aspect of the

t reports.

3.2.3. 3 Likelihood Ratio

We note that a second presentation of Bayes ’ theorem makes a re—

interpretation in terms of lik.lihood ratio pr actical . We regard the quotient:

L(.) _
~~.f~

as definition of the betting odds on an event e or “fact ” e. For exa ple , if

the fact is as likely to be false as it is to be true, then the odds for the

fact is unit y. On the other hand , if there is only a slight chance of the fact

being false (i.e., c~> - 0) thea th. odds of the fact is very high. This approx-

imates the ass*mption of an inference system which is organized as if the data
and rules are completely certa in.

We also observe that the quotient :

)(•.eR )

PS7 be regarded as th. likelihood ratio of the report 1(e bearing cc the fact.
For example , if the truth of the fact a and the falseness of the s fact are
equally likely to lead to the rep ort R~ , then the likelihood ratio of the
report is unity. On the other hand , if there is very little chance of getting
the report in the event that th. fact is false (i.e. , d & ~ £ 0) then the
report baa a very high likelihood ratio . In this case, th. report can be
thought of as very assuring.
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3.2.3.4 Restatement of Bayes’ Theorem Using Likelihood Ratio

Thus, Bayes’ Theore. can be restated in the following manner. The
posterior (after the report) odds of a fact is equal to the prior (before the
report) odds multiplied by the report likelihood ratio. It is interesting
‘to trace the algebrai c development of the viewpoint from the original, tradi-
tional presentation of the Bayes Theorem.

As pr*sented above , Bayes ’ result can be stated thus :

cD -. H> • <H .D> .CH,

We can also write the complementary form

cD -~~ 1> — <~ ~~~~~ cH>

Taking the ratio of the two forms , we have

<D .H> _ < H-~ D .~~kCD.R> 4 D> <~~~

We can call the old odds on H or L old (H), and CD ‘ >~~ the new odds on H
I

(considering the new datum or evidence, U) L.~~, (H) . The factor ‘H .4 U> is the

likelihood ratio L(H -
~ 

U) . With these notational shifts we have the odds/likli-
hood formulation of Bayes’ Theorem

Loew (H) — A( H ‘ D ) L Old (H)

Using an event e as the hypothesis, and a report of event a, 1,, as the datum ,
we have

Lusi,, Cs) • )
~(e ‘ 1(e~ 

Lold (e)

wher e we have used “L” to denote the odds of the fact , and ~ th. likelihood of
the report J , as already discussed above .

Thus the l ikelihood ratio l(e ~ 1,) can be viewed as a factor which -~
transforms old odds into new odds ,
where L

j_ 
: 
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or two reports , 
~l 

and 
~2’ 

and some initial odds of an event L0(e) 1 we have
first

L~1(e) — A 1(e 11) L0 (a)

and then
- 

L112(e) • 11.
, Rl) ’12 (e . R2) L 0(e)

Thus the overall likelihood ratio is the product of the individual likeli-
hood ratios

S A L 0

where

A —  A
l

This of course can be generalized so that for n reports of an event e

~~~~~ 
A~ (s -P R1)

3.2.3.5 Value of Reports Bearing on a Given Fact

The report likelihood ratio is the essential indicator of the value
of a report, and the Bayes Theorem (likelihood presentation ) shove boy the value
of the repo rt is rea lized in increasing the likelihood ratio of the fact upon
which the report bears . For example , suppose we compare two possibilities:

(A) 
-report likelihood ratio of 2 ,

(B)
likelihood ratio of 4.

We also as suns that all thee reports ar e independent , that is, that they do
not overlap significantly with each other or with the repo rts which have been
previously assimilated Into the .yst , resulting in a c~~rent <VA(2,7)>
estimate. The reporting of (A) and of (B) era of similar value, the :~mputatioc
proceeding tims:

(A) l~~~, CWA(2,7) ) — (2) (2) LoRd Cw~2.7 )
(B) l

~~~ tWA(2,7)J 
a (4) told (~~ (2 ,7)]
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What this means, in the event ØM (2 ,7)>old — .80, is as follows :

<WA(2,7)>old • •80

L id [WA(2,7)j • 
<1
~~
2,l)>o1d — • 4

- . ° <~~ (2 ,7)>old .20

L~•y [wA(2 ,7)] • (4) (4) • 16

We can recover the probabilities (P) from the odds CL) as follows :

P 1—P

P — L — L P

P (L+L)— L

Therefore, in the above ~~~~~~

<W A( 2,7)> — 
Lnav (WA (2 ,7)] 

• ~ .~~~44
new 1 + Lasu (WA (2,7)] 17

We note that this offers a quick method of estimatin g the effect of a large

nunber of reports of similar value (i.e., with similar likelihood ratios).

3.2.3.6 Operational Features Bayes Method

La an alternative illustration, we consider aga in the example of
two reports us.d before the first mention of the Bayes Theorem:

• .75 (ISo 12 report)

• 3.~~+WA (2 ,7P .  .o (Plo R
~ 

report)

wher, the credibility ~~~~:r .75 is a probability estimate that the 1~ repor t
- is true, based cc the 

~1 
report alone, and similarly for the 12 report. We

- - 
- 

- - 
- also a.sun. that these are the only two curr ant reports bearing on th. fact

W(2 ,7), which is mew to be brought up to date for the first time after a
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long period. It is also assumed that the repor ts are nan-overlapping (one
might have been from a payroll list observation , the other fr om a sighting
of person #2). Therefore , utilizing R

~ 
alone, the best that can be done is

to enter in the fact f ile :

.75 ,WA(2,7) (R1alone)

This same example was utilized in studying the importance of the
report likelihood ratio :

L [WA(2 ,7 )4  12] — 
<WA (2 ,7 ) - )  

If

~~~ (2 ,7) ’4 12>

The subtleties in the evaluation of the ratio led to the reformulation of
Bayes ’ theorem in terms of odds of facts and likelihood ratios of reports :

- 
L~.~(e) — A(e —P R~) LOld (e)

which in this case becomes :

<WA (2 e7)>new <WA (2 ,7)—P R 2> W1(2~7)>old
5 

~~~~~~~~~~~ R2> ~~~~~~~~o1d

where 12 is still the second report , and the “new” and “old” estimates
correspond to “af ter” and “before ” the utilization of report l2~ The relationship

is, of course , valid for any rep or t with the appropriate ~mderstandthg con-
cerning “new” and “old”. Th. use of lik*llhoods makes the problem easy,
much as the introduction of logarithms in some arithmetic problems. However ,
it does mean _that there is the need to get the problem in likelihood language .
In this example that

In the case of fact odds ratios , i1W-teaa*latiou is very easy:

L £WA (2 ,7)] — <~~
(2 ,7>old
‘ old

<W~~2,7)~ o1d
— 

1 -

Lold ~A(2 ,7)]
— L01IVA(2 ,7)J+ t
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We see that the odds ranges from zero through all positive valu es, and is
greater than unity for facts more likely to be true than false. In addition ,
any increase in th. fact credibility is necessarily associated with cc in-

crease in the fact odds , and vice versa . There is no such easy transition
for report likelihood ratios. Indeed , the report likelihood ratio , as

- - presented above, is not a fraction whose denominator and numerator add
up to unity , as is the case in fact odd. ratios.

Nov reports 
~1 

and 
~2 have been defined in the following manner:

a1—s WA (2 ,7)> — .75 (No use of

~~~~~~ 
W~(2 ,7)> — .80 (No use of

A close consideration of the matter shows that the problem is not completely
defined , because there is no clear statement about the original W&(2 ,7)
credibility estimate before either I

~ 
or enter the system. This follows

from Bayes ’ formulation itself , which say s that an updated fact odds
(or credibility) is a result of two things , the report characteristics ,
and the previous fac t estimates :

Luau [WA(2 ,7)] — 
~~~~~~~~~~~~~~~~~~~~~~~~~~ 

L014[WA(2 ,7)]

The simpler (likelihood) version of the Bayes result is shown , but it is not
really important whether fact credib ilities or fact odds are employed.

An important thing to note is that the .75 and .80 credibility estimates
given above with ft1 and ~2 correspond to fact estimates on the left side of
the Bayes equation , and on the right side the first factor alone represents
the intrinsic r eport (ft may be thought of as corresponding to or ft 2)
characteristics. The second (Lold) factor must be accounted for , and a
clear separation of present report versus original fact estimates must be
achieved.

We do this by assuming that L01~~%M(2,7)3 equals unity, tantamount
to saying that the original fact was as likely true as false pr ior to the
acceptance of either report 1

~ 
or 12 ~~~~~~~~~~~~~ assunp tiona are considered in

Appendix D. This means that Bayes’ formulation appear. thus :
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• (1) (No use of R 2 )

0.80 WA(2 ,7) *R2
— 0.80 — ~~ (2 ,7) —+ R2 

(1) (No use of P1)

where on the left we have translat ed (as already discussed) from fact credibility

to fact odds . Note that there is no difficulty in considering either or P2
as being the first accepted report. The results are that we have likelihood

estimates for both rep orts :

L (W&(2 ,7) iR 1) — 3 (No uie of P2)

L (W~(2 ,7)~~~R2) — 4 (No use of R1)

Note that if we had assumed a higher value for the original (before either P1
or fact odds (or credibility) then the two reports would have had lover

likelihood ratios. This represents a real transfer of system information,

and illustrates the significance of the i’ibove statement tha t the initial .75

and .80 report estimates do not completely define the problem.

The combination of the two reports is simply the rout ine of applying

Bayes’ formulation through two stages of “new” and “old”. This double appli-

cation of Bayes’ formulation yields:

Lp~
1
~fl~ 12 (WA(2,7] — 

A (WA (2 ,7) P1
2
] 

x (WA (2,7 —.P11] LOld[WA (2,7)]

— 4 x 3 x 1 • l 2

Changing from fact odds to fact credibil ity we obtain

and 
~2 

-

1 
~~1a~%3 12

• 12 -i. 1 
£ 0.923
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In this double Bayes ’ application , we have used our assumption
• that reports P.1 end 

~2 have different sources or come from different in-
formation bases. If this is not the case, but R2 almost duplicates R1,
then a reassessment of report likelihoods is necessary. Suppose that

~~ 
(with its likelihood ratio) is already assimilated in the fact estimate .

-Nov the duplicating 
~2 appears with its early rep ort likelihood estimate

of 4. This estimate of 4 (which assumes the repor t is not in duplication
at all) is no longer acceptable, because such duplication of evidence,
apparently making the associated fact appear much more cred ible , is quite
likely without meaning. The result might then be that the system operator

or analyst, from his general information perspective , decides upon an
likelihood estimate (slightly above 1 perhaps) depending upon his judgment

of the extent to which offers real new support to the WA (2 ,7) fact.

Such a situation is surely operationall y important. In the case
of information relating to people and tecimical facilities, it seems
likely that many report. will occasionally have a rumor quality connecting
them. That such an impor tant reality is part of the estimation of the
report and fact data system is-essentially good. Of course both the
estimation and the understanding of the information status strongly invclve
human judgment.

A record of previous reports is important, and may need review

as certain new reports arr ive. This is part of the more general need for a
j ournal of all reports for general review and interpretation problems.

3.2.3.7 Direct Use of Source Veracity

When we have a direct (e.g. , subjective) estimate of the credibility

of a source or , more precisely , the conditional probability of an event given

that we have a report of that event from a given source , then of course the

credibility of that event can be take n as the credibilit y (veracity ) of the

source. For .xa ple , if we 3.et Ej represent a report of event a from source

Si then the conditional probability cEj  . a) represents the credibility of e

due to the single report. If two independent sources S~ 
and ~2 r eport an

event a then its denial I occurs only if both reports are false . This occurs
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with probability Cft1 ~~ > .c E2 -. ~~~~. The probability of the occurrance of e is
givan by

A ft 2 . e> — 1—cE1 . ~> c E 2

This can be generalized to n independent sources as follows :
T) 

—< A  Ei 4 e> l—T <Ei-’ e>
i—i i—l

3.2.3.8 Value of Reports, Decision Making

We have thus far restri cted our considerations to reports which all
• relate to one fact in the system. In particular , the intrinsic effectiveness

of the report and the degrse of overlap with other reports have both entered
the system with a probability estimate designated as the report Likeli-
hood ratio. We now mention same of the broader considerations - affecting repor t
value and decision making.

If two reports relate to different facts , then the relative
importance of the reports will depend not only on the mat ters already
discussed, but also on th. relative importance of the affected facts, and
also on their credibility estimates. That is to say, one fact may be in
greater need of establishing evidence than anot her fact. It may well be
that one fact is of considerable more importance than another . Some reports
may bear on more than one di tinct fact , and may have a double or possibly

treble value .

In most of these situations it appear s that the nature of the inves—
tigaticn, the outlook of the investigator, end the time of the search may affect
the situation so int imately that a formal structure may not be advisable for
the decision pr ocess . If , for example, there is a problem in influencing the
direction or quality of reports , then appropriate searches into the fact file
or the record of past reports may help the analyst, but his own opinions and
insights are apt to dominate the activi ty . Similar remarks are apt to be per-
tinent to the problem of the proper interpretation and disposal of a large
volume of fresh reports, where sans idea of the mare valuable reports may be
helpful.
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3.2.3.9 Reports Involving Measurement Accuracy

We consider briefly the reports and facts involving measuremen t
errors such as those resulting fr om observations of a missile firing range.
Supp ose that facts are in the system such as

- 
• Range (l7 D±d )

indicating that the range of the missiles at site #17 have a minimum of D—d
and a maximum of D+d. Such facts have not been explicitly considered pre-
viously because the manner in which probability is needed , and the associa-
tive data search possibilities, have both appeared simpler in nature than

in the case of facts not involving measurement error , such as those concerning
people and their employment.

There is , of course , an element of probability in such system
facts in the degree to which Dmin and Dmaxara assigned so as to include all
possible unusual firings . This is more a matter of routine variability in
observation circumstances than a matter of essential report and fact cred-
ibility. Traditional statistical approaches appear appropriate where

measurement accuracy is such a factor.

One possible method is to compute a new (Dtd ) pair as a result of
every new report giving the Nch range reading DN for missile site #17. A

simple weighting factor.’ may be used in adjusting the old fact so as to

include the new report LA. For example, 
‘C — 1/10 would mean that the new report

vould receive a 1/10 v*ight and the old fact a 9/10 weight .

Thus , a new value for the mid point of the range might be simply

given thus:

- 1 -.c) (Dold ) +  ~~ DN

To got the new accuracy estimate , dnew~ 
the ideas of variance and

standard deviation in a normal statistical distr ibution may be used . Thus :

3-32

- - - 
-
• 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~



New variance — (1 ~.e( ) ([dOld)

+ [Dnew
_ D

old)
2 )

- 

+ .c [D - DN J 2  

—
dnew — new variance

- 
Many operational variations are likely in the above method. It may

- be that several reports may acctumalate before they are incorporated
in the system fact Rng (17,D±d). . There may be problems, e.g., in deciding

- 
whether site #17 is in reality two sites 17A and l7B, or not, It may be a use-
ful practice that the (D~d) interval should be adjusted to include all but a

- fraction of 17, of the firings. This can be arranged by scaling “d” by a scale
- factor of 2 or 3 at the ends of the above routine. It may be that .( should be

subject to modification to reflect the conditions in different sites, or with
individual reports ,

- - 
It has been our purpose here to give some picture of reports and

- 

facts of a measurable engineering natur e, for which missil, range has served
as an illustration. With suitable modification, facts concerning other proper—
t ies, such as the color of smoke at a particular facility, the proportion of
a certain element in some residue , may be treated in the same manner.
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SECT ION IV. CONSISTENCY ANALYSIS

We examine here the question of consistency in an information system
which contains propositions (explicit facts), generalized statements with quanti—
fied variables (rules), and which utilizes a system of inference to derive in-
plicit facts , as well as retrieve explicit facts, in responding to queries.

We view the question of consistency in an intelligence system such
as STIS as one of insuring that the facts , rules , and crediblities accessible
to the analyst as accepted informat ion represents a coherent set of beliefs
about the real world. This is taken to mean that the system should not be able
to derive deductively a proposition and its negation, and that the credibilities
assignsd ~o the propositions (facts and rules) conform to the axioms of proba—
bility theory . It can be shown (*) that unless the subjective probabilities
of a set of beliefs of a given person conforms to the axiom of the probability
theory, then it is possible to construct a lottery which the person always loses,
independent of the true state 3f the world.

* P.L. l sey ; “Truth and Probability” Pgs. 61—92 in “ftyburg ”
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The question of consistency will be examined in two stages. The

first stage uses the system’s deductive capability to attempt to assure a

Concept Net of facts and rules which are deductive ly consistent. This phase

ignores the question of credik~ility and is called deductive consistency. The

second stage utilizes a dialog with the analyst to develop a coherent set of
credibilities . This is called inductive consistency.

4.1 DEDUCTIVE CONSISTEN CY

Each candidate statement (fact or rule) whether it be a query or an

addition to the data base (statement corpus) can be considered as a hypothesis

whose derivability or consistency relating to the data base is to be tested .

Initially, the problem can be viewed in the contex t of a conven-
tional deductive logic system. Relative to sane valid subset of the corpus ,
one of the following cases holds for any new ~~etement.

Case 1. The statemen t is provable. Either it is

(a) explicit in the corpus , or
(b) implicit (der ivable) in the corpus.

Case 2. The negation of the statement is provable.
Either its negation I..

(a) explicit in the corpus , or
(b) implicit ( der ivable) in the corpus .

Case 3. Neither the statement nor its negation is
provable. In this case, the statement (or its
negation) is said to be (deductively) independent
of the corpus.

Thus we see the key role that the concept of a hypothesis set play s
in the system. Although we have spoken of a hypothesis and its negative , more
genera lly a mutually exclusive and exhaustive hypothesis set should be con-
sidered. A query , foct, or rule is therefore not considered in isolation, but
as a a~~~er of a set of hypotheses which are mutually exclusive and exhaustive.

If the situation is that of Case 1, and the candidate statement is
provable, then its a~~iasian into the corpus does not amplify the logical power
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of the system. When viewed as a query it is answered in the affirmative. If
it is a candidate for admission into the corpus, then the action to be taken

depends on secondary ob ject ives . If it is already in the cot pus, then the
occurrence of a confirming instance may be noted , possibly augmenting the credi-
bility measure of the statement. If it is not explicit in the corpus, then the
decision as to whether or not to make it explicit must be considered, basically
one of a space/time tradeoff. The situation is akin to recognizing when a

theorem in ony deductive system is interesting, powerful or impor tant.

If the situation is that of Case 2 , and the negation of the statement

is provable, then the admission of the original statement into the corpus would
cause an inconsistency, leading to the probability of contradictory statements.

When viewed as a query, the statemen t is answered in the negative. If the state-

ment is accepted as being factual , then the corpus must be modified and rebuilt
so that it is once again consistent. If the converse of the statement is cx- 

-

plicit , then simj~1y removing it from the corpus may be sufficient , although an
attempt at derivation is required to assure that the converse cannot be derived
using rules and other facts. If the converse of the accepted statemen t is in-

plicit, then an examination of its der ivat ion is required so that proper diagnosis

and “surgery” can be performed.

If Case 3 holds , and neither the statemen t nor its negative is provable ,
then thc statement may be considered deductively independent of the corpus and

its acceptance would be a distinct amplification of its problem-solving power,

- - deductive or otherwise. The situation is akin to adopting an axiom in a deduc-

tive system, and the questions of interest , power and importance which were

raised with regard to accepting a derivable theorem, as in Case 1, are also
appropriate here.

Actually ) this description of Case 3 is somewhat of an nverslaplifica-

tion as at is , in general, theoretically impossible to determine by a mechanical
procedure that a given statement in the predicate calculus is not derivable from
a set of axioms . What will happen is that sometimes a statement which is, in

— 
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fac t, theoretically derivable from the corpus viii be said to be non—de rivable

because an arbitrary resource (space/time) constraint on the derivation process

has been exceeded, and the process is pre maturely terminated . However , in a

practical sense , this situation is not catastrophic , since if the derivation is

sufficiently difficult or expensive , then the incorrect answer of “no” to a

question whose correct answer is “yes” has the effect of either acceptin g as an

axiom a true .tatezscnt which, in fact, is derivable (a non-injurious error),

or accepting as factual a statement vhich is in some sense contradictory to the

accepted corpus. If the situation of accepting a non-derivable statement into

the corpus is always viewed as a competition among disjoint hypotheses, then

there is a buffering effect due to the Imposition of the (manua l or machine-

aided) inductive process of accepting one of a set of competing hypotheses.

On the other hand , the general non-decidability of theorems in the

pzsdicate calculus does not mean that every attempt at deriving a non-theorem

will in fact exceed the resource limit. There will be many practical situa-

in which the derivation process will terminate in failure because the

possibilities (rather than the resources) have been exhausted.

The act of choosing a member of a set of competing (consistent)

hypotheses is an essential ingredient of a state-of-affairs system. It is at

this point that the probabilistic nature of the corpus must be considered , and

it is this aspect which allows a rati onal evaluati on of the hypothesis set and

the possible admission of a member statement into the corpus • The rea]~ of

inductive logic replaces that of deductive logic

The situation in a sta te-of-aff airs problem is not one in which a

•trict two-valued logic always appliài m d  statements are either true or

false , but one in which there is a grey-scale or continuum of truth value , or

credibility, over the interval (0, 1.) . The credibi lity of some statement $

will be interpreted as a probability of truth and will be written as CS> .

4—4
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4 • 2 INDUCTIVE CONSISTENCY AS A COHERENT PATTERN OP CREDIBILITY
0

We view inductive consistency as a matter of comparing related infor-
mation, rather than searching for logical contradictions. A coherent pattern
of credibilities will be developed from a dialogue resulting fro. searching
out facts bearing on an initial inquiry .

The illustration used here involves a pattern of credibility ex-
tended over various system facts. Starting fro. an asai ed inquiry, these facts
are related to one another by logical inference. This viii then be expanded to
system facts related to one another in a tins or historical sense, and then to
facts whose relationship is of even greater generality.

The impact of the inquiry dialogu, is to illustrate the nature of
consistency and the importance of effective co unication between the system
and the user. In later paragraphs it is emphasized that data structure design
is important in enab ling this comaunication. At that tine broader patterns of
system facts and inquiries, in addition to the presen t one, are considered.

4.2.1 Consistency Background

It appears that the use of crediblity (or subjective probability)
in an inference sys ten changes the nature of the consistency problem. There
is, of course, some variety in the nature of possible inconsistency in an
inference system without the use of credibility. A direct clash in statements
or derive d state ments may arise because of clashes in the reports made to the
system, and these rep orted clashes may not always be ovbious. In addition,
there is also the possibility of an inconsistency arising from faul ts in the
prograwsing or logic used in the computer, or in the use of the system made
by the operator or analyst. It seems likely that the appropriate action should
be to remove th. observed inconsistency by Improving or reinterpreting the
reports made to the system, or otherwise attacking the root cause of the clash.

The introduction of credibility widens considerably the spectri
of possible inconsistencies, and brings Lu new subtleties. Suppose, for ax—
ample, that a statement is stored in the data base with a credibility estimate
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of .75 , and yet the same statment is derived fro. other system data (facts and

rules) with the estimate that th. credibility of this same statement is .90.

Superficially, this night seem a damaging inconsistency . On the other hand ,

it may be the result of using highly reliable facts with a highly credible ruic

to get the sane statement with a much higher credibility than the estimated one

when the statement was entered. Thus, not only are there new types of incon-

sistencies, but there are new subtleties in their interpretation and in the

appropriate action, if any, to be taken. It is not inconceivable that too much

consistency should be a cause for suspicion, as when witnesses to a legal case

give exceedingly pat testimony. A great deal of corroboration in a state of

affairs may reflect real outside circumstances but it may also reflect an

organized attempt by an adversary to sell a particular misleading belief.

The essease of the inductive consistency problem can be illustrated

as follows. Assume we have a set of facts which ar e interrelated by a set of

rules of the form e + h. The premise e may be a compound proposition but for

this discussion it can be assumed (without loss of generality) to be a simple

statement . The situation is illustrated below.

We have the facts {a,...,f) with credibilities {.ca> ,..cf’) and the rules a c ,

a ” ~~~d , c”+ e, d ’+  e, b’9 d , and d hhl+ f .  Each of the rules ifl the fOrm

e “p h has s strengtb given by a pair of conditional credibilities (4 -‘
ce . h’}. The relationship among the probabilities can be derived as follows :

ch> — ce A h’ + 4 A ~ • ce> cc h> + 4> 4 .

Thus it is cisar that all the cr.dibilitiss cannot be assigned indepen dentl y .

Prom the diagram it is clear that the problem is compounded by the fact that

many facts can be derived through several independent paths (e.g., facts c,d ,e,

and f) .
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To illustrat e this problem in its simplest fore consider a report or
observa t ion B relevant to the event e. We can expand the above equation to
show the new credibility of the bypothssis h, or CE • h’.

CE + h> CE .e> c..h a i’ + E . l >  ‘~~~~h>

c!. c’ is the credibility of the event e in light of the new evidence E. If
B is non—relevant to e then CE . e • e’ and we have

cE • h> — Ce> Ce h> + C$> 4 h> — <h’

Thus the non— relevan t evidence does not change the prior credibility of the
hypothesis .

Consider the following example . Suppose we have the rule: If person
a works at facility P then person a works on equipment B.

Let e WA( a ,P ) (per son a works at facility P.)
h •~~~(a ,!) (Person a works on equipment B.)

cc> — .2 (There are 5 places a can work. )
<h , —  .5 (There are two equipments a can work on.)

Suppose the rule e ) h has the stre ngth (.1, . 7) ,  that is ci ~ h> • .1 and
‘e . h’ • .7 (if a works at P the probability ii .7 that he works on B, but
if he doesn’t work at P the pro bability is .1 that he works on B). Consider
a non—relevant report Bo So that

Then

-, h’ • (.7) (.2) + (.1) (.8) • .22

In other words, non—relevant evidence has changed the credibility ch> — .5 to
CE0 . h> — .22. Nov consider e relevant report Bi with c!1. • • .66. Then

<El • h’ • (.7) (.66) + (.1) (.33) • .495

Even a relevant report with credIbility .66 has failed to increase the prior
cred ibility of the hypothesis. mi. illustrates the fact that the credibilities
ce’, cb’, e . h’, and 4 • h> vvillot be assigned independently but are bound
by the derived relationship. When inconsistencies in the assigned credibi lities
occur they should be resolved through some process .

-

— —~;~p:~;. ~~ 
,f, 

— — — —



A wide variety of consistency difficulties are considered, some of
the most mathematical ones being illustrated in Appendix E. A leading tech—

nique in handling thea. matters is suggested as an intimate mode of dialogue
between the computer and the analyst, thus making the nature of the consistency

picture apparent to the analyst, and placing the interpretation and any action

directly under human supervision. This is illustrated by using an example of

such an analyst computer dialogue , parallel with side comaents.

4.2.2 Example For Interactive Mode Of System Operation

We illustrate the more normal inconsistencies expected as a result
from a query or investigation, taking , as an example , a dialogue between analyst

~nd computer. These include clashes between ordinary STIS facts and facts de-
rived through the inference proc ess , both as to the nature of the fact, and
as to the credibility estimate for a fact whose logical nature is unchallenged.

This dialogue example has evolved from a concept of the search pro-
cess in answering a query to the system, which will, be described first. The
simplest situation is that in which the query can be insediately answered by

searching the fact file without utilizing the inference capacity. The next

simplest situation is that in which a single application of one rule is ade-
quate to answer the query . This may also be regarded as a response using the
original facts together with the first generation of derived facts. The idea
may be further pursued into consideration of an additional second generation
of derived facts corresponding to a second use of a rule from amongst the rules

file.

The method actually contemplated for a normal query response is very
different from a wholesale computing of one generation of derived facts after
another . It may be that such a procedure should be used in a restricted way
under appropriate circumstances, but it is apt to lead to an awkwardly bulky
volume of derived stat ements. We anticipate using only inference rules which
appear likely to generate the query answer • We expect to search only that por-
tion of the data file conta ining statem ents of the type required by the rule in
use. In th. analyst/co mputer dialogue described be low , a convenient dialogue
interval is often that correspond ing to the system utilization of an inference
rule.

I ______
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We start therefore with system information including the following
facts end rulee (pesceeded by their credibilities):

81 0.73, 1~~(l,2) person #1 yu~rks ~n system #2
$2 0.83, VA(l,4) person #1 !orks ~t facility #4

— 54 0.98, P0(3,2) system #3 is ~art £~ syst em #2
$5 0.80 , ~~(6,3)
$6 0.75, W(7,6) person #7 ~orks yith person #6
$9 0.70, WA(7 ,6)
Sb 0.95, WO(2,2)
Sib 0.93, W&(2 ,4)
$12 0.65, WA ( 6,4)
521 0.90, ~~(7,3)
S22 0.93, ~~(10,3)
$23 0.90, ~~(21,3)
$24 0.93, DA(il,2) system #1,1 is ~eve1op.d at facility #2

*4 (.05 , 0.98) WA(z,z) A W(x ,y)~~~WA (y ,s)
*6 (.02, 1.00) WA(z,s) A VO (x,y) 4 DA(y,z)
*7 (.05, 0.80) M(y,z) A PO(x ,y) 4 DA(x,z)

We also assume that the above information is illustrative of thousands of
other stat meta in the data , and dozens of other ru les . We expect , also, that
many people, facilities and systems are involved in the informat ion base. In
this ~~—ple vs assume 300 people , 30 facilities and 45 syst~~~.

The numbers to the lef t of the statements are the probability esti-
mates of the truth of each statement. The larger number to the left of each
rule is the probability estimate of the truth of the rule consequent in the
case that the antecedent stat nts are totally certain , These have bean ~~~~~~-

tiomed in earlier paragraphs.
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The smaller n~~~er to the left of each rule is a refinement in prob-

ability estimation mentioned in paragraph 3 . 2 . 2 . 2 .  It is the probability esti-

mate of the truth of the rule consequent in case the antecedent of the rule is

surely false. Notice, for example , that DA(7,2) can be estimated as 1/30 likely

true without any antecedent at all, and without any direct data information,

purely on a pot luck basis amongst 30 facilities.

4.2.3 The Investigative Dialogue

DIALOGUE COI*(ENT

Q. (Analyst): What is the direct This asks for a direct sear ch in data
information on where system #3 is through facts of the form DA(3,x).
developed ?

A. (Computer) : None

Q.: What is the story on first level The rules which have conclusions matching
inference information? the original query are suggested. Note

one of them is an attemp t to gain infor—

A.: There are two rules : mation through employment knowledge about
R6(.02 ,l.O0) WA(t ,z)AWO(t ,3)~~~DA people on system #3. The other rule ex-
(3,z). This means a search through plores through systems including system
up to 300 people at up to 30 fa— #3, and appears to have the inferior
cilities . Search prospect is credibility but the superior search pro—
fair. spect. The search prospect report may

be based on past search effectiveness ,

17(.05 ,.80) DA(t ,z)APO(3,t)*DA and on the data file completeness with
(3,x) . This means a search through respect to rule assumption facts .

up to 45 systems at up to 30 fa-
cilities. Search prospect is
good. -

Q.: What are the results of the Here we observe that one search uncovers
searches? . a low confidence result based upon an

uncertain fact about where person #6

A.: R6(.02,1.00) WA(6,4)AWO(6,3)~~ 
works. The other search succeeds only

DA(3,4) gives the result 53M in rephrasing the query in terms of a

(3.4) using the facts: 
system including system #3.

33 0.80, -~~ (6 ,3)
812 0.65, W~(6,4).

*7(.O3, .80) DA(2,z)APO(3,2)4

gets as far as DA(2,x), for which
there is no data atatesent, using
the statement:

4-10
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DIALOGUE COIOfENT

54 0.98, P0(3,2)

Q.: Reassess the truth probaW.lity for This is not a statement file change, but
the *6 result using the following only a side computation. The analyst is
numbers : free to explore his own conviction or

interests , possibly calling upon a conf i—
$5 0.85 , WO( 6,3) dence routine not using ordinary prob-

ability ideas .S12 0.40, WA(6,4)

A.: .353, DA(3,4)
.‘•

Q.: Ignore the *6 result. What , then, The first line of search can be continued
is the story on the next level of by researching the work information on
inf erence? each of four persons who are stated to be

working on system #3. This is possible
A.: The *6 search can be extended: by use of rule #4 which is based on co-

worker informat ion. The search success
R6(.02,l.O0) WA(a,x)AW0(a,3)~~ 

depends upon the data file information

DA(3,x) using the data: bearing on the coworkers. Direct infor-
mation bearing on one of the four persons
(i.e., #6) has been of low confidence$5 0.80 WO(6,3) (this resulted in DA(3,4), with probability

$21 0.90 WO(7,3) which was reassessed). The second line
of search (i.e., starting with the R7$22 0.95 WO(l0,3) usage) can be continued by an attemp t to

$23 0.90 W0(21,3) use employment knowledge about people

and the rule: working on the large system #2 (includes
#3) . The alternate cont inuation of the

R4(.05,.98) WA(t ,z)A W(t ,a)~~~ second line is to explore systems which
WA(a,x) include #2, which in turn includes #3.

The latter might be identified separately
This means 4 searches thr ough up as an *7*7 search.
to 300 people for up to 30 facili-
ties . Search prospect is fair . -

The *7 search can be extended:

R7(.05,.80) DA(2,x)AP0(3,2)~~DA(3,x) using the data:

54 0.98, P0(3,2)
and the rule:
R6(.02,l.0) WA(t,z)AWo(t,2)*
DA(2,x)

441 
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- - - - - - DIALOGUE COP~NENT

This means a search through up to
300 people for up to 30 facilities.
Search prospect is fair.

This R6 extension may be rep laced
-

- by:

R7(.05,.80) DA(t ,x)AP0(2,t)~~DA(2 ,x)

This means a search through uo to
45 systems at up to 30 facilities.
Search prospect is good.

Q.: Ignore the R7R7 search. What , then, The analyst feels that information gained
are the results of the second level through subsystem of a subsystem connec—
of inference search? tions are not worth pursuing for the pre-

sent. The analyst now gains three results,

A.: The R6R4 search using R6(.02,l.00) two of which agree with the earlier re—

WA(6,x)AW0(6,3)~~~DA(3,x) 
sult in suggesting facility #4. One of
these results is the only one of the four

$5 0 80 WO(6 3) at a ioodestly high (70%) probability level ,
and this appears to be a result of a better

K4(.O3,.98) WA (7,6)AWW(7,6)*WA than average knowledge of the employment
(6,6) of person #2. The overall picture suggests

$6 0 73 WW ’7 6’ that facility 114 is rather likely, and tha t
• ‘ ‘ ‘ ‘ the suggestion that it is facility #6 is

S9 0.70, WA(7,6) susp ect .

Gives the result .442, DA(314~The R7R6 search using:

R7(.05,.80) DA(2,x)f~PO( 3,2)~~DA(3 ,x)
54 0.98 , P0(3 ,2)
R6(.02 , l.O) WA(a ,x) A WO(a , 2)~~DA(2,x)

when with data :

Si 0.73, W0(l ,2)
52 0.83, WA(l,4)

gives the result .30. DA(3 4),
alter nately with :

510 0.93 , W0(2 ,2)
511 0.95, WA (2 ,4)

gives the result .70. DA(3.4)
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DIALOGUE 
- 

COMMENT

Q.: Enter in file: After consultation with the file author-
ity, it is agreed that the weakest link

S9 .65, WA(7 ,6) in the suspect DA (3,6) result should be
placed at a lower confidence level.

in place of: Data derived from an investigation of
• this type is normally discarded.

$9 .70, WA (7,6)

Investigation complete (derived
data may be discarded, etc.)

• 4.2.4 Dialogue Conclusions

This illustration concludes our investigation into consistency problems
which appear likely in a normal investigatory operation. It is felt that most in—
consistencies have their roots in the reports fed into the system and in the re—
suiting system facts. It also seems likely that a chief factor in the successful
handling of such problems is the effectiveness of the communication between the
computing system and the operator/analyst. A better name for what we have called
“consistenc y’ might well be “a coherent pattern of crediblity:.

The consistency problems treated in Appendix E have a more special
nature. Such inconsistencies are — not expected to occur often in normal investiga—
tory procedures , provided the system probability formulae and the inference rules
are well designed .

4.3 INFORMATION PATTERNS

We consider here the broad patterns of information arising when
time is a dominant element in the information search. Though many more facts
are typically part of one of these time patterns than in the logically connected

— information pattern illustrated above , the searchi ng decisions show a similarity.

Search problems and da ta design possib ilities involving both the
original reports to the system, and also facts derived fro. those reports , are
considered. The possibilities of reorganizing system facts or even introducing

4— 13
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new facts from the original system reports are described, using particular cx-
amples. Credibi lity ad j ustments for aging information are also illustrated.

We begin by first giving a brief method for handling the decay of factj -credibility wham ~zisupported by new reports for protracted periods of time.
Then a number of possibilities for carrying out a historical investigation are
considered. The use of examples , both with employment and development type in-
formation and also with radar site type information, is dominant in the cons idera-
tion of var ious alternatives.

These include, for example :

.99 , WA (2 ,7) • 
- 

- . 
Person #2 !orks ~t facility #7 with a

- : ~ probability estimated at .99

Range(l7, 11*1) -
~~~~; Missile site #17 has a range capability

- - 
- 

- 
- •

~ 

-
- generally in the 10 to 12 mile interval

All of the alternatives have broad data organization implications. A
complete log, recording all reports entering the system , is discussed. Periodic

r ecording of the fact file as a protective and historical search aid is analyzed
and illustrated . Examples of setting up new f ac ts  and reorganizing old informa -
tion from the grass roots repor t level are given.

The si ary suggests a practical blend of all the considered
methods . Th. judp~ent ~~~ achiev thiS blend ii Of thë Imne general char acter
as that utilized in assi~~ing system facts from the great bulk of auxiliary
facts ~~~eóded in the system reports •

4.3.1 The Information Aging Problea

Imp,o.e vs have a well repor ted and virtually assured fact in the

I
.0 ~~(2 ,7)

• — • this matry may serve as a good estimate • Rowever ,



• - • _____ S.—.—._____ -

if typical employment at one facility is for approximately 4 years, and if no
i new reports arrive to support the ~L&( 2 ,7) fact , then it becomes *mrealistic to

continue for ~~~y years using the same entry in the fact file. This dynamic
quality in the information will depend upon the class of information: some
facts will lose validity at a naturally faster rate , again supposing new reports
do not appear . We consider some of the general possibilities in handling data
aging problems.

It is apparent that a realistic est imate of the probability of
person #2 working at facility #7 will be near zero at the end of a protracted
period without new reports • This would mean certainty that person #2 is not
working at facility #7, which is only likely in case the period is protracted to
the time when person #2 ts apt - to be retired. Before retirement is likely,

.03, WA(21)~ -

might be a realistic fact entry, supposing the following to be true :

(1) The original reporting bearing on the fact has aged
to the point of uselessness, and no new reporting has
appeared.

(2) Person #2 is very likely to be employed in some one of
the 20 facilities employing people vith his type of
experience (facility #7 is one of them).

4.3.2 The Adjustments, Local Features

It is conceivable that individual facts will require an updating pro-
cedure which should at least include a periodic reassessment of facts which have
not been reassessed because of pertinent new reports. For example, in the
WA(2 ,7) fact illust rat *d above , assuming no new reports appear, a quarterly re-
assessment routine might result in the following time pattern :

.99, W A ( 2 ,7) first quarter

.94 , WA (2,7) second quarter

.90, WA (2,7) third quarter

.86, WA (2,7) fourth quarter
I - .82 , ‘1A(2 ,7) f i f th  quarter

4—13
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so that at the end of about three years the WA (2 ,7) fact has a credibility assess-

ment to the effect that the fact is abou t as likely to be false as true. The

above work has assumed .05 as the zero level for the fact information, and further

assumed that all credibility above the .05 depreciates quarterly at a 57. rate :

- .  ( .99 — •0 5 ) ( . 9 5 )  + .05 & •94

(.94 - .05)(.95) + .05 £ .90

(.89 — .05)(.95) + .05 i .86 , etc .

It may well be that other system facts will have different zero levels
end different depreciation rates , but the above routine may have some applicability
in acco~xittng for the inte lligence aging process

Using the same data as already app ear s above , namely a zero informa-
tion level at .05 cr.dibilLty , and a .95 depreciation factor , a graph of the
quarterly credibility La plotted below. 

if

liN
— — a a a e S — 5 _ — _ 5 _ — _ — _

0 
•- 

• 

4. ~ ~: ~. .,., •; - 
_ _ _ _ _ _ _ _ _ _ _
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. 

~~ ~~~~~ forszita relating the credibility “d” to the number of

• 

quarters “fl” La easy to devise. We expect the fornala to follow th. pattern :

•.2.718 -

• + .94. k .ccustant
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so that we have c— .99 for n—O and c— .OS for n very large. We notice that the
.94 is the credibility above the zero information level (.94 — .99 — .05) which
is subject to decay while person #2 r~~cths employed and while no new reports
are received to help identify where among the 20 facilities person #2 is employed.

Tb. constant k can be determined by using the assumed fact that when
“n” changes by 1 the decay is to a •9~ proportion of the original credibility
above the .05 level. Thus :

—k. 9 5 — s
loge (.95) . —Ic

0.0512 — k  
.

and the credibility formula is:

c • .05 + ~94e!
31
~”

This is the same sort of thing that is encountered in radioactive
decay . In our case , we look for a half life for the credibility. Thus we
solve for “~~

“ when the decay factor is 1/2:

- 1°’e~
2
~ 

—

1o*~2 ~~
0.0512 -

13.5 &~~

Thus the half life is between 13 and 14 quarters , that is , between 3 and 4 years.

There ar e some practical motivations for exploring the above view.
They concern :

(1) The basis for decay est imation ,

• (2) The basis for dat a review.

4—17
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These are partly human engineering matters. It may well be tha t the
.95 decay constant may be estimated directly, especially if •uch estimation is

done by an experienced person. However, it may strengthen the estimation pro—

cedure to use the half life ~ value (i~ . 13.5 quarters) because it has the

vivid connotation of being a representative employment period at one facility.

In the same manner , the half life may furnish a very practical t ime

increment to review the fact for possible retirement to archival storage.

It is surely important to keep the on—line memory available for the most use—

ful information. This is in keeping with the philosophy of selecting only

important information from the report file for forming the system fact file.

4 . 3 . 3  Time Problem s, General Features

The largely tacit assumption is often made that an investigative search
concerns only the present state of affairs as understood through reports made to
the system and facts deduced from these reports , together with the fact credi-
bility estimates. The time and report problems discussed so far in this note
suggest specific possibilities for keeping the system facts up to date. At times, a
search into the history of a situation may be not only helpful but possibly
critically important. We consider, therefore , expand ing a fact search to
include temporal aspects.

Suppose then we have suff icien t interest in the situation to inquire
into the likelihood that person #2 vu employed at facility #7 , one year ago
or two years ago, as well as at the present time. There are three illustrative
possibilities:

(I) The employment history may be an essential part of
the fact file. This means that the employment history
of person #2 might be en integral part of the person
#2 entity node in the data structure.

(2) A historical fact file from system use of one year ago,
or also two years ago, is used. This means a general
practice of periodically keeping a record of the whole
fact file in a secondary memory , to facilitate such
historical searches .
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_ _  
-~ (3) Th. employment history is constructed from the record of

pertinent reports received by the system. This suggests
a journal-style file of reports kept in support of a

— ledger—style file of facts.

We intend to consider some of the advantages and disadvantages of
each mode of data organization . Both because of the importance of the time

element in information searches, and also because of the problems in bulk of
information, the issues raised are apt to bear intimately on the system
effectiveness. As a preliminary to such a consideration, we review the

I - definition. of such words as “fact ” and “rep ort ” .

4 .3 .4  Information Defjn4tions

In this report end in preceding technical notes the word “fact” has
been used in a narrow sense, as illustrated by the following:

.99 , WA (2,7) Range (17, 11±1)

which have both appeared previously. Our facts are necessari ly only primary
-: or important facts, therefore, and this in turn is a result of human decision.

Furthermore, it is in this sense that it is expected that the data bulk of the
system facts is apt to be decisively less than the bulk of the system rep orts .
This is in keeping with the previous study of the value of reports and with the
patterns of analyzing the effect of various (possib ly a great many) reports , all
pertinent to one fact , such as the range at a particular missile site.

On the other hand , it is likely that each system report has in it what
may be viewed as wy auxiliary facts. The fact that missile site #17 uses
missiles with a 10 to 12 mile range may be, in part, a result of one particular
report which gives a time of firing and a himdred successive coordinate missile
positions as coming from a radar . We never normally refer to such information
as facts , even though they literally are facts. In the s s  spirit vs keep our
special usage of the word “facts”, in spite of the difficulty that our facts have
all levels of credibility available , whereas popular usage suggests total
certainty..
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A report may appear that at a particular time and place a tall man
named Gerhardt , wearing a bright blue tie, got in quite a dispute with two others.
This rep or t may be one of many which support the fact :

.99 , WA (2,7)

and in so doing the blue tie and the dispute may both be lost, except perhaps in
a log or record of incoming system reports . It is quite conceivable that such
secondary facts may remain lost , except for the possibility of a review of
report information made for some special reason , such as backing up an investiga-
ti’e search where facility #7 is specially involved. Alternatively , it is con-
ceivable that additional incoming reports may lead an analyst to the conclusion
that the wearing of blue~may have special significance, perhaps indicating an
etimic or activist group, or perhaps indicating a more specific signal. With

appropriate authority be may initiate a new system fact:

•95,Tte Color (2 ,blue)

signifying wearing blue. In addition , he may modify selected report headers
by inserting tags to make retrieval of reports bearing upon such a fact easier .
Those early reports which were not so identified may require more time consum—
ing methods in order to bring a newly created fact up to date.

When we speak of the fact file , we mean a reference organization of
important fact s together with tb. technique for organizing and sear ching through
the facts , using perhaps indexing and network structures. In referring to the
report log, we mean merely , the time sequence of recorded rep orts . There may be
problems in deciding whether one lengthy report shoul d be cons idered as several
consecutive reports. In referring to the rep ort file , we mean the rep ort log
and also the tagging and indexing techniques which enable effec t ive searching
of the reports . This concludes the preliminary sharpening of the language be-
fore cons idering the three modes of data organization alread y mentioned , as
a resul t of examining time problsss and historical searches .
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4.3.5 History Directly in the Fact File

.i The first mentioned possibility is to have historical information in-
cluded as en essential part of the fact file, as a result of the usage made of
the node network of the data structure. The degree to which this historical
information might be an integ ral part of the fact file varies • At one extreme,
it is conceivable that associated with facts such as:

.99 , WA(2 ,7) and
Range (17 , lltl)

there might be the full record of all reports bearing on the employment of per-
son #2 and also all reports contributing to range information of missile site
#17. That is to say , such intimate report information might be repeated as
part of the attribute information appearing with the entity node identifying
person #2. Alternatively , the entity node identifying missile site #17 might

• have repeated in the attribute information the voluminous radar data which has
bean the source of the site range information.

The above possibility app ears , partly because of the dup-
lication of rep ort records which will surely be necessary , in any event , as part
of the report file for piu poses of system protection and system reevaluation pro-

: cedures , as illustrated above with the creation of the “wearing blue” fact.
Another source of inefficiency is that ordinary search prc~edures may be impeded 

~~ ~~~ iiSü1t~~t bu lkiness of the systüiict f(le. ‘

A better approach is to include only condensed or derived historical
information in the fact file , using the s sort of pra~~atic judgment of in-
portance and usefulness as was illustra ted in the creation of the “veering blue”
fact. One possibility, for ~~~~~~~ is that the attri bute information might have
the values to make available the fol lowing facts:

.99 , WA(2,7) ... lai e(l7 , 11±1) ... (curr ent)

.83, WA (2 ,7) ... Ra ige(l7 , l~~l) •.. (1 yr ago)

.90, WA(2 ,13)...(Ne fact) •.. (2 yrs ago)
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This might mean that the entity node for person #2 will have employment location

(and associated credibility) identification not only for the current time but

also for the two preceeding years. Comparable cooment applies to the entity

node for radar site #17, where the assumption is that there is no information

for the earliest year . We note that such a pattern looks good for a search

into all the employees for the last two or three years , for the search. anpears
to be a simple extension of the similar one for current employment. For a

more elaborate search , such as that illustrated in paragraphs 4. 2 2  and 4. 2 .3,

special problem. may arise , because inference rules are used to connect sub-

system, coworkers, employment , and development location information. In such

a comprehensive search it may not help much to have historical information
with the WA type facts. This may not be an important difficulty because such a

search is atypically difficult, and also because a modest use of historical
information can well be extinded to various types of facts.

A more powerful plan for history recording in the fact file is to enter

the intervals of employment as attribute information associated with the entit y

node for person #2. Such a plan would surely be harder to implement, and also

harder to utilize in the course of a historical search. Yet the sear ch results

are apt to be better , and more flexible, e.g., in answering searches concerning

the state of affairs 1.5 months ago. We do not pursue details here , but rather

- - con~imoe , vith the~~~c~nd of our thre. general aodf s of data organization. 

4.3.6 Use of Past Fact Files

We consider now the possibility of periodically keeping a secondary

record of the whole fact file for the purpose of aiding historical searches.

This i. likely to mean that a more extended search involving the put state of

affairs may be made , using a more complete history than is available directly

in the current fact file. We supp ose such records of past fact files might be

available cc a quarterly , or perha ps monthly basis .

There is an Important distinction between the two histories that are

thus conside red. On the one hand , what is available might be a complete history ,

but one which has the viewpoint , e.g., of one year ago . In the one year since

many things y have happened , including:
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(1) A great volume of new reports has added to the factsand changed the old facts and their credibilitjes.
(2) In the case of facts which have had no rep orts to influen cethem for the last year , there is still the aging effect

on the credibilitjes to be considered, as detailed earlierin this report.

On the other hand, the history in formation in the current file , if
well maintained, utilizes fully all the advantages suggested in the items
above, as is also true of the information about current affairs. If for example ,
six weeks ago a new fact has entered the fact file, either as a reassessment (as
illustrated by the “wearing blue” fact) or as a change in the state of affairs,
this new fact , with any appropriate history, is a par t of the current fact file.
Thus , the past fact f ile L& apt to be less complete in this respect, although it
is more complete with reipec t - to the new fact ’s past history.

Just as keeping a time ordered log of reports entering the system
has a high protective value, so too does keeping an untanpered record of a
past fact file. An untaapered log of reports offers opportunities to check
and reass ess information at the grass roots level. A valid record of a past
fact file protects the knowledge and insights (all too eas ily forgotten) which
helped evolve the factual picture of that time from the report level. If it
is judged that they have sufficient general value, the improvements mentioned
above might be arrang ed in an appendix to the past fact file. The result
would be that without ths &ppend ix we have the old picture of the old state of
affairs. With the appendix we have the improvements to get the new picture of
the old state of affa irs .

We consider an example of a use of past fact files , based upon
fictitious circumstances • We suppose that we have in the current fact f ile
the following:

* 

Ran ge(17, 11.1*0.9)

We suppose further that there is an imusual report that an odd vehicle has been
sight d In the site #17 vicinity which may possibly deliver a solid propellant
about ueery two aocths or so. It is also known that the rocket styles using that
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propellent often have lame sensitivity to the age of the fuel. To learn more
of the missile site and its capability, it is decided to research the fir ing
history and also the misfiring history. Assuming the fact f Lies are stored sway
on a monthly plan, the following facts are retrieved:

Range(17, ll.l~.9) ... P(l7,8,O) ... (Jw~e)

Range(l7, ll.5~.9) ... F(l7,l4,O)... (May)
Range(17, ll.lt.9) ... P(17,l5,O)... (April)
Range(17, 11.5±1.0)... F(l7,l4 ,2).. . (March)

For the currant month of J*me the above file facts mean that the bulk of the 8
firings were in the range capability interval from 10.2 miles to 12.0 miles .
For the month of March the firing record shows two misf ires and 14 normal firings.
We also assume that each now firing has a 57. influence (as described earlier in
this note) in changing the Old range limit, to the new range limits .

An examination of the file history lends a weak support to the
possibility that the site range capabIlity varies with a two month period. But

it may well be worthwhile to reconstruct , from the system report log, the shot—
by—shot range capability story. This has never heretofore bien entered in the
fact file. Depending upon the results of such an investigatio n , and upon their
importance, future procedure may be to enter further facts in the fact files to
improve the system performance characteristics.

In a nor. general sense, related investigations for other missile sites
may be mdertakan. The possibility of obtaining and organizing fur ther transport
inf ormation may also develop. -

-

4.3.7 History Prom The Report File

In all the *‘~~ ples so far given the rep ort file has app eared as a
sort of last resort in the reconstruction or reinterpretation of information.
Whether it is a report giving missile—firing radar position data , or a report
supporting an employment or system development fact , it appears that the report
file is a repository of a great number of maxilLary or secondary facts which will
only rarely be referred t .  The 13th x-coardthate position value In S radar
sighting of a missi~e is not apt to be searched. Likewise a particular clrcum-
stance in the fourth reported observation supp orting the fact that person #2
works at facility #7 is not likely to matter .

4-24

~~-



1

Yet it has seemed important to have a complete log of all reports

entering the system, appropriate ly tagged and indexed . It may be that in some

cases the report log ta g identifying missile site #17 may be used to hel p recon -

struct a more detailed fir ing picture than is normally kept in the fact f iles ,

- because new rep orts have caused opinion to change about what information is

• 
¶ important , perhaps even to the point of setting up new facts in the fact file.

On the other hand, the tagging system may be largely useless, as in the odd

case described above in searching for “wearing blue” information. Here the

search interest may be such that nearly all reports received during a particular

time interval Will, have to be inspected because the indexing plan did not antici-

pate what would be important.

4.3.8 History Implementation Su ary

A method of organizing information to enable historical searches has

been considered . - 
-

The foundation is a well tagged and indexed log of all reports ,
• made as they enter the system. This has been called the rep ort file, and may

be thought of as the main journal of an information business.

The ledgers of this inform*tton business are the current fact file
and the set of past fact files, possibly put in secondary memory every month ; or
at whatever t ims interva l is useful. These facts constitute a mach less volum-

inous body Of data tha n the reports ~ an the)’ are th. resutt ói human ju dgments -

of importance. It is anticipated that the bulk of investigative search ing will

take place over the restricted information of the fac t files .

The extent to which historical information is already a part of each

fact file is determined by the s~~~ sor t of human judgment as is employed in

initially settin g up the facts of the fact file. It is expected that ther e Will

be a lot of traffic in reorganizing the fact structures and identities as new
information and insights are gained. This appears to be a chief characteristic

of intelligence information, and is a reason for the use of node network

structures in the data organization.

(The reverse of this page is blank )
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SECTION V. PROGR.A~1 FUNCTIONAL SPECIFICATIONS

The scope of the program specifications is examined from the view—

point of how the STIS functions are actually affected by credibility and con-

sistency procedures. We star t with charts indicating the relationships between

these program specifications and preceding sections .

The reaultof this examination is the selection of-five- STIS func-

tions to be specified because of the impact of credibility and consistency

considerations . Two of these are for routine updating of the credibility

of STIS facts using probability, and the routin e updating of the statistical

estimates for STIS numeric facts, respectively. A third function provides

for a credibi lity aging allowance f or STIS facts. A fourth function provides

for the updating of an alert indicator to facilitate consistency investigations

when historically related data varies in an unusual or suspicious manner. A

f i f th  function provides for STZS investigative searches heavily conditioned

by credibility considerations because of the use of fact der ivation through

inference rules.
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All of these functions are specified at the functional level in
the sense that the data states before and after the function provide the
basis of description. Specific implementations and prograumting languages

are not examined. Al]. the functions are in some measure subject to possible

adaptations and variations.

5.1 CREDIBILITY CO~~IJIATION (FIGURE 5-1)

We have organized the pattern of computations and decisions dis-

cussed in this report body so that a view may be had of their general -

relationships in the overall information plan. Fig 5—1(a) gives this picture

for the raw information end of the scale; that is, from the original reports

to the system facts distilled from those reports under the appropriate file

authority. Fig 5—1(b) provides the picture at the more distilled end of the

scale; that is, from the system facts to facts  that are inferred from the
original system facts. -

In both Fig 5—1(a) and Pig 5—1 (b), there is a division into “phase A”

and “phase B”, a result of considering system facts of a different nature and

taking a different sort of processing. Phase A deals with system facts for

which the credibility concepts of this report are applicable. For these

facts it appears useful to keep track of a probability estimate (the credi-
bility) that the fact is true . Technical employment facts are given as illus-
trations in the figure. Phase B deals with system facts of a numeric nature, in

which it appears that uncertainty is well accounted for by a statistical method.

For these facts it appears useful to keep track of a best estimate of the appro-

priate numeric quantity, and of its typical variability. Missile range capabil-

ity or firing activity are used as illustrations in the Figure.

5.2 GENERAL INFORMATION FLOW (FIGURE 5-2)

The processors , files, and personnel for the information processing
are indicated in Figure 3—2. The three figures together are a helpful guide
to the program specifications which follow. The first two may also serve to
illustrate preceding sectional paragraphs referenced in the Figure .
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3.3 ThE PROCESSORS

We furnish here a listing of fimctions to be perforasd by the
processors appearin g in Fig 5—2 . It ii not felt that this listin g is exhaus—

• _ tive but consists ~srely of those functions mentione d in the text.

A good many of these functions appear explicitly in Fig 5-i(s) and

j 5—1(b). Where this does not appiy , the function number appears in parentheses ,
and a referenc e is given.

It is also quite possible that some processors will have subp roc csror a
or will consist of separate system modules. No attempt is made to resolve such
possibilities, the intent being to clarify program specifications.

5.3.1 Report_Update Processor

2~ Accept likelihood estimate and report header from file
authority and enter on report.

2. Accept report information and enter in report file in log
manner, together with report header and likelihood estimate,
and computed nw,~eric report values.

(3) Modify selected report headers in the report file (paragraph
4.3.4).

5.3.2 Net Update Processor.

1. Acce pt fact credibilit y or likelihood esti mate and fact
id~ntificatiofl from t ue au thority.

2. Update fact credibilit y, performing computation and
• language changes betusen likelihood and credibilit y.

(3) Update fact cred ibility due to aging conditions (paragraph
4.3.1, 4.3.2) .

4. Compute end enter alert status update information (Mote
4.1 injUons belay).

3. Accept numeric report enluss Iron file autb. rity (or
fro. report update processor ) and numeric fact id.stif ication .

~. Compute s.d enter updated numeric fact esti mates (using
• 3. above)
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(7) Enter system information constants, such as alert
threshhold values for missile activity (paragraph 4.3.1.12).

(8) Initiate and terminate system facts, with qualifying data
such as credibility, time, or range of variability paragraphs
4.3.4).

3.3.3 - ~~port Search Processor

1. Search for and give reports bearing on a particular area
of interest. This may mean searching by one or more
words in the report headers.

5.3.4 Net Search Processor

• 1. Search for and give search results bearing on a particular
area of inquiry. This may mean searching selected portions
of the normal end inverted files using one or more search
words for search comparison purposes.

2. Search for results using logical resolution methods. This
may be accomplished using a separate processing module.

5.4 ~~~~NITIONS AND NOTATION

We assemble here some important definitions, with associated

notation, which have appeared earlier in the report body.

• (1) “Credibility” of a fact means the estimate of the prob-

ability that the fact is true. This is a single number

ranging from 0 to +1, which La subject to updating as
• appropriate reports appear. If the fact is WA(2,7)

(person #2 works at facility #7), then <~A (2,7> — .73
assigns a credibility of .75, sometimes denoted thus:

.75, WA(2,7).

(2) “Credibility” of a rule (i.e., a logical implication ) means

estiastes for the probability that the conclusion of the

rule is true under the assum ption that the rule antecedent
facts (i.e., hypothesis) are absolutely assured. These

3-8

_______ _____________ • • 

~~~~~~~ 
— __________ ___________________



f 
- -  __________________

I
are two numbers, each ranging from 0 to +1, one primary
nt~~er giving th3 probability that the rule conclusion
is true if the antecedent facts are true. The second,
refining number, gives the probability that the rule con-

elusion is true if the hypothesis is false. With

definition (1) notation, we suppose the rule is:

• WA (2,7)AW(2,3) WA (3,7)

where we have introduced as one of the antecedent facts

that person #2 works with person #3. We also assume

<WA(2,71~ .9
<W(2 ,3~~’. .8
41A(2 ,7)AWW(2 ,3> — .9 x .8 — .72
Our procedure goes thus:

•41A(3,7)>. (72)(l.0) + (1— .72)(.05)
a .72+.0l & .73

where the two rule credibility numbers are (.05,1.0).

• (3) “Odds” of a fact means the ratio of the credibility

of a fact to the credibility of its negative. With

definition (1) notation:

1CWA(2,7)] 
~~A(2,7~~ 

— 

~~S 
—

(4) “Likelihood” of a report R means the ratio of the chances
•of getting the report if the associated fact is true,

divided by the chances of getting the report if the assoc-

fated fact I. false. This is a single number, generally

not less than unity, and is conceived of as being the

essential estimate made, as the report is received , bear-

ing on the credibility of the evidence carried by the

report. When this estimate is effectively made, it •

naturally incorporates both the discr4 4”ution quality of 
•

the report and the degree of duplication with earlier

3—,
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related reports , so tha t some knowledge of previous
reports is inherently essential in the estimation. With
definition (1) notation:

A[WA(2,7) —*R] s
~~~~~~ }~~~ ~~~~~~~~~~ 

2

meaning that under the current reporting environment,
report R is twice as likely to have been received in
the case that the relevant fact is true.

• (5) “Numeric report values” are numbers processed from a report
which present the report information in an improved or con-

densed manner. For example, the range capacity or the

timing for a stage transition nay be computed from a missile
trajectory report , although neither was ori ginally directly 

-

a part of the report. Such reports or related facts ,
where measure is central in the information conveyed , are

referred to in phase 3 of the Fig 3—3 diagrams .

(6) ‘Alert th reshho ld va lues” era preassig ned values for limits
to numeric report values beyond which special alert status

• words enable special information explorations . For example,
if the curre nt range capability estimate or the current
estimated firing activi ty are outside the normal operating
zone , as defined by the threa hhold values , then this in-
formation is posted so that the analyst is alert to the
possib ility of exploring information to interpret the
abnormality in the operation information.

5.5 SCOPE OP PROGRAM SPtCIPICATIONS

We select those functions of the processors that appear most in-
t imately related to the area of credibility and consistency . These appear •

ibovs in this manners

I
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A. Net Update Processor

2. Update fact credibility, performing computations and
language changes between likelihood and credibility.

- (3 Update fact credibility due to aging conditions
(paragraphs 4.3.1, 4.3.2) .

4. Compute and enter alert status update information.

6. Compute and enter updated numeric fact estimates.

3. Nat Search Processor

2. Search for results using logical resolution methods.
This may be accomplished using a separate processing
module.

These five func tions have been chosen under a broad interpretation

of credibility and consistency. For example,. the A.4. function above is

related tà the consistency of a whole group (or pattern) of facts rather

than to single fact consistency problems. (Likewise, the statistical method

of representing uncertainty or credibility ideas, as applied to the appropriate
• facts, referred to in the A.6. function, is a generaliz ation describe d in para—

graph 3.2.3.8.)

On the other hand, the functions listed in paragraph 5.3.1 do not

appear above because the impact of credibility and consistency procedures

is slight. In the case of a missile tra3ectory report, obtaining the

range capability value Cone of the neasr~c report values of the second

function in paragraph 5.3.1) does not appear to be affected by credibility

procedures. The first function in paragraph 5.3.1 may or may not have the

estima te of likelihood as part of the report: otherwis e this fun ction also

appears to be unaffec ted.

These fiv, functions are detail ed in the following paragraphs.

5.6 7UNCTION~L OCRAII S?PLCIY!CATIONS T~OR TRJ ~~T
UPDATE PROCESSOR AND THE NET SEARCH PROCESSOR



5.6.1 Net Update Processor

5.6.1.1 Update Fact Credibility. Perform ing Conputatiofl and

Language Changes between Likelihood and Credibility

5.6.1.1.1 information at Start of Tuncti~!t

(1) 
• 

)(P $R) likelihood estimate is available for the

evidence of report R bearing upon fact F.

(2) L(T) Old 
odds estimate is available for fact

F based on the evidence preceeding report R.

~ <
~
>oic~ 

credibility estimate is available for fact F

based on the evidence preceeding report R.

• L(F )
• <F>old l+L(F) old

5.6.1.1.2 Information at End of Function

• (1) ~i(P 4R) likelihood estimate unchanged.

(2) L(F ) new replaces L(F)old and repor t R is inc luded
in the fact F evidence.

(3) <;~> replaces ~
F)
~1d and report R is included

in the fact P evidence.

• L (F)new
new ]+L(P)

a
3.6.1.1.3 Processina in the Function

(1) Compute L(F)new — L(F)014 L(P~~~1t).

(2) Compute <X~~ l+L(P)
~.~ •

(3) Store LC?)~,1, and

_ 
• 

_ _ _ _ _ _  

t



p 5.6.1.1.4 Initiation of the General Process

(1) At some point, perhaps with the first report, an

L(F)old (and thereforè(F>Old) estimate must be made
• to start the process goin~. Care is required to

make sure that no report ’s evidence is overlooked,
or counted twice.

(2) At any point, especially when the evidence of old

reports is better understood by tha file authority,

the file L(T)Olda <~~~ld values may be rep laced by

improved vs 1u~s. This , in effect, reinitiates the
process , and later reports may be treated routinely.

3.6.1.2 U~d~te Fact Credibilit’: Due to A~in~ Conditions
(Paragraphs 4.3.1, 4 .3.2)

5.6.1.2.1 Information at Start of Function

(1) D
~
, system credibility depreciation constant for

this type fact during a review period without reports.

(2) C0, terminal credibility estimate for this type fact
• through many review periods without reports.

(3) <F>old credibility estimate for fact P at start of •
reportless review period.

(4) L(T)Old odds estimate for fact F at start of

review period without reports.

5.6.1.2.2 Information at the End of Function

(1) D
~ 

and C0 constants unchanged 
•
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(2) <F> replaces <F>Old

(3) L(F)~~~ replaces L(F)Old

L F -

- - 

~ ~new l&(r>

5.6.1.2.3 Proeeesin~ in the Function

(1) Compute (1~>new 
- C0 

D~ ~ (P>old — C0)

<F>
(2) Compute ~~~~~~~ 

— 3 <}>new

(3) $tore<F~~,~ 
and L(P)new

5.6.1.2.4 Initiation of the General Proces ..

(1) At any point, especially when the pattern of evidence,

and gaps in raports, are better understood by the file

authority, the file <T>uldP 
L(T) Old may bi repliced by

• improved values. This, in effect , reiniti ates the
process , and later aging condition s may be treated

routinely.

5.6.1.3 ( ompute and Enter Alert Status Update Information

5.6.1.3.1 Information at Start of Function

(1) Ag(old ) ii avail able as alert indicator value prior

to receip t of new estimate of parameter Dnew (e.g.,

current range capabil ity estimate for missile s ite

#17)

(2) D
~ew 

is availab le as new estimate of parameter D.

(3) D~~ and door are avail able as normal parameter

value, and normal parameter tolerance estimate.
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I
5.6.1.3.2 Information at End of Function

(1) AL(new) 
replaces At (old) and the alert indicator

value is based on the current estimate Dnew of the

parameter D.

(2) D is unchanged .

(3) D and d are unchanged.nor nor

5.6.1.3.3 Processing in the Function

(1) Compute AL ( )  
— IDnew — Dnor f

duor

(2) Store AL (new)

5.6.1.3.4 Initiation of the General Process

(1) As soon as system information on parameter D

makes estimates for D and d possible
nor nor

and profitable , the process can be started with

the current Dnew es:imate.

(2) At any point where improved knowledge warrants,

improved D
~0~ 

and door estimates may be em-

ployed. The process is undisturbed.

5.6.1.4 Compute and Enter updated Numeric Fact Estimates

5.6.1.4.1 Information at Start of Function

(1) Drep 
is available as a new reported value for

• • the parameter D (e.g., range capability for
missile site #17).

(2) Dold and dold are available as running ecu—

mates before receip t of Drep i of the value and
deviation for parameter D.
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(3) ~ Ls available as a ssoothing or weighting con—
stant , subject to information conditions and
Operator judgment.

5.6.1.4.2 InformatIon at End of Function

• (1) D~~, and dnew replaces P014 and d014 as the
effect of the p

rep value is incorporated .

(2) prep and aC are unchanged .

3.6.1.4.3 Processing in the Function

(1) Compute ‘~new (1— sQ + 0(Drep

• (2) Cosputet

~ 
( (1— OC) ((d0~~)

2 
+ (Dnm, — D0~~)

2] +

(3) Store D~~, and

5.6.1.4.4 Initiation of the General Process

(1) £ preliminary pair of estimates, before receipt
of D1~ , values, or shortly after , may be em-
ployed for initial D0~~

, 
~~~~ 

values.

(2) Increased experience may read il l lead to modi-
fication of oc paraaater.

3.6.2 Net Search Processor

3.6.2.1 $e~~~h for Results Usini Logical Resolution Methods

This may be acco.plisbed using a separate processing module.
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• 5.6.2.1.1 Information at Start and at End of Functioi~

(1) <p , p is available as fact p with current

credibilit y estimate ‘p’ .

• 

- 

(2) ‘q, q is available as fact q with currant

credibility estimate cq’ .

(3) (c r— , cr4>) pAq~~~r is available as rule
• yielding derived fact r. cr—~ and cr+> are
the credibility estimates for fact r in case
the rule hypothesis is false or true , respec-
t ively.

5.6.2.1.2 Processin g in the Function

• (1) Compute ‘r’ • cr—’ (l—cp> cq>) + cr+, (<p, cq>)

(2) Prepare cr> , r for disp lay to operator

5.6.2.1.3 Disp lay of Search Basults

(1) Search result ‘V r where r is a derived fact
and v its credibility estimate.

(2) Background data of paragraph 3.6.2.1.1

5.6.2.1.3 Initiation of the General Process

(1) Both facts p and q are apt to be obtained as

the result of a search and comparison operation
in which credibility and consistency structures
are insignificant. An illustration appears in

• paragraphs 4.2.2 and 4.2.3.

(2) Such rules may be applied consecutively, under
analys t contro l, as illustr ated in above men-
tioned paragraphs.

(The reverse of this page is blank)
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6.1 LISP )~ DIPICATI0SIS

The LISP language suggested itself as a convenient tool for the spec—
• I ification, design , and implementation of information structure manipulation

• techniques associated with intelligence information. It would allow for the
rapid development of inference strategies and credibility analysis techniques

based on different information structures.

Although the LISP language structure is sufficient, certain defici-

encies existed in the LISP processor available f or the UNIVAC 1110 system at
TrD. These deficiencies would limit the acco odation of the expected range

of data access requirements for the intelligence system at lTD. The main

areas requiring investigation can be aumasr ised as follows :

• (1) The tranaparSnt transfer of “pages ” of in—process lis t structures
• between core and mass storage in order to increase the amount of

lis t structure that can be accomeodated in a given working stor-
age area,

(2) The transfer and restructuring of complete information modules
between core and permanent mass storage in order to efficiently
utilize blocks of mass storage and provide for an on—going data
base co on to a group of users,

(3) Comaunication between LISP and non-LISP program modules,

(4) The limit on the amount of information which can be referenced
in the current 1100 LISP address space, and

(5) The implementation of double precision real numbers.
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The investigation and subsequent modifications to the 1100 LISP sys-
tem were oriented toward producing a new tool to be utilized in a complex and

high—Volume data base environment. The modifications preserve the LISP lang-

uage processing integrity wherever possible and are considered to be generally

useful outside of the STIS environment.

6.2.1 Software Paging

In order to reduce the real memory requirements placed on the FTD

• 1110 computer by a LISP system, the concept of a paging environment was ex-
amined and implemented.

The most pervasive modifications to UNIVAC 1100 LISP is the inclus ion
of the paging environment Bacically, this paging environment allows the user
a virtual reference space of 131K while the real core allocated him is only a
fraction of this figure. All pointers and references in the LISP system are

• made with virtual addresses which require translation to real addresses. Both

virtual and real space are divided up into equal—sized sections called blocks;
these blocks correspond to the LISP notion of page in that only one node type

may reside on a block. Virtual blocks can be in one of three states :

(1) Available — Block has not been requested by LISP.
(2) Core Resident — Block has been requested by LISP and has

been assigned a core block.

(3) Drum Resident — Block has been core resident at one point,
but has relinquished its core block for use by another
virtual block. It now resides on a drum file assigned to
the LISP system.

Core blocks are either 1) allocated to a virtual block or, 2) available f or
assignment. To k.ep track of the various blocks ’ states , there are f our data
structures:

(1) Available Virtual Block Queue

(2) Available b—Bank Core Block Queue

(3) Available I—Bank Core Block Queue

(4) Page Table — This structure also records each virtual block’s
node type and, if the virtual block is core resident , the
core block assigned it.
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Each virtual block has a unique place for itself in the drum file.

• If s is the number of sectors that can store one block , then virtual block 0
• occupies the first s sectors of the file , virtual block 1 occupies the second

s sectors of the file and so on, thus , the drum file may be thought of as a

• 

• - replica of the virtual space.

When LISP requests a virtual block for which no core block is avail-

able, another virtual block is chosen to become drum resident to free a core

block. This choice is made using the Least Recently Used (LRU) Algorithm dis-
cussed in Appendix C. With the LRU Algorithm, the virtual block which was

referenced the longest ime ago is the one selected to reside on the durm. The
• LRU Algorithm was used instead of the Weighting Algorithm (described in Appendix

F) primarily for its speed ~it processing each virtual reference and for its
simplicity of implementation.

Certain virtual blocks are “locked” into core (i.e. once requested
they must always remain core resident). Most of these virtual blocks are also
“fixed” in core. In this case, the virtual block and its assigned core block
have the same number so that all virtual addresses in the virtual block are
identical to their real addresses. The virtual blocks containing system code
and data , system atomic symbols, and register space are all fixed and locked

to greatly reduce the number of reference translations in the system. Virtual
blocks containging compiled LISP code are defined to be locked to maintain
execution efficiency due to th. probable high number of references to compiled

functions within STIS. How ver, compiled code blocks need not be locked and

may be defined to be pageab le if it is seen that there is little activity in
these functions.

All of the system functions were amended to accomeodate the paging

environment. These changes are transparent to the user except f or functions

such as *EZAM which now use virtual addresses as arguments . Also, a garbage

collection is ~OV performed automatically when either 1) no available virtual
blocks exist when one is needed or 2) no available I—Bank core blocks exis t
when one is requested.

£ subroutine TRAPPER was written to perform the following functions:

(1) translate a virtual address to a real address

_ _ _  —
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(2) operate the LRU algorithm

(3) write a block onto the drum f ile

(4) read a block from the drum fi le, and

(5) keep count of the number of reads and writes to the drum file.

This routine is called within the system code whenever a data item is read from
or written to a virtual address. A modified version of this routine was written
especially for use by compiled code. The LISP compiler was then modified to
output the calls to this routine in the appropriate code generation functions.
The compiler was also modified to generate instructions only with virtual address
fields.

• 6.2.2 Permanent Storage Facilities

The usage of LISP in a large data base context requires that a facil-
ity exist to provide for the “permanent” storage of completed list structures,
so that they can be mad. available for genera l future retrieval. Such a facil-
ity requires a mass sto rage I/O and allocation/deallocation scheme that is
considerably more elaborate, in the long—term development , then that required
for temporary paging.

Th. LISP syste m has been modified to provide facilities for the stor-
age , and subseque nt access of list structures in a compressed format on external
mass storage files .

A list structure to be output onto mass storage must be the value of
an atom ic symbol identified in the output call. Conve rsely , a list structure
brought in from mass storage becomes the value of an atomic symbol identified
in the input call.

To provUe these services , three functions have been added to the
• LISP repertoire:

(1) (PUT1IU~E atomic symbol block number partition id.)

Th. value of th. specified atomic symbol is output to the
specified block location in the sp.ci’ied partition (file).

‘-4
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Daring output, the list structure is converted to
prin table form (i.e. , to an S—expression) and packed

0~ 
into an output block area. When output characters cx—
ceed the capacity of the output area, another block lo-
cation on external storage is allocated, the allocated

• block number is placed as a link in the last word of the
• output area , and the output area is written to the cur-

rently specified block location. The newly—allocated
block becomes the currently specified block location,
and packing of output characters comeences at the begin-
ning of the output area. This process continues until
the list structure is exhausted, at which time the current
contents of the output area are written to the currently
specified block location on external storage.

(2) (GETNODE atomic symbol block number partition id.)

Data (in S—expr.ssion form) are read beginning at the
specified block location on external storage, into an
input block èea and translated into an internal list
structure using ixisting LISP read functions. If data
in the current block are exhausted before the list
structure is completed, the block number of the next
block on external storage containing continuation data
is obtained from the link word in the current block.
Blocks are read as required until the entire S—expression
has been processed and the list structure has been complet-
ed. The resulting list structure is assigned as the value
of the specified atomic symbol. A list of any link blocks
(continuation blocks) encountered during the processing
of the S—expression is assigned to the system atomic sym-
bol SEGLIST. (This list would be required for future
“replace” and “release” operations).

(3) (ALLOCATE # Blocks required partition id.)

The specified number of consecutive blocks of external
storage is reserved for subsequent use by the caller.
The allocate function is used for the acquisition of
unused blocks for the initial output of internal lists ,

• and is also used (transparently to the caller ) during
PUTNODE processing to acquire continuation blocks • The
allocation scheme is very simple, but adequat. to allow
for the building and debugging of higher—level functions.
It is anticipated that it viii be replaced by a more complex
allocation algorithe tailored to system requirements yet
to be defined .

6.2.3 Interface for LISP Callers

£ facility ha. been designed to allow the LISP system to be called by
mon—LISP progr . The calling mechanism provides for two main components:

6-:
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(1) the passing to LISP of an S—ex pression which LISP can
evaluate in the normal way.

(2) the identification, description and location of value
parameters which are transformed from LISP to non-
LISP format or vice—versa.

A literal in the calling program designated as the LISP S—expression
• is transferred by the interface routine to the LISP read buffer. The literal

must be a complete expres s ion in the LISP language. The expression is not

scanned by the interface routine.

Each value parameter associated with the call is described by means
of a 2—word packet. This packe t includes the following information:

(1) the name of the parameter — this name is interpreted as
the atomic symbol to which the parameter value will be
attached (either through the action of the interface
routine or through the evaluation of S—expression by LISP).

(2) input/output indicator — indicates whether the parameter
value is suppl ied by the caller , or is to be delivered to
the caller after the expression is evaluated.

(3) array indicator — indicates whether the parameter is a
single value or a one—d imensiona l array .

(4) parameter type (e.g., integer , double-precision floating
point)

(5) parameter size — for an array , the number of elements; for
a string, the siz. in words (arrays of strings cannot be
defined).

After placing the S—expression into the LISP read buffer, the inter—
face routine ,~—~

4nes each parameter descrip t ion packet. The routine assures
that an atomic symbol having the name of the parameter is defined . If it is

an output parameter , no further process ing of it takes place at this time. If

it is an input par~~~ter , the par ter value is placed into the type of LISP
space appropriate to the par ter type. If an input array is being processed,
as sack el~~~nt is assig ned LISP space , it is added to a LIS? list structure.
When the input par~~~ter has been completely processed, its LISP value is assigned
to th. appropriat , atomic symbol.
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After all parameters have been processed , the LISP evaluation process
is entered.

On normal return from LISP evaluation, the interface routine rescans
the parameter description packets for output parameters. For each output para-

meter, the LISP value for the appropriate atomic symbol is retrieved and placed

into the specified user area. During this processing, appropriate checks are made

to determine that the LISP value types correspond to those given in the output
parameter description. A LISP list must correspond to a defined array. No

• change is made to LISP values during this processing.

Error—free processin g of a user call results in a return to the user
• with a zero status word (in a location specified in the calling sequence).

Errors occurring during parameter processing, or during evaluation, result in
a return to the caller with a non—zero status word.

Th. first call to LISP made by the user results in the initializing

of the LISP system.

The above described process has been coded and tested. Complete

implementation of the interface, however, still awaits the trapping of all
possible evaluation errors, and the development of a contingency processing

strategy suitable for the destined environment.

6.2.4 LISP Address Space

Currently, LISP is oriented toward the use of an 18—bit (half word)
pointer, of which only 17 bits are available for addressing. This address

limit of 131K words is too low to provide for complete addressing over the
whole range of the projected STIS data bass. In order to avoid a requirement
to modify LISP in this regard (tho ugh the modification is conceptually simple,
it would at best result in a considerable reduction in available co re usage),
it has been decided that each node in the concept net will be a separate list.
Several methods are available for dealing with thes. lists; the method that
sew most att ractive cnrrentiy is so treat the node identification as an
atomic symbol and to list the attribute and value structure of the 1113 Node
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from the atomic symbol. Each list, hence each node , can be up to 131K words

long. Nodes which are logically larger than 131K words can be segmented by

the user using attributes defined for that purpose.

Several system utility functions were implemented within LISP to
help the progra er control the free space utilization of the system.

(1) (REMOB x) — removes all atomic symbols in the list X from
the hash list so that they are eligible for garbage collec-
tion.

• (2) (GC) — allows the progriamer to invoke the garbage collector
to remove dead space and place it on the appropriate available
free -space list.

6.2.5 Data Type Double Precision Real

A new node type was created for double precision reals . Each double

precision real is sto red as a normalized double precision floating point number.

Its I/O format is similar to single precision with a ‘D’ (in place of an ‘E’)
• preceding any exponent. £ decimal ‘.‘ and a ‘D’ must be present when inputting

the nt~~er. The arithmetic routines were modified to convert arguments to
double precision and return a double precision number if any arguments are
double precision. The following was also implemented:

(1) (FPCO*~ RESS DP) — converts the double precision number DP
to a single precision value and returns that value.

The I/O routines which perform real number conversions (BCD to binary

and vice—versa) were also improved for both speed and accuracy.

6.2.6 Other Modifications

Certain additional modifications were made to LISP due to the impact

of one or more of th. primary items of investigation mentioned earlier as well

as the p1~nn.d enviro~~~nt within which LISP would function. These modifications

include the following:

(1) Compiled code location — Compiled code has been restricted
to occupying I—lank space only.

(2) Dynamic core expansion The LISP system function (GROW) was
as it was deemed unnecessary due to the paging In-

pl..entation.
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(3) Control Stack overflow — Tighter security measures were in-
stalled to detect control stack overflows into any contig—
Sously collected data areas.

(4) Value stack placement — The placement of the value stack and
the LISP data bank (D-Bank) in general was made Collector
dependent and assembly independent . A relocatable element
of LISP can have its starting D—Bank address specified by a
Collector DBank directive. The Collector bank—naming tech-
nique is now used to create an absolute element of LISP.
Explicit bank collection and control stack overflow traps
allow other externally assemble d modules to be mapped to-
gether with LISP into one executable element.

(5) Timing information — (TI)~ ) and GCTIME) functions were modi-fied to return the total accumulated SUP (Standard Unit of
Processing) time for the LISP session and f or garbage collec—
tions respectively.

The control card :TI)~ was augmented to provide the total
accumulated SUP time for the sessio n, the CPU time, the I/O
time, the Executive Request time, and the core block residency.
time.

• (The reverse of this page is blank)
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1. A MODEL FOR INTELLIGENCE INFORMATION

The Concept Net represents the intelligence analysts’ collective

view of the current state—of—affairs in the real world. It is populated with

“facts” distilled by the analyst from observations, reports of observations, and

assertions concerning his sphere of interest in that world. Since it is a dy—

manic world and viewed, as it were, “through a glass, darkly”, each fact has
associated with it an open—ended set of qualifying statements which include,
typically, the source (or message) from which it was derived, its interval of
validity (in time and/or space), the date of observation or entry into the

system, the credibility (probabilistic truth value) assigned by the analyst,
and the time—constant (or “half—life”) which characterizes the volatility of

• the information. Because virtually all intelligence information is both of
questionable veracity and, subject to change, we view the original credibility

level as being modulated by an exponentially decaying weighting function

j whose time constant is characteristic of the volatility of the type of infor—

nation in question. For example, the place of employment of an individual
may have a half—life of four years . That is , if it was reported in 1970 that

George Murphy worked for RCA, and this “fact ” was accepted with a cred ibility
of 0.8, then in 1974, in the absence of any new data concerning Mr. Murphy,
the credibility of that fact would be 0.4.

Another characteristic of intelligence information is that there
may be conflicting reports concerning the facts about a given entity and/or
legitimately differing views among one or more analysts as to what the facts
‘ay be, or , for that matter , more than one value for a given attribute may
be ~*1I4 in a given time interval. (The case may be that Mr. Murphy, while
working for RCA, moonlights as an instructor for Rutgers University so that
apparently conflicting reports on Mr. Murphy’s occupation may be reconcilable ,
and coexist with a high credibility. On the other hand, the report of Mr. Murphy’s

.~~loy.ent at Rutgers may be a deliberate plant or “cover ” to obscure the fact
that be works for RCA.) For this reason, and to provide for simultaneous use

of a co on body of information among many analysts, the analyst or organization
which is responsible for a given “fact” is recorded as part of the Information
qualifying that fact.
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2. THE CONCEPT NODE

The Concept Net is organized as a network of nodes, each of which
V represents a concept (such as an individual or other entity) which is of interest

to the analyst. The node in turn contains a set of facts (properties) made up

of attribute name s and qualified values, which describe the entity and its re-
lationships to other entities. These facts are derived from (and tied to)
messages concerning observations of the real—world . Other nodes may represent

concepts which exist independently of messages (or observations of the world)

• such as semantic concepts representing the attributes and values themselves,
as well as their inter—relationships. (Value nodes will also be related to
the entitie s which are described by (or use) those values, providing a cross—
index to the Entity Net.)

Each node in the Concept Net comprises an open—ended set of
properties of the concept or real—world entity which is represented by the
node. A property is an attribute—name/attribute—value pair which may, in

• turn, be qualified by an arbitrary list of properties. Attributes and values

(also terms and words) are themselves represented by nodes in the Concept Net.
An entity node may stand for a real—world individual, unit, facility, weapon,
event, etc. A node may also represent a state or sub—entity attached to a

parent node. For example, a parent node may represent a generic class of

weapons, such as the Minuteman missile, while a sub—node may represent a specific
example of that missile installed at a particular site, with a particular target,

etc.

When a given enti ty or other concept node (the source) bears
some relationship to another concept node (the target), that relationship is
represented in what is called an entity—relational attribute in the source node.

Its value is the identifier (Node I) of the target node. In order to provide
complete cross—referencing, there will be defined for each relational attribute
R (using its Attribute Node in the Semantic Net) an inverse relation R 1 so

that if entity a bears relation R to entity b “R(a b)” then entity b bears re-
lationship p~

•
~
1 to entity ! “R 1(b a)”. For example, if the Pershing Missile

has a test site at White Sands “Has Test—site (Pershing Missile, White Sands)”,
then White Sands is the test site of the Pershing Missile “Is test—site (White
Sands , Pershing Missile)’ where “Inverse (ha. test site, is test site)”
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and “Inverse (is test site, has test site )” . In the above example , the first
two statements would be in the Entity Net (Pershing Missile and White Sands

nodes , respectively) while the latter two statements would be in the Semantic

Net (Has test site and Is test site nodes, respectively).

In addition to entity—relational attributes, an entity may

possess attributes whose values are names, numbers, or descriptive terms
which are not other entities. These values may be represented by nodes in

the Semantic Net (rather than the Entity Net) which in turn cross reference,

as entity (or index) lists, those entities which use them. Hence, the dis-

tinction between entity—relational and non—entity—relational attributes has

little operational significance for search strategies in the system. In

either case, the entities possessing a given property are accessible through

the cross—referencing (indexiflg) feature, whether it be the node representing
the target of an entity—relational attribute or the node (in the Semantic Net)

representing the value of a non—entity—relational attribute. The entity list

under the value node can be considered the inverse of the non—entity relational

attribute in the entity node in which it occurs. The Concept Net provides for

both an attributes—under—entity (normal file) and an entities—under—attribute

(inverted file) point of view. This redundancy of access path —— sacrificing
space for time — is built by the system, under control of the Data Base

Administrator (who may limit this redundancy selectively) and need not concern

the analyst who chooses to limit his role to that of an information consumer .

/
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3. SUB-NODES — COMPOSITE ATTRIBUTES AND N-TUPLES

There will be instances in the Concept Net when it will be use-

ful to consider one node as subordinate to another in a hierarchic sense (rather

than the non—hierarchic, or coordinate, relationship between two nodes which

&re ~oined by an entity—relational attribute). When this subordinate relation—

ship is defined , it implies the desirability to store the subordinate node so

that it is physically accessible with the parent nod e, reflecting logical de-

pendency and/or predictable access patterns. When this occurs, the subordinate

nod e is called a sub-node of the parent, or master, node.

The sub—node relationship can arise in several contexts. In

addition to the close master/slave relationship that may exist between two

entities, mentioned above, a subnode may represent what is called a composite

attribute , or n— tuple . A composite attribute is an attribute comprising a

set (n—tup le) of simp ler attributes. For example, position nay be defined as
a composite attribute comprising the simple attributes latitude and longitude,

or address comprising number , street, city, and state. Composite attributes

provide for generic terms which conveniently reference and retrieve a set of

specific information. The analyst or programeer who is concerned about the
structure of the Concept Net or is developing appropriate terminology for

semantic concepts may work with the Data Base Administrator to define composite

attributes or other sub—node relationships.

H •
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• 4. FOIUIAL DESCRIPTION OF THE CONCEPT NODE

Each Concept Node in the STIS Concept Net is represented by
the same formal structure , called a description list. Entity Nodes, Attribute

- Nodes, and Value Nodes are all instances of Concept Nodes in STIS. Each Con—

• cept Code (or Node I) is the name of a description list. (The Node 0 will be
used as a key to obtain the description list from permanent storage.) Sub—
nodes are also represented by description lists but they do not have separate
Concept Codes associated with them since they are stored with the parent node.
A composite value (the value of a composite attribute) is a special case of a
sub—node in which the attributes have been predefined.

A Concept Node in STIS is a description list. The formal syn-
tax of a description list is specified in Table A—i. Lower case letters repre-
sent syntactic variables and upper case letters represent concept codes or
other terminal atomic symbols.

There is no syntactic distinction between brackets and paren—
- theses. Note that a description list is defined recursively so that there

is no constraint on the nesting of subnodes representing qualifiers or corn—
posite values.

I
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TABLE A-i

NODE STRUCTURE SPECIFICATION

-Note: The convention used here for syntax specification uses the following
.eta]inguistic symbols: •1

+ is defined as, or can be replaced by

I. one or more occurrences of the expression enclosed
by the lower half—bracket

I choice symbol

optional (at most one occurrence) of the expression
enclosed by the upper half—brackets

Syntax

des list + E@ ~propJ)
prop + (A val)

val+V I (~va1j3 I (val qual) I deslist

qual + 1* ~propj]

Semantics

deslist • description list

prop — property

• val - value

A — Attribute Code (i.e., Node 0)

V — Value Code (i.e. , Node 0), numeral, or string
representing a terminal value.

qua] — qualification list

(V ...] • array (list) value

(val qual) — a qualified value; qual is the subnode which
qualifies val

(A desli.st) — a composite propert y ; A is the composite attr ibute
and dsslist is the sub—node representing the composite
value.
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F

TABLE A—i (Continued)

II � E ~ The following description list examples represent Entity Nodes.

In the interest of clarity, attçibute and value names are used rather than

- Node Numbers.

#1 • (~(Nam e (I(First Jerry) (Las t Sable)) ) (Age (45 [*(Source Est)

(Accuracy ± 3) (Validity—interval 1975)]))

(Work s—at 02))

#2 — (I(Name AAI) (Fat—typ e Consu ltant— org) (Employs (#1 #3 #4])

(Location ((Ph ila Wash) (*(Cred 0.90))))

#3 — ((#(Name $chernecke) (Works—at #2)) (‘(AOR Consultants)))

#4 — ((I(Naae McCrea) (Works_at(#2(*(Validity_interval (1963 1975]))))]

(*(~n~ Consultants)))

•

~ 
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S. ii~E S~ IANT!C NET

The Semantic Net is that subset of the Concept Net comprising
Attribute and Value Nodes. All attributes and values are represented by nodes
in the Semantic Net. (In the case of numeric values , the Value Node represents
an interval on a lograrithmlc or linear scale.) When they occur in the descrip-
tion list of a node in the Entity Net, attributes and non—numeric values are

represented by their Concept Codes (Node Numbers).

• 5.1 Attribute Nodes

The description of any concept consists of a list of properties,

i.e., attribute name/value pairs. Since attributes are concepts themselves,

they are represented by nodes in the Semantic Net subset of the Concept Net.
Some of the attributes which can be expected to be used in the description list

of an Attribute Node are listed below. (It should be noted that as in all nodes,

these attributes , except when they are self—referencing, are represented by the

Node Codes of Attribute Nodes. Their values are represented either by Node
Codes or by Term Codes.)

Attribute name
Synony ms

Narrower attributes (for composite attributes)

Broader attributes (for components of composite attributes )
Inverse att ribute (for Entity Relational attribu tes)
Values (the list of values for this attribute, limited to the

first domain clement in the case of Entity Relational
attributes )

Attribute Data Information — the value of this attribute is
a pointer to the Attribute Data Record in a Direct
Access file outside of the Concept Net. The ADR de-
f ines the format, precision, units, and “owner” of
the att ribute. This is an a’.mple of a special attri— ~ I
bute , or Process Book, which invokes an outsi de routine
to compute a complex value , using the nominal attribute
value as a par ter.

Other Attribute properties, such as transitivity, reflexivity,
and sy etry which may exist will also be represented in the property list of

the Attribute Bode.

- 
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5.2 Value Nodes

Each non—numeric value, or range of numeric values, which can
serve as a retrieval condition will be represented as a Value Node in the

- Concept Net. When indicated by the analyst , or Data Administrator, the Value
Node will serve as the head of an index to information in the Entity Net.

This provides support for the three basic strategies for retrieving informa-
tion about intelligence entities:

(1) through the context of an explicitly identified
entity, including its association with other
entities via relational attributes,

(2) through a retrieval criterion made up of a set
of specified properties which the entity should
possess, and -

(3) through properties which are plausible for the
entity because they can be inf erred from general-
ized rules stored in the Concept Net.

Some of the attributes which can be expected to be used in the

description list of a Value Node are listed ~eiow:

• Value name
Synonyms

Narrower values (or subsets)
Broader values (or supersets)

Attribute (the attribute that has this node as a value, the in-
verse of the Values attribute in the Attribute Node)

Entities (the entities which have this node as a value. This
serves as the index list for those entities.)

_ _ _ _ _ _ _ _ _ _ _ _ _ _  _ w.,



6. THE ENTITY NET

Information about any intelligence entity of concern to the
analyst can be stored in STIS by creating an Entity Node to represent it in
the Concept Net. Once the node is created, the description of the entity is
stored as a list of properties. Internally, the entity is known by its Node

Number, which serves as its retrieval key from permanent storage, as is the

case for any node in the Concept Net. In its simplest form, the entity

number n is represented by a description list such as:

n • t @ (A a) (B b) (C c) . . .]

The interpretation is that the entity represented by node n has all of the

properties listed. That is, in conventional relational or logical format,
the attributes A, B, C, ... are binary relations connecting the entity and
a value and the following conjunction holds:

A(n,a) A B(n,b) A C(n ,c) A ...

Thus, in the Entity Net, information iB collected in an “attri-
butes—under—entity” format, while in the Semantic Net , one may say that the
same information appears in an “entities—under—attribute” format. As will be

discussed below, the simple description l1 st form can be generalized in a
number of important ways.

6.1 Entity Relations

The simplest relations are attributes which take scalar val ues ,
either literal or numeric, such as Name(n,Atlas) and Weight(n,l50). However,

values are generalized to permit arrays, such as Name (n [Atlas ,Ml2]) and
Location(n,(ND,FLJ). Assuming Node n is #10, this would appear in description

list fprmat as:

#10 — (ScHeme (Atlas Ml2]) (Weight 150) (Location [ND FL]) I

A—lO
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Entity—relational attributes n~~e other Entity Nodes as values.
If entities Ill and #12 were test sites for #10, then the update command “Add
Test—Site (#10, [Ill, #12))” would add the property (Test—Site [#11 #12]) to

the description list for #10.

By permitting a value to be represented by a description list ,
or subnode, the descriptive power of the system is augmented in a number of
ways. The simplest instance of this, the composite attribute, was described

in Section 3. Other cases will be discussed in the following paragraphs.

6.2 Generic Entities

It is often useful to describe an object as a generic type for

which , in the real world, there exists a number of specific occurrances. This

can be done by creating a node, ~Alled a generic entity, which represents the

common characteristics for these objects. This can then be supplemented by a

nod e for each individual object for which specific information is required but

which is not characteristic of the class as a whole. For example, suppose we

have the missile type Atlas represented by:

#20 • [@(S ystem ICBN) (Name Atlas) (Weight 150)

(Accuracy 3) (Instances (#21 #22 #23]) I

Nodes #21, #22, and #23 then are specific entities whose general characteristics
are given in node #20 and therefore may be inferred by reference and need not

be explicitly repeated. Each instance will reference the generic entity and

giv e only unique characteristics, such as:

#21 • (@(tocation ND) (Targe t #31) (Serial 1234) (Generic—entity #20) )

Note that the att ributes “lr *s rances ” and “Generic—entity” are a converse pair.

6.3 Entity States

It is often neceb;ary to track changes in a given set of proper-

ties of a specific object. To do this, subnodes called “states” are created .

A-li 
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The relationship between a specific entity and a state of that entity is paral-
lel to that between a generic entity and a specific entity. That is, only pro-
perties whose values change from one state to the next need be recorded. In—
varient properties are given in the parent node. For example, suppose a Polaris
type submarine is being tracked. Intermittent reports of its location may be
given in state nodes which reference the specific entity node. The specific

entity node may, in turn, reference a generic entity. This interrelationship

of subnodes is diagrammed in Figure A-i.

The recurring motive for introducing subnode relationships such
as “instance” and “state” is to avoid redundant storage of information. The
payoff for eliminating unnecessary redundancy is reduction of maintenance and
retrieval time as well as space. Storage compression at the state level can
be carried to a further •tag~e when changes in state are predictable or can be
represented analytically as a function of time. Opportunities for this may

exist in situations such as when a periodic itinerary for a submarine or other
ship is known, or when a satellite position may be found from orbital parameters
rather than extrapolation or interpolation of tracking data. In such cases,
state nodes may be replaced by compact state—transition information.

6.4 Fact Qualification

It is possible to modify or qualify information by appending

• a qualification list to either a description list (node or subnode) or a value.
• The qualification lis t has the format of a description lis t so that the two

forms are respectively (desli st qual) and (val qual) where the second element
is the qualification list. Typically, qualification information in an Entity
Node will co.itain fact control (access control) information if it is at
the node level and fact control and/or source, credibility , and temporal data
at the value level. Because information may be obtained from several sources
and may be varying.vith time, aultiple values will be common in the Entity
Net. The particu lar values which are valid for a given analyst at a given
tim. will be determined on the basis of the qualification list.

The default interpretation of the property (A v) f or an entity
(say e) is that the entity has the value v for the attribute A. In symbols A(e)
— v . The value v may either be a scalar V or an array IV...). However, there

• A—12
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ate occasions when one wants to specify a relational operator other than equality
between the attribute and the value. Possible relations are greater—than , less-

then, not—equal, .pproximate3y—equa l, not—greater—than , etc. The qualification

list is also the mechanism for accomplishing this , with the exception operator

attribute “Rel—op”. For example , Age(e)>40 would be given as (Age (401*(Re1_op )].i ) .

6.5 Computed Values

There will be instances when it is more convenient to compute

a value for a given attribute frets specified parameters rather than explicitly

store its value. This will be especially true for large arrays of composite

attributes. For example, it will often be more efficient to compute the posi-

tion, velocity, acceleration, etc. of a missile from trajectory, atmospheric

and vehicle parameters rather than store explicit values with the required

precision. Even where analytic computation is not practical, it is of ten

more efficient to store values in large dense arrays or conventional files

(on serial or random access storage) and provide the appropriate file name

or key in the description list. AE~other example of the latter situation is

the Fact Control Information required for most entities and properties. Be-

cause this data can be readily formatted into fixed files, it may be more

• efficient to provide a key to $ Fact Control Data File in the qualification

list pertinent to the basic information, rather than provide that data in

description list format.

This capability will be accommodated by using a spec ial
“Process—Hook” symbol and parameter list in place of the actual value in

the description list. The retrieval mechanism, when encountering the Process

look, will invoke the specified program and supply the given parameters. The

called program will return the required value.

6.6 Quasi—transitive Relationships

The use of entity relational attributes in the description of

the various objects of interest to the analys t results in a network of nodes

in which information 1. highly associated. This richness of association

A—14
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permits information to be retrieved from many points of view or search paths.
Although this feature is, in general, desirable, unless special precautions
are observed, there are situations in which it can lead to the retrieval of
information which does not validly meet the conditions specified by the in—

- terrogator.

Consider , for example , a situation in which a weapon platform
(say a fighter—bomber) can be equipped to bear either of two types of arma-
ment (say torpedo or incendiaries) depending upon under which service unit

• (aircraft carrier or tactical air base) it is employed. A given entity re—

• lational attribute (such as “uses”) may be used to enter this information:

Uses (Carrier Lexington, F—il)
Uses (F—li, corpedos)

Uses (TAC Bas e Charlie, F—il)

Uses (F—il , incendiaries)

The five entities would then be interconnected with the “Uses ” rela tion as
• shown in Figurr A—2. It is apparent that a request for armament used by the

Carrier Lexington (or TkC Base Charlie) may come up with the erroneous answer
“incendiaries and torpedos”. The fallacy is caused by what can be called a
“connection trap” in the F—li “hub” of the network. It is avoided by using

• one or both of the following devices:

(1) The set of values of a multivalued attribute are
qualified to inform the system that only one of

• the values can occur in each instance.

(2) A configuration node (or subnode) is created to
describe each valid configuration of properties.

• These approaches are detailed below.

Since an attribu te may have an array as a value, we can have
a property such as:

(Armamen t [torpedo incendiary])

in the description list for an entity (say P—il). This raises the question as

A—iS
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• to the interpretation of the array:

v —  [ v lv2 . . .v J

- 

‘when it occurs as a value. The members v~ may be an ordered n-tuple, an
(unordered) set , a bag (unordered set in which repetitions are permitted), a
disjunctive set (any subset is valid ), a conj unctive set (all values co—occur),
or a choice set (only one value is valid in each instance). The type of set
which is intended can be identified by using the attribute “Set—type” in a
qualification list for the value. For example:

(Armament ((torpedo incendiary) (C (set—type choice) ]) )

The use of the “Sec—type choice” qualifier alerts the system
(and the user) that only one value is valid but in itself is not sufficient

• to specify which is the valid value in a specific case. This problem can be
• solved by using a subnode (or a state) of the entity to establish a description

t of each configuration of the parent entity. For example, we can have the states

(~ (Used—by Carrier—Lexington) (Armament torpedo) ]
and

(e(Used—by TAC Base Charlie) (Armament incendiary) I

under the generic entity for the F—li. Note that this second approach avoids
the multip le value s attribute and is sufficient in itself to unambiguously

• describe the situat ion.

6.7 Footnotes

• The analyst entering facts into the Entity Net will be permitted
to qualify any value (or entity) with unformatted comments, warnings, or other
text. He simply labels this text (generically called footnotes) with the appro-
priate attribute (Comment , Warning, etc.) and enters it with other qualification
information. Rather than store unmtructured text as part of the node, a special
use will be made of the Process Hook capability. Th. value of the specified
attribute will be a pointer to the appropria te record in an external Poo t note
File. The footnote will be retrieved auto matically with other qualification in-
fo rmation whenever required.

(The reverse of this page is blank)
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THEORET ICAL FOUNDATIONS: THE PROBABILITIES OF COMPOUND PROPCSITIONS

1 • INTRODUCTION

• 

- 

A basic consideration in any work with probabilities (or credibilities )
of statements of information (or rule.) is how to assign a probability to a

statement derived from other statements . If the truth—values of X and Y are
always 0 and 1, then the values for such compound propositions as XA-t Y or
X~~ T are clearly defined and well lu~own. But when the range of truth values
opens up to the whole interval from 0 to 1, there arises a whole spectri~ of

possibilities for each statement.

This paper discusses all those possibilities in order to put into
proper perspective what has sometimes been given very brief treatment in litera-
ture on the subject. Some comments will be made on what appears to be a very
popular first choice of appräaches to the subject. It will also be seen that
the second choice , which is usually mentioned briefly, is not the only alterna-
tive, although it may be the best.

2. THE DOMAIN

A function of n two.valued v~rtables has a domain of discrete

points, which can be conveniently thought of as the vertices of an n-dimensional

ortbotope (square, cube, tesseract , etc .). The range of the function may be
superimposed as one more dimension. The function or dependen t variable may also
be two—valued , but is not necessarily so. An ~~‘~ple of a mixture of two-valued

• inputs with melti-valuad outputs is the bell.shsped “curve” shoving the di.-
• tribut ian of m~~ ers of “heads” when n coins are tossed.

f The a~~isston of values betvsan 0 and 1 for independent var iables
literally opens up a whole new world of possibilities. The domain of a function

then includes the whole interior and boundary of the orthotope. The ~~ovl.dge

of what goes on at the vertices has been thoroughly investigated and copiously
documented in the last few decades. In 

~~~
y cues, these isolated values suggest

‘
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what may happen in the rest of the domain, but they never define it with

certa inty. This will be ply illu strated in this paper, where very different
functions defined over th. interior of a square will, be seen to have identical
eff ects at the corner s and of ten around the whole perimeter.

The square to be used represents all pairs of values from 0 to 1,
Inclusive, for two variables, x and y. In the illustrati ons , this squar e is
shown as if lying flat , as in Figure 0. Vertical coord inates represent values

1~ 
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Figure 0. Universe of Discourse

of the dependent variable s. Planes for z .1, .2, .3, etc . are shown to
assist t~~..-diaensional visualization • The planes are drawn as if opaque, but
the cube or ether solid containing them as transparent • The graphs are in
effect continuous truth tables for logical operati ons on propositions. Capital
letter. will be used to represent such statements, but small letters represent

~~~~~~~~~ . If Z • f(X, ‘F), then x represents the probability that X is true , p
the probability that ‘F Is true end e the probability that the c~~ e~md proposi-
tics B is true .
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3. X A Y

3.1

The first function to be considered is Z — X A ‘F. If X and ‘F are
- 

independent , the value assigned to the probability that they are bo th true
is the product of the individual probabilities : . — xy.

• This is represented by the var ped surfac e illustrated in Figure 1.
The lines drawn in the surface represent its intersection with the planes

• 

_

•

Figure 1. Probability of X A Y

x • .1, * — .2, etc. In this case the intersections happen to be straight lines.

The intersections of this s surface with horizontal plane., representing con-
scant values of a , would be hyperbolas. They would display the shape of the
sur face the way contour lines do on a topo graph ical asp.

The independence of X and ‘F is a very important consideradon. If
the median height of a population is 1.7 meters • then the statement that a ran-
domly selected member is over 1.7 asters tall has a probability 1/2 of being
true. ft may be that the sane population i. squally divided between the sexes.

3—3

- - • - •-- 



But the statement

(m ii tall) A (a is male)

is likely to be true for more than one quart er of the population. And the

- probab ility of a pair of statements , each 1/2 true can drop quite low, e.g.

(m is aale) A (s has ovaries).

In such cases , it would alumys be helpfu l (althou gh possibly unconstitutio nal)

to have information that discr iminates on all sides of set boundaries. But if

the only inputs available are the probabiliti es of X and ‘F, then the probability

of 2 is rather uncertain. In the case where * — p • 1/2, it ranges all the way

from 0 to 1/2. Can it ever be worse than that? The answer is given in Figures

2 and 3, which show the maxiania possible value of a and the miniunm, respectively.

3.2 Maxtema

The maxiunm poisible probability of B • I £ ‘F is

..min (x , y) .

Its graph in Figure 2 1. two planes, aseting along the diagonal of the cube

where x s p • a. This coincides with the graph of e • xy, not only

Figure 2. Maxianem for B A T
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at the four corners of the square , representing the classical truth table , but
also along all four sides. Thi~ shows that the minimum and the product give
identical resu~ts if either * £L y takes on a value of 0 or 1, If, for exemple,
I is a t tology, or universally true statement, then the probability of X A ‘F

- is simply the probability of ‘F, as shown by the diagonal line from y . 0
to p • e • 1 in the front face of the cube.

This shows vividly that for the propositional calculus both multi-
plicati on ~~~ sin iiman give the sane results • Either xy or m m  (x , y) gives

• the truth -table values in the corners of the square. The distinction between
than is meaningful only in the interior.

3 3  Miniimam

The third function to be graphed in connectio n with X ~ ‘F is the

t minimum possible value of a. The probability of X A ‘F increases according
to how much the state ments I and ‘F tend to apply to the sane set of subjects.
The maximum is achieved when one set is a subset of the other. Similarly, low
probabilities arise to the extent that the characteristic sets of X and ‘F
avoid each other . If * and p are on the low side, it is possible for the sets
to be disjo int , and then the probabili ty is zero. But for larger probabilities
the sets become so large that they cannot help overlapping. If they still stay
as far away fro m each other as possible , the territories in which they are false
are disjo int. The probability then achieved is x + y - 1, and it can be done
if and only i f x +y > 1 .  So the minimum probability 0 f X A Y  is 

- •

max (0, x + y - 1).

This is graphed in Figure 3, where it is seen that it too has the sane border
as the other two graphs.
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Figure 3. Minimum for X A Y

• 3 4  COMPARISON

The three graphs are shown toget her in Figure 4. In order to show
all tho se surfaces , the picture shows the planes for X • .1, .2, etc. Each one

Pigure 4. Range for BA Y •

4 ‘~ ‘~



shows th. range of a as a pazallelogran, which degenerates to a line segment
when I • 0 or 1. The product zy is necessarily between the maxionam and the

*thi im, and is seem in Figure 4 as a diagonal of each parallslogras. It is

not general ly midway between the top and bottom, but it represents an average

- 

of all values weighted by their probabilities (assumin g I and Y are independent)
Par ‘c—pls , when * and p are both small , the characteristic sets of I and ‘F

• are more liksly than not to be disjoint. So the graph of a — xy stays close
to the floor in that region, not up near the roof.

The three graphs coincide along cU four edges, and it appears as if
they differ fro m each other increasingly toward the center wher e x — y • 1/2.

This is confirmed in Figure 5, where the maxiimam and minimum are shown as

~.%‘;. •. ~~~~~~~
• 

~~~~~~~~~~~ ~~~
.

Figure 5. Deviations for lAY

deviations above or below the product zy. This is accomplished by pushing the

~~rvsd surface down to the floor (a • 0) without changing any vertical distances .
Each parallslogr ‘ racks ” to a maw shape ; it is still a parallelogran, but its
diagonal Is horizontal.

_ _ _ _ _ _ _  



£ satisfy ing feature of Figure 5 is that it shows the mini~~~ for
a just as far below xy as the maximum is above xy, but distributed differently.

The parabo lic ridges and the “ tents ” they subtend are congruent, but rotated
900 from each other . The planes y — .1, .2, etc. would also intersect these
surfaces in parallelograns. Both Figure 4 and Figure 5 show that the maxiaim
probability e • sin Cx, y) is closest to the probabilistic product at the two
corners where x • 0 and y — 1 or vice versa. In the region where both I and

‘F have high probability (or both low) the minimum function makes an intuitively

better approximation of reality.

If someone is determ ined to use the functions represented by planes
rather than the warped sur face , it might be reasonable to select the floor
or roof according to which is closer • This divides the function into four

regions separated by the lines x • 1/2 and y • 1/21

• y.< 1/2 y>1/2

x < l / 2  0 x

x > 1/ 2 y x + y - l

This composite function is graphed in Figure 6, using the sane style as
Figures 1 to 3. It shoes how four planes approximate the warped shape nicely

H _ _

~~1
//

/7,

4

• 
~~~~~~~~ , :

- 
- y . ’ 4 -  I

— - — 1.

Figure 6. Mm or Max for IA ?
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at the corners, but not very well at the center. This function would in soot
cases be far less easy to implement then the product xy, but it serves to
illustrate an important fact. Even this outlandish function has the sane

outline as the other three. Thus it vould be consistent with the proposition~l

- 
calculus to use the table above to find the probability of I A ‘F. The graph
also shows the indeterminacy of this function along the border s between the

four quadrants. When x — 1/2 the whole parallelogran is still available as a

range for a, including the widest possible variation (from a — 0 to a • 1/2)
when y • 1/2 also.

4. X V ?

A long story can be made quite short regarding Z • I V ‘F. The maxi-
mum probability is a • sin (x + y, 1) achieved when X and ‘F avoid each other
as far as possible. The miflimum is a • sax (x, y), achieved when one charac-
teristic set includes the other. The probabilistic formula that strikes a mean

between these two, assuming that the statenents are independent, is a — x + y - zy.
The arguments for these assertions are interesting and useful, but Figure 7
shows that the results are simply a variation of those for Z • X A ‘F. The

L ~

-•- •

~~
•
~~~ ••

Figure 7. IVY
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tetrahedron with the warped surface inside is the earlier one turned upside
down , reflect ing the fac t that X V ‘F • ~~~

(-
~ 

X A , ‘F). This is a variation on
deflorgan’s Law, and is typical of the conversions that logicians use to sake
one problem look like another. Such conversions are not without pitfalls, as

- 
will be shown in what follows.

5. X_ Y

5.1 Independent

The function “exclusive or” is very different from the “inclusive or”.
Logicians dispatch the difference by pointing out the single “corner ” I A ‘F,

where one of them takes the value 0, the other 1. The difference is exaggerated
when consideration is given to the whole continuum of values for x and y. In
applications involving informatiob from various sources, the word “or” say be

used for either one, and so blur the distinction. A comparison of the two
• functions shows how big a mistake it is to confuse one with the other.

Three possible interpretations of “exclusive or” are suggested by
English paraphrases that can be used to explain what it means:

X or ‘F but not both (XV Y )A ~~ (X A ‘F)
One is true and one false (XV ‘F) A (~~X~1~ ‘F)
X and not ’F or vj ce versa (XA ~ ’ F ) V  (~~X A Y )

tf multiplication is used for each “A” in these formulas, sum-minus-product
for each “V “, and subtraction from 1 for each “~~~~“, the first two give the

s~~~ result, but the third differ s from them.

Cx + y - xy)(l - my) • x + y • xy - z
2y - ~,

2 
+ x2y2

(x+y —xy)((l — x) + ( 1 —  y) - (1— x)(l — y))

x + y - x y - x 2 y - x y 2 +x 2 y2

x(l — y) + (l — x )y— x (l — y)(l - x)y —

x + y - 3x y + x2 y+xy2 -x 2 y2

1—10
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I
Those formulas assume independence of the probabilities involved , and give

spurious results when applied to mutually interdependent propositions like

- 
these. It happens that none of these formulas give, the best result. If

I and Y are independent , the probability that exactly one of them is true

is best represented by

x + y - 2xy ,

which is graphed in Figure 8.

/

Figure 8. X Zzclusive or ‘F
/

5.2 Miniaax Mixture

)8ach of what has been writ ten on this subjsct assumes (someti mes

with a brief justification) that the probability of I A Y should always be taken

as aim Cm, y). and that of X V Y e s  sax (x , y). What has gone before shows

that the former is the aazt~a possible probability, while the latter is the

aini~~~ possible. (It is $ source of poten tial confusion that the one that

~~ minimal L~~!. 
a ssxi and v ice versa.) An intereeting thing happens when

1—11



these formulas are applied to the various composite representations of

“exclus ive or”: I

sin (max(x y), 1 - min(x, y))
sin (max(x , y), max(l - x , 1 - y))

sax (min(x , 1 - y ), min (l - x, y))

An easy way to analyse these is to observe that the decisions in them are all

governed by whether x> y or by whether x + y> 1. So they can be examined for

four cases:

x<y

x + y<l  y x

x + y> l  l - x  l -y

These results are the sane f or all thr ee versions! Such consis tenc y lends

credence to the basic formulas. The result is neither minimal nor maximal, but

a pretty fair approximation of the curved surface by four planes , as shown in

Figure 9. It coincides with it when x • y — 1/2, and is farthest from it when

x and y have values of 1/4 or 3/4 .

H
Figure 9. Minisa x Exclusive or

1-12
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5 3  Range

The mini probability for “exclus ive or ” is achieved when one of

the characteristic sets is inc luded in the other , and is equal to Ix - y l
The asxi~~~ occurs when the sets are as disjoint as possible, and is equal

- to sin Cx + y, 2 - x - y). These two values are graphed in Figure 10, enclos-
ing a tetrahedron that shows a wide range of possibilities. The slices are

IT’

Figure 10. Bounds for Exclusive or

rectangles with their diagonals representing the probable value. The one f or

x • .5 is $ square. In the middle of it (where y • 1/2 also) the probability a
can be anything from 0 to 1, which is as uncertain as a probability can get .

The outer edges of all these graphs are the lines

z .Oands•y

y . O a n d s • x
x • 1 and. — 1 - y

y • 1 and a • 1 - x

1-13



They are shared by the aiziman, the minimum, the warped stat face assuming in-

dependence, the four-plane approximation of it , and the two incorrect formulas

derived by hasty application of formulas in the tezt~ This shows that all of

these formulas are equivalent if either X or Y is restricted to the values 0

or 1. In the propositional calculus, ~~~~ are so restricted , and so all these
- 

formulas are correct for that small subset of the possibilities for two

stat ement ..

6. VARIATIONS ON A LW V

The graphs in Figures 4, 7, and 10 can be applied to other cases .

For exasple, the graph for “I A Y” can be rotated 1800 to represent the

probability of “neither I nor ‘F”, which has one high corner at x • y • 0 and
the other three low. Indeed a logician sight say that any function of two

variables could be expressed in t.r~. of negation and one of these three funda-

mental functions . The “proof” that this is the case is based an the analysis

of only the corn ers of the domain. Ther e are only 16 two-valued functions of

two two-valued variables • Six of them are really functions of only one

var iable (or none) ; four are logically equival ent to “A ”  and four mere to

“V ”  (with selective negations). The remaining two are the exclusi ve or (just

considered) and “if and only if”, which is “exc lusive or” turned sideways .

7. IMPLICATIONS

7.1 1 Y

These logical equivalences have to do with only the corner, of the

graphs shown here. Many sur faces can share the sane edges , and one of the.

may be appropr iate for diffe rent situations from another. An ex aple that de-

serves particular attenti on is “if X then ‘F”. Almost every time suc h a state-

ment shows up in connection with a logical problem, it is s rily replaced

by “not X or ‘F”, and then treat ed like any other “or” stats~~~t. This may be

just right for a sys tem where everything is two-valued , but it becomes more

complicated with continuous variables . ~~. I

L 
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The probability of “ i XV ‘F” is shown in Figure 11, using vertical
planes for x .  0.1, 0.2, etc. In each plane, a parallelogran shows the
~~~ XLa probability sin (1 - x + y, 1) and the minimum mix (1 - x, y).

HI!

~~~~~~~~~~~~~~~~~~~~~~

Figurs 11. X4Y

Between these extremes is the valas that ust s independence • 1 • x + xy,

represented by diagonals of the parallelogr s, wh ich desc~ ~be a warped surface

as in the other graphs.

7.2

The basic assumption enderlying the identificatio n of “if I then ‘F”

with “ VXvY ” is that whenever I is false the implication is true by default.
Thes either a low probability for I or a high probability for Y contributes to
the likelihood that the compound statement is true. If this principle is

.1 applied thdiser4~taatsly, it can lead to paradoxes. It makes it appear, far ax-

~~~l., that this stat~~~~t is very likely to be true :

“If a man is over 2 sters tall , his sass is less than
100 kilogr .”

L -

~
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Few men are that tall , and most are that light, so that “not tall or light”
has a high probability - even higher than “not tall or heavy”. But the fact
is that the two measures are not independent. The tall men are likely to be
the heavy ones.

To make a fairer comparison in such a case, the discussion should
be limited to men who are tal l • Those under two meters should not be counted
as satisfying the statement, nor as dissatisfying it. As in the earlier

illustration, it would be best to have separate data on the masses of tall men.
But even in the absence of such information, better estimates can be made of
the probability that “if I then ‘F” is true. The kind of implication that is
equivalent to “ ‘i Xv ‘F” is represented by “X~~ ‘F” • Another kind of implication,
represented by “X-+ ‘F”, takes into consideration only the cases where I is true.
The others are omitted rather than counted as true. The probability of “X-P’F”
is the quotient of the-probability of “I A Y” divided by that of I. If X and ‘F
are independent, this quotient is simply y , the probability of ‘F. But it can
vary greatly for same values of x and y, as will be demonstrated by showing
its maximum and aini .

The probability of “X—~’Y” is at least max (0, 1 - 1 ; Y) and at

most sin (~~~, 
1). These limits are graphed in Figure 12. Each plane for a

fixed value of x shows a parallelogren reaching from e • 0 to 1. The diagonals

Figure 12. X-4 ‘F
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all have the s~~~ slop e; they form the plane a • y, representing the inter-
mediate value assuming independence of X and ‘F. For small value s of x the

t parailelogrems grow quite large . When z • 0 the graph opens out into a squ are,

j showing no restrictions at all on the probability of “X.-~ ‘F”.

- 
7.3 ~awoarison

Comparison of Figures 11 and 12 shows that “14 ‘F” and “X +Y”,
while they are identical when x • 1, differ more and more as x approaches
0. One set of limits does not even fit inside the other, as shown in Figure 13.

—- 

~~ rr- A

_  
X s i

~~~~~~

±:.. 
—-

~

-

~/ 
1A~~.!~L4~~

~~~~~~~ -j 
_ _

I •-- 1• -  -. - -. -_J x • .~/ fr__ . ” —- I

Figure 13. Comparison of X*Y and X -~’F

Here the slices for x . .5 are superimposed. The limits for “1.$ ‘F” are
cross.hatched vertically, and those for “X-$ Y” horizontally, and it can be seen

that far y < .25 the ~~~Lmua value for “1.1 ‘F” is above the mexi for “X-# ’F”.
The smeller pictures show how corresponding slices for x • .8 give parallelo-
gr that are close to each other, while those for x • .2 difEer greatly.

7.4

An important appl ication of the fumctions graphed in Figures 11 to 13
is th . analysis of the probabi lities involved in ~~~~j  j . If the stat e-
sent. X and I—b Y (or I end X4Y)  are given, than Y follows as a consequence .

1-17
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What is the effect of probabilities other than 0 or 1? The answer is already
in these graphs. . They represent all possibilities regardless of which variable
is called dependent. If the probability of X is a, and that of the Implication
X 4 Y  is s, then Figure 11 shows that a + a must be at least 1. This is because
the probability of X~~ Y (or—~X v Y) must be at least as great as that of iX ,
that is, a ~~ 1 • a.

For admissible values of a end ., th. probability of Y is at least
a + a • 1 and at most a, with the reasonable intermediate value 1 - • 

X + g  -

derived from the equation of the warped sur face 1 - e — x(l - y). This is for
an implication X Y .

If a represents the probability of X -~ Y the situation is quite
different. All values of x and a are then admissible , and the value of y is
at least xi but no more than l~- a + xi , with the reasonable intermediate a
The ranges of possibilities are still compared in Figure 13, but with the
horizontal coordinate representing the result. There is no case where the
range of y is disjoint for the two kinds of implication, as there was for
therange of a. For values that are admissible for both kinds, the two ranges
always overlap from x i to a. If the stat ement “if X then Y” is not clearly
identified as X PY  or X—~~Y , it would seem safest to think of the pr obabilit y
of Y as being between these narrowe r limits . This range is illustrated in
Figure 14, which is the intersection of the solids shown in Figures 11 and 12.

/
—

-4,

Pi~~ e 14. Intersectiom of X~ ipY and X~~ Yp
1-18
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It has one warped surface (the front) , two that are plane trian gles , and one
triangle with a parabolic notch cut out. Its slic es are trapezoids like those
doubly cross-hatched in Figur e 13.

The comparisons in Figures 11 to 14 are not entirely fair in that
they do not show the interdependence of X~~ Y and X -p ‘F. The conditions that
make a high for one of them also make it high f o r  the other. They are related
by the fo rmula

(1 - probability of X-4 1) • x • (1 - probability of X—P Y)

Thus the pair s of parallelogr ams in Figure 13 are related by vertical stretching
or shrinking, with the top edge bein g held fixed. A particular pair of state-
ments will be represented by points in corresponding position. on the parallelo-
grams. The discrepancy between the values of a is (1 - x) (1 - a), which is
largest when a and a are small , but almost negligible when they are both close
to 1. A formula that gives satisfactory results for large x and a may be

quite inappropriate for small values .

8. RESOLUTIOI4

8.1 The Resolvent

Modu. pon.ns is a special case of derivin g one statement from two
others. A more general maneuver is the use of the “resolution principle ” .
When a sat of information contains the statements :

X V W  and T V i W

it is useful to augnent the set by the “resolvent” X V Y. If the individual
probabilities of I, ‘F, and V are known, they determine (or at least narrow
the range of) the probabilities of the statements and of the resolv.nt. A more
like ly situation is that probabilities will have been assigned to the two com-
pound statements without particular knowledge about their compon ents. If a’
is the probability that XV V is true, and y’ths probability that Tv ~~ W is
true, what is the probability a of I V ‘F?

1—19
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Finding the probabilities a, y, and w from the two nunbers a1 and y’

is tantamount to solving two equat ions in th ree unknowns. No definitive

I answer can be given , even with assumptions of independence. But minima and

maxima can be established , end then some observations made about the range of

- 
values for the probability of the rssolvent.

A key ing redient is v, the probability that V is true. It follows

from what has been said before about “or ” that

w~~~x ’ and

and these in turn imply that x’+ y’>_ 1. If the probabilities of the two

statements adc up to less than 1, it should be concluded that the set of state-

ments is already inconsistent. Such a conclusion is a goal of the resolution

procedure, and this shows the beginning of how it works when statements have

probabilities other than 0 or 1.

8.2 Range 
-

The bounds of the probability of X V ‘F can be found by considering

the probabilities of five statements that are mutually exclusive and

exhaustive:

Probability - Statement

p W A ,X A , ’ F
q W A X A IY

r (~~W A X ) V ( W A Y )
5 ~~W A 1 X A T

t ~~WA ~~XA~~Y

The Venn diag ram in Figure 15 shows that these five probabilities

must add up to 1, and that p + q + r • a’ and r + $ + t • y~ Prom thes e

facts it follows that r • x’+ y’ I. The set with probability r is the inter-

sectio n of X v V with ‘Fv~~ V. If these were independent statements , the

1—20 
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Figure 15, Probabilities in Resolution

probability could range from max (0, x’+ /- 1) to mm (x~ y5, as demonstrated
previously. But the way V is used makes the sets avoid each other as much
as possible, so that the minimum is assuned.

The desired probability of XV ‘F is a • q + r + s. The restrictions
on the probabilities make p + q • 1 - y’and s + t • 1 - x~, but do not control
the individual values • So it is possible to have a situation in which
p — 1 - s”, t • 1 - x and q • I • 0, asking the probability of X V ‘F as low as
possible, namely a . r — x’+ y’- 1. It can also happen that p — t • 0, making
a go all the way to 1 for any almissible values of x’and y’~ These bounds are
graphed in Figure 16, using x’ nd y’as independent viriables rather than a and y.

1-21



/ I
- 7 , .

-

Figure 16. Bounds of Probability of Resolvent

8.3 Intermediate Value

The assignment of a “medium” probability for the resolve nt X V  7
begins with the assumption that W, X and ‘F are independent. With so many

“ or ” statements , it is easiest to work with the probabilities that they are
false. If V and X are independent, the probability that X V V is false is

1 - a’— (1 - w) (l - a). The probability that Yv - i  V is false ii I - y”— w(l - y).
The probability that the resolvent X V ‘F is fa lse is (I - zXl - y), and the other
two equations imply tb ‘~ this is equal to

(l — x5(l—v ~1 — a —  w ( 1 — w )~

This has an extr a variable w in it , so that it does not yield a single func-
tion of z’and y But it does incorporate th. assumption of independence , so

that it may be instructive to see how high or low this variable probability can
go. When w — 1/2 the denominator of the fraction is largest, and this leads to

the highest probability that X V  ‘F is true, n l y  a • 1 - 4(1 - x)(l -

1—22
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This is graphed in Figure 17. It is a warped surface like previous graphs , but
stretched in the vertical direction. It ,~ouches a — 0 only when x’— y’— 1/2.

• 
-

1~~

i

~~~~~~~~~~~~~~

\ z~~~
,

L . ~ ’~”
Figure 17. Probability of X v ‘F if w — 1/2

It was noted previously that w must be between 1 - y’and x~ If both

x’and ?are above 1/2, this range will include w — 1/2, and that will yield
the maximum for a. The ainiaam will be achieved at one end of the range or

the other. If w — 1 - y~ a — il+,
r_ 1 

~ if w — a’, ~ — 
X +  1- l

• The lesser

of these is the lover bound for a. If either x’or y’ is below 1/2 , w cannot

be 1/2. In those cases the last two formulas represent both ends of the range
of a. The maximum for a turns out to be very much like Figure 17. The surface

like a pitcher spout pointing to a’ — y’ — a - 1 represents the maximum in the
whole quadrant x’~ 1/2, y’~ 1/2. Two warped surfaces tangent to that one have
the effect of slightly filling in the parabolic edge where the spout meets
the wall a’ + y’— 1. The spout thus merges into the wall, meeting the floor
along the line x’+ y’ - 1.
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The minimum for a differs very little from the bottom plane shown in

Figure 16. It has the same edges , but is dented slightly where it intersects

the plane x’— y’
~ 

The place where the minimum over all V (assuming independence

of X and 1) is fu rthest above th. plane a — x’+ y ’- 1. is wher e x’ ’ y~ u (~/ 2 %~.707.

- 
There the minimum on the curved surface is 2 - ~ .586, while the absolute

minimum shown by the plane is - l~~.4l4.

The use of v • 1/2 gives not only a maximum value of a , but in a

sense a typic*l va lue . The denominator v(l-v) is close to 1/4 for any value

of w fr om about 1/4 to 3/4 as shown in Figure 18. Values of v closer to the

o~~~~~~~~~~~ 4 . S 1

Figure 18. Value of v(l - w)

ends of th. scale are likely to be cut off by the lim itation that 1 - y’~ 
v ~ x~.

So it may be that a — 1 - 4(1 - x)(l - ~1) is as good a for mula as any for
estimating th. probability of a resolvirit.

9. THE CHOICE

9.1 Miniasa

This paper baa discussed the full range of possibilities f or the

elementary ~~ cttons, end has generally pointed toward the use of the 
4
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“independence” formulas: product for X A ‘F, sum-minus-product for I V ‘F,
etc. These have been seen as a reasonable compromise between the linear
min iaax functions represent ing the highest -and lowest probabilities • In
contrast to this approach is a lot of current liter atur e that assumes the

- use of min(x, y) for I A ‘F and max(~, y) for X V 7. The first of these is the
maximum pos s ible value, as shown in Figure 2; the second is a minimum, as shown
in Figure 7. But the two are compatible with each other because the probability

of X v ‘F is always the sum of the probabilities of X and of ‘F, minus the
probability of X A ‘F, The subtraction makes one go up when the other goes
down. Thus another pair of compatible formulas is those at the other end of
the range: asx(0, a + y - 1) for XA ‘F, and inin(x + y, 1) for I V T .  These
are not so simple as th. other formulas, but technically they deserve as much
attention. Why are they not included iii the discussions that seem to treat
min/max and independence as two choices?

A possible answer lte.s in a geometrical view of things that has been

illus trated in this paper . Two dimensions represent a domain of interest , and

a third is superimposed to show the range of a variable. In these illus tra-
ticos all three dimensions represent probability , so that it was even legiti-
mate to turn sorne of the graphs sideways. The domain can have any rnsther of
dimensions, but the simplest illustrations result when it has one.

In Figure 19 the horizontal dimension represents a one-dimensional

j 
_ _ _  _ _ _

-

.‘ - ________

~
±1I1 t J+ii •

~:-t-~
-• -• .

~~~

Figure 19. WInI m - _______
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un iverse of discourse, and the vertical represent s some function defined ove r

that universe . It can be probability or degree of membership in a fuzzy set

(which are not the same thing, as L.A. Zadeb pointed out in 1965 - Information
and Control, vol 8, page 340). The regions under two rectilinear “curves”,
cross—hatched in different directions, represent two such functions, which may

be called a and y. (It does not matter which is which.) The doubly cross-

hatched region shows a third function that is aun(x, y). The region that is

cross-batched in either direction (i.e., not white) displays the value of

max(x, y). Variations on this figure appear often in discussions of fuzzy

sets , and are used in defense of the adoption of minimum for “and” (or
intersect ion) and maximum for “or” (or union).

9.2 Independence

The “other” formulas, xy and a + y - xy , can be visualized by a
mathematician looking at Pigure 19, but do not stand out the way miii and max
do. But independence can be better represented by using two different dimen-

• s ions for a and y. In Figure 20 one of them is shown verti cally as before ,

•, : ~I
t 

~ f

L~~~

Figure 20, Independence

but the other is plotted from back to front. For every element in the

universe there is a plane section of this cube, typitted by the left end that

shows in Figure 20, where the two probabilities happen to be .4 and .5. The

1—26

_ _ _  

_ _



doubly cross-hatched region has an area of .2 of the whole square, or in general

__ of the product my. The L-shaps d Don-whit e region represents a + y - my
(.7 at the left end). The intersection of the two surfaces shows where the
corner of the doubly cross-hatched rectangle is for all elements is the universe.

- 
In this illustration the minimum and maximum can be visualized with some effort ,
but they are upstaged by the independence formulas.

• 9.3 The Other Extreme

)
~ich of the -discussion of this subject treats these two as if they

were the only choices. As has been shown in this paper, there is really a
whole spectrum of possibilities . Miii and max are at one end of it, and
independence in the middle. Why has the discussion not included the other end
of the spectrum? It may be because it has not been given an appealing
geometrical representation. But there is one available.

In Figure 21 are shown the same functions as in the previous two
figures . They are both plàt ted as vertical coordinates, but they start from

~ ~~~~~~~~~~ ::: ,~
_  _ _ _ _  

-

0

Figure 21. The Othsr Extreme

- 

• 
opposite ends of the scale In this unfamiliar positi on the hitherto neglected
formulas have their moment of glory. The height of the doubly cross-hatched
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region is max(0, x + y - 1), the lowest possible value for X A ‘F. The com-

bined heig ht of the non-white regions is min(x + y, 1), which is the highest
possible value for X V  ‘F.

It may well be asked , But doesn ’t using opposite ends of the scale
introduce a strong bias? The answer is, Yes, and so does using the s~~~ end
of the scale! As natural as it may seem for both graphs to be “upright,”

it makes X and ‘F overlap as much as they possibly can. Thu. two statements
with probabilities pf .1 each are displayed as coinciding in spite of all the
room they had to miss each other ! Similarly , the opposite—end style makes
two .5’ s miss each other complete ly, which is pretty much of a fluke too.
Both representations are extreme because they ‘are show ing the largest and

• smallest possib ilities .

An appealing thing about such diagrams as these is that they present
perceptible geometric ssts to represent abstractions • The unions and inter-
sections of those sets seem very naturally to represent corresponding functions
such as disjunctions or conjunctions of statements. The intersection in
Figure 14 represents a yield ing to the temptation to work with the graphs as
entities in their own right. The identification of A with A and Ii with v
seems like good, clean Boolean algebra. But it is an oversimplification,
comparable to using facts about the cornare of a square to derive conclusions
about its whole interior.
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10. A CREDIBILITY FORMULA FOR COMPOUND IMPLICATIONS

If A A B A C A  ... ~~ Q, and if all the antecedents A , B , C , etc.,
- are true, then Q follows as a consequence . The anteced ents , and possibly the

implication itself , may have associated with them numbers in the interva l

C 0,1] representing degrees of credibility. These can be thought of as prob-

abilities , but other interpretations are also possible. This paper presents

a way of assi gning a credibility number to Q, depending on the credibilities

of the other statements : <Q> — f(<A> , <~~~ , <~~,...<AABA CA ...
If-iA is the contradiction of A, the simplest interpretation dic-

tates that <-‘A> • 1 — <A>. But this is not the only possibility . In dealing

with uncertain sources of information , it may be useful to think of <A> and

as two numbers whole sun is less than 1, with the defect repres ent ing a

range of uncertainty. This possibility will not be explored in this note,

but <A> and < ‘ A> will be represent ed separately , without any assumption that

• either one determ ines the other .

The complexity of the problem to be considered here is evident from

the “simplest” case, in which there is only one antecedent. The credibilities

of <A> and <A ”P (
~’ do not very closely control that of ~~~~. For example,

<A 4 ~~ might represent the stat ement , “If a number is prime, it is odd.” This

statement has a credibility slightly less than 1, because the number 2 i. prime

but even. Suppose it has been determined that the probability that N is prime

is .6; what is the probability that N is odd?

If N really is prime it is very probably odd, and this sugges ts a

prob abilit y jus t under .6; but even if N is ~~~ prime it has a chance of being

odd, and this may add almost .2 more to the chances , for a total just under .8.

• In any situation like this , it would be useful to Ia~ow two cred ibilities ,
which are bes t described in term. of probabilities , but can be applied also to
other interpretations of credibility . The universe of discourse contain s four
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kinds of elements , with their total numbers represent ed by the letter s in this
chart. The t o t a l w + x + y + z i s  taken to be l.

Q true Q false

A true v x

A false y a

The probability of A 4 Q  is v + y f t .  That of A is v + z.
Knowing these two numbers does not make i$~~~~sible to find ~~ - w + ~~~ 

But

the conditional probability of A-~ Q is w + z, and that of ~A—9 Q is y + a.
If both of these n~~~ers are huown , the probability of the cons equence is given
explicitly by the formula -

• <A> <A-~~~~ + <-iA> <-iA-P ~~~.

If a rule of the f orm A4 Q can have two such n~~~ers supplied with it , good

est imates can be made of the credib ilitiss of conseq uences.

The A in the above discussion could be taken to represent a conjunc-
tion of several antecedents, so that the whole discussion wOuld apply to other

situations. But another illustration can show that this might be hasty. Con-
sider the rule:

(x works with y)A (y works at s)i~ Cx works at a).

A single credibi lity for this rule would be quite high , fall ing shor t of 1 only
because of such anomalies as people who work on more then ens thing. The other
credibil ity that ought to be keown is that of the supplementary stateme nt :

(z does not work with y) V (y does not work at- a) # (x works at a anyhow ).

Bout can one n~~~.r describe such a probability ? If z does work with y but y

does not work at a, there is practical ly no chance that z works at e. If,on the
other hand , x does not work with y, while y doss work at a, it still might
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very well be true that x works at a. And if both antecedents are false , the
probability could be almost anyth ing, depending on the universe to which x
belongs. Mow, if ~~~~ probabilities could be given in connection with such a
rule, the problem would be solved :

• <AA~~ <A * B+  ~~ +

< ,AAg, ’ <-iAA B- , Q ,+
< i A A i  D < i A A ’ B +  ~~‘.

for three antecedents there would be eight terms in such an expression , for

four antecedents s ixteen , and for n antecedents ?. This very quickly gets
cumbersome, and will not be pursued. But one thing will be salvaged before
it is dropped .

The probability of <A A ~ is not simple itself , involving a con-
ditional probability. But it has been demonstrated in 2330-TN-I, that the
assumption of independence simplifies thi s withou t being very likely to do
serious damage . The assu mption that <AA D • <A> <~~ makes the ensuing di.-
cussio n very much simp ler than it would be without it , and will accordingly be
adopted temporarily . Later it wil l be discussed how to cope with interde-
p.nd.nce of antecedents.

The case of three antecedents (AA BA C —P Q) will be used as a
vehicle to discus s a tedmiqu. that applies to any nt~~er (even 1 or 2).

The simplest approach is to supply one credibility for the rule:

For some rules K0 may be I, but it can be considerably lower , as in the ex-
hortation : “If you stand right and keep your eye on the ball and swing level
you will hit it.”

1—31

-
~~~~~



1A A I‘ 1 _ _ _
~~~~A B A lCj

~~~~~~~~~~~~~A ..%çj ~~
4,JI~~

A -
~
1

~
% C . ]  

s
~. IJ& ~~~~~~~

The meeting of the three conditions corresponds to being at one

vertex of a cube (or in general an n-dimensional or thotope). Seven other

vertices (or t - 1) represent various kinds of poor tecimique , the worst of

which is the opposite vertex . But even a batter with his feet in the bucket

a bad eye ~~j an awkward chop has ~~~ chance to hit the ball. (Whether

he will pop up, ground out, etc., is another question.) The coach may be able

to supply eight probabilities, each to be multiplied by the probability of its

combination, such as <A> <~i~~ <~~ for good stance , bad eye, good swing (multi-

plication being used on the assumpt ion of independence). It turns out that

these 2’~ numbers can be replaced by only n + 1 (including Z0).

What is called for is an estimate of the results of each sin gle kind

of failure. In th. example, these might be:

- -— 

1—32

- 
-
- 

- 

• - 
p 

- • - •  H I



— .6 poor stance reduces hit probability to .6 of what
it would have been with good stance;

11 • .3 eye off the ball reduces to .3;

— .5 improper swing cuts chances in half.

The new Z’ s are not probabilities all by themselves, but factors that reduce

the overall probability Z0:

ZA Z0 . < iA A B A C — e Q>

K
B 

K
0 

— <AA~~BAC- ~~Q>

Zc Z <& A Bt i ’C+Q>.

If, for example Z
~ 

— .8, the three mediocre batters have hit probabilities of

.48, .24, and .40, respeâttvely.

The probab ilities for the three poor batters who do two things wr ong,
and the one really bad one , are taken care of automatically by this formula :

Each is multiplied by the probability of failure <—i~b, and the product
increased by the probability of success ~~~~~. These sums are all multiplied
toge ther along with K0.

This is the working version of the formula, involving 2n multiplica-
tion end n additions • The expansion below is not intended to show an alterna-
civs procedure, but to display the result in a way that clarifies how the

• formula parlays n + 1 crsd ibi lit ies into ?. The algebraic multiplication gives
this product :

4~>.  K
0 (<A> ~~~ <~~ + Z~ <,A> ~~~ <~~ + KB <A> <-i~~~ <~~ +

<A> <R~~<~~~~~ + ZA K
3 <~~ A> <-i~~~ <~~ + ZA 2C <~~~ > ~~~~~~~~~~ +

<A> <~~~ <~~~~ + KB <~~~ <~~~
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The factors cD, ~~~~~, <~~ appear with every combination of negations , making

a full 2” terms . If each -C-’~~ — 1 - ~D’ , thes e produ cts all add up to 1.
Each one is multipl ied by the product of the K’ s for all the failures it in-

) 
wolves • This carries through the ides of independence giving good medium

- 
s tied esti mates for probabilities . The intuitive appeal of the results can
be seen in the batUng illustrati on, where the coeffici ents are :

~~~~~~1~~~g

.I8

H
Each one is multiplied by the overall K0 — .8, giving the worst batter only

.072 of a chance ~f putting the wood on it , while even the best gets only .8
of a chance.

A ~‘rsal1y good” rule has a high value of Z0~ signifying that if the
conditions are met the consequence is really likely to cone of f. In some cases ,
like “x works with y y  works with x’” it is appropriate that Z0 — 1. Another

characteristic of a “good” rule is low values of the other Z
~ 

numbers. If a

is high, its corresponding condition is not really important. The batter might

think, for “ imeple, that he should have a rabbi t ’s foot ~.n his pocket CD) , but

objective analysis sight reveal that • 1. Cc th. other hand, having a bat

in his hand (K) is ~~ important that it coul d be taken for granted, aid 21 — 0.

Similarly, “really good” data has high values of C> and low values

of <i~~~. This means that in a system with good information, most of the terms

of the above expansi on will be microscopic. It is t~~~ting to use this as an

• mtous e for an oversimplified formula. The one given bare appears to give the
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“negligible ” quantities their due , and this is likely to yield benefits in any
system. But it becomes especially valuable when the rules and data are “not

• so good”.

The formula works for all values of n. The n~~~er of operations
involved in it grows linearly, but the effective number of terms (as shown
in the expanded version) grows exponentiall~ It should be noted that for n — 1,

e
the interpretation is slightly different from what was said above about that
case. K0 is the sane as <A-~ Q).. The supplementary probabLlity <—tA -~ Q> is

• not ZA, but ZA Z0. In general, <-t A -’Q> will be low for a good rule, so that
dividing <-1A-~ Q> by Z0 wil l give a value for ZA that is below 1.

• The formula is cosematative in the sense that the conditions may
appear in any order . The different Z’s will do their job without any restric-
tion such as treating them in order of their “goodness”. There is also an
important sense in which the formula is associative.

A conclusion may often appear as a consequence of many conditions,
even in a simple system where the rules never have more than two. If an
analysis uses the statements AA Bu~ P and PA C 4’Q to arrive at the conclusion
Q, it mey vell be said that Q is tru e because A and l an d c a r e true. It is
interesting to see what distinction appears in the use of this formula.

Suppose that the rule AA B~~~P has credibili ty numbers K0, Z~, and
as defined above, and the rule PA C .PQ uses K1 (in place of Z0), Zr,, and

Then:

- 2
0 

(<A> + 2
A <~~~~‘~~~<~~ + 23

- K1 (<I’> + Z , <-i P>)(<~ + 2c <~~~~~~~)

21 (Z0(cA> + 2A <-‘A)) (<D + 23 <-iD) + Z~ < , P~) (<C> +

Nay, if the second rule is “really good” with respect to P, Z~, will be small,
possibly even zero. If Z • 0, the expression for ~~~ simplifies to just what
it would have been for one rule A A B A C u~Q, using the same values for Z

~
, 23

and 2~’ but with the overall credibility 2
0 21, the product of thos e for the
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two individual rules . A non-zero value for Z~, will raise this credibility ,
ref lecting the fac t that Q follows not only from A A 3A C , but from an additional
domain where P is true even though A and B are not both true.

This say of combining two rules into one can also be applied to
- separat ing one rule into two. It may be useful to replace

A A B A C A D A E ~~~~~Q

by two rules : DA E 4 K  and A A B A C * K 4 ~Q. One place this may have practical
value is in the case that D and E are decidedly ~~~ independent , so that they
upset the validity of the overall scheme. If they are pulled out of the
rest of the set , they can be analyzed separately :

- ~DA D  <DA~~-~’~l> +
Ø~ 

A i  ~~ ~~~A—’ K -~ I> +
<iDAD<iDAE- ’PD+

The atomic probabilities ~~~A D, etc., can be found other ways than by the

product. For example, if ~~~ and <D are both high, and the two statements
I) and E are decidedly negatively corr elated , it might be appropriate to use:

• ~~~~ + <D - 1

D + 1 -

The associated conditional probabilities could be supplied for these two
variables out of context far more easily than when they are tangled up with

A , B, and C also. Then making Z,~ — 0 would make this pair of rules j ust like

the original sin gle rule. But some other value of Z~ sight be chosen f or even

better accuracy.
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CONDITIONAL PROBABILITY IN RULES

The most practical method of obtaining the credibility cr> of a de-

rived fact r from the rule :

pAq~~~r given cp> and <q>

consists of treating the hypothesis pAq as a single fact hypothesis. Thus:

c(pAq)—). r >- cpAq > + c-i(piq)--) r> <,(pAq)>

• The two conditiona l probabilities are analogous to the two inference
rule credibility numbers and are expected to appear normally in the STIS inf or—

nation. Thus: :0~

(c~(pAq)_ ~~r>, c(pAq)—~~r>) pAq~~~r

Thus, the cr> computation is simple, most particularly in the case where cphq> —

<p’•<q’ because of independenc e or the likely case that no conditional prob—
• abili ty is known linking p with q. Here we are concerned with the less usual

situation where more complete conditional probability information is available.
We adopt the notation:

(in, n) p~~~q

to mean
t• c-ip + q > — n  and Cp_4.q> .n

Coesider the example:

(.15, .9) p~~~q <~~ • .85
p A q $ r

is to estimate <r>. As an intermediate step we estimate <p A q>
~~ s i *  gt~~~ ~y the conditional probability law:

p A q’ — (p p, q>

C l
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We observe, now, that the .9 number is the conditonal probability

Therefore, our work is simply:

<pA q> • <p’ <p.cp • (.85)(.9) .765

Since we have assumed our main rule (pAq~~’r) as being of full certainty; we have:

p A q ~~~r or (0,l)p~~~q

• which is to say that the consequent never fails when the hypothesis is true.
We also have (as presented above) the consequent necessarily false when the

hypothesis is false. Therefore , we obtain:— (l)(.765) — .765

Now we proceed with the second matter, namely the credibility features

• intrinsic to the main implication itself:

• pA q’~~r

We develop the previous .patt.rn . for . credibility, numbers in a rule using as
an example:

vhere <r> ..95 when <p~~-< Q - l, or .95 -< p A q i r >

• .1 when <~~p~ • <q> . 1, or .1 — <~~p A q-~ r>
• .05 when <p> • < ,q> • 1, or .05 — <p,~- q-er>

We aske an initial est imate for cr> based on the truth estimate

of the hypothes is alone.

initial estimate <x> • (.95)<p A ~~ • (.95)(.765) • .727

C—2
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It is the hypo thesis beina false cor~dition that is more difficult to aeccunt
for.

We notice that our ‘conventions imply that the rule:

(.15, .9) p~~~q

has constants to be interpreted thus:

(<,p..~~q).,<p-~.q>) ~s.pq

which ,uggestG that our <r> estimates can be arrived at as the following sum:

initi i~l ei~timate <r> • (.95) <p A q> • (.95)(.765) • .727
first correction for ~~ • (.1) <— ip- .q~ <- ip~ — (.1)(.15)(.15) • .002
second correction for <r> • (.05) <p.~ -,q><p~ — (.05)(l-.9)(.85) — .004V Pth~l estimate for ~~~ • .733

We note that in the second correction is a result of noting that we start with
the condition <p> • <—i q~ a’ 1 for which the probebility <p...~q> is appropriate .

• Then we notice that <p+q> cones from tlu~ simpler i~plLcation, and that
9 q> + 

~
p ~ -‘ q> • 1.

As vi.~h the single literal hypothesis cs~ c, a Venn diagram is given
with sh2dings indicating the two different correcrionb app3ied to the original
cr, estimate. The unshaded portion inside r represents the initial estimate
for r> (.727). p
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We also note that every section of this Venn diagram has an appropriate
interpretation in the above work estimating <r> — .~35, which is diagr~~~atically

~mdersca 1ed. We lis t a few, as follows:

<ía> — .85 assumption, also umderacaled
<p-e ~ — .9 assumption , uz*ders caled

— .15 assumption, overscaled

<p A ~ — .765 caloulated, underscaled
initial Cx> • .727 calculated, unshaded, underscaled

first correction <r> — .0C2 calculated , marked , overscaled
second correction c r —  .004 calculated, marked 2 , overscaled

1 We further note that a third possible correction for cr>, in the event that both
p and q individual ly fail, has been neglected.

I
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iLLUSTRATIONS OF THE USE OF REPORT LIKELIHOOD

VENN DIAGRAMS

We suppose the fact :

.75, WA(2,7)

might appear diagrasuatically thus:

- 

where the fact WA (2 7)) appears as a circle surrounding a truth area comprising

75Z of the universe area. Now we proceed to apply this graphical scheme to the

credibility ideas pertaining to system reports.

In our illustration we develop the likelihood ratios of two reports on

the fact WA(2,7), namely:

- 

~~~~~~ 
t~~.vs -

L ~~~~~~~~~~~~ .80
• 

. • .
,.

• ~2 1- .8O

:I 
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These are based on the two reports introduced as follows:

.75, R1- h1~~2,7)

.80, R2
.sWA (2,7)

where the credibility numbers are the usual probabilities for the truth of

the WA fact based on the approp riate report alone (under the important assump-

tion that <WA(2 ,7)> starts frosi an old credibility estimate of .50, prior to

both reports.)

We represent this situation with the following Venn diagram:

— -
~~~

WA (2 7)—

in which the ~~~~~
A-. R

1
> probability ii represented by the enclosure of 1/4 the

area inside the K1 loop. The <WA -w P1> probability is represented by the

enclosure of 3/4 the WA area inside the K1 loop. Thus, the likelihood ratio

indicates the degree to which the K1 loop prefers the truth value set of the

fact WA(2,7). When L(WA(2,7) —I’ R1] — 1, the R~ report may be . though of as indepen-

dent of the WA fact , that is, the K1 report shows no preference between the twa ‘sides of the WA ( 2,7) oval. When L(WA(2,7)-e K1) is large, we have the K1 report

nearly inside the WA truth set. This is the idealistic situation where the re-

port K1 is highly reliable, and the Bayes result is:

Luew(1UI(2~7)J — L[W (2,7)—P a1J L0~~ [WA (2 ,7)]

— L[WA(2,7)1 R1} (1)

meaning that <WA (2 ,7)> is almost umity and the fact is assured a high likelihood •

D—2

- 

- - 
-



We notice that the same state of affairs can also be represented by

a new K1 oval which encloses only 1/4 the WA area and 3/4 the ~~ area.

This may be thought of as having the same value and the sans likelihood ratio

as the earlier R~ report. The difference between the two may be thought of

resting in how appropriate the repor t is to appear and in that alone.

When the two loops are nearly identica l (reports duplicate subs tan-

tially), then the intersecti on area K1 A K2 give s no substantial likelihood ratio

improvement (the preference for the WA truth set is relatively unchanged). The

Veun diagr am as actually drawn indicates high independenc e of reports Rj  and R2
with a joint likelihood ratio approximately:

LR
1

A R
2 

(La1 ~~ 2
• 3 x 4 — 1 2

Such a computation is exactly the result of applyin g the Bayes tecimiqu. ccc-

secutively , with the normal assumption of report independence .

INITIA L FACT LIKELIHOOD

In the text of this report we have made a simplifying assumption that

• ~. the historically established credibility estimate is:
V . 

~~~~
2 ’7~

>
~1d~~~~

5

before the appearance of the two reports K1 •~ K2 are to be accounted for.

The simplification is a result of the use of the resulting 1old (WA(2,7)) — 1
in the Bayes relation:

~newI~ J ’ L[WA(2,7)4 R1] L01~ [WA) 
~K1 only)

• .: ‘~ ew [ ’J ’
~~~~~ 

• L[VA(2,7 )+ R
~ 1-~~~~~.!1

> 

~~~~~~~~~~~~
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in which the K1 report can be characterized in each of 
two equivalent ways:

L[WA(2,7)-~~Rj — ~~ t4
<Rj—) WA(2,7)> — .75

The simplificati on is only computational , as we will illustrate below.

We do the same problem with the following alteration:

— .05, instead of .5

If facility #7 is one out of a total of 20 facilities, the new assumption repre-
sents an~ approximate zero information state. The previously assumed value of .5
really represents a lot of information: person #2 is as likely (or more so) tof work at facili ty #7 as at any one amongst all the remaining 19 together. Let
us see what is the result of applying the same R , K reports with this new

V 1 2
fact assumption. We get from two applications of the Bayes rule:

Lnew [WA]~~L[WA •+R2J L[WA-~~R1} LO1d [WA]

L [WA). ($) (4)(.& ) — La,

This means that, after the K1, R2 reports are accounted for , we have :

<WA(2,7)> 
- 

l <WA(2 p?)> ew 19 

< WA(2~ l ))inew 19+ 12 —

We notice that the WA credibility stil l falls short of the 1/2 level. One
more report of value approximately that of or K2 will suffice • We can see

what sort of P3 would be required by reapplying the Bayes Theorem in a different
a~~~er , where it is now :

Lold [WA) — (not Lnew):

Ln e w( WA] • I - L[WA~~ R3) (ft)



Therefore: L (WA .4 a3] -

Since < 3 < 4

• - We see that P3 is les s than K1 or K2 in value, to bring the final fact credi-
bility to just 1/2.

INFORMATION MEASURE

( Since we have already identified the value of a report with its
likelihood ratio, we already have an indicator of the ~~~unt of information of
a report. The more valuable a report , the more information. However , we do

have a situation wher e two reports with likelihood ratios of 3 and 4 have the
same information content (or value ) as one report with likelihood ratio 12.
Another scale is possible, ss~ch as is used in psychological measurements .

We consider the information measure l
~ 
for a report K as defined to be:

- Lii (LtWA .IP K))

We tabulate the foll owing results :

Repor t LfWA -IP it] 1p. — Lii (L[wA-t it)) 

K
1 

3 ~. • .  1.10 • . . •

K
2 

4 1.39

useless 1 0
report

• 
~~l 

and K2) 12 2,49

in which we see that the information measures add up pleasantly. One wi lt of
information In a report means that the likelihood ratio of a syst em fact is Lu—
creased by a factor of e~~~2.7l.8.
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This emphasizes that an individual report is well identified by the

amount of information it brings, or alternatively by the report likelihood ratio.

For z~ ’pie, our first K1 report was characterized tbus :

L[WA(2.7)4 R:J 
— 

<WA(2,7)-•4R1> — 3
-

with no dependenc e upon the state of initial information about WA(2,7) before

th. appearance of R1. On the other band, it was natural to first introduce R1
with the statement :

.75, K1—+WA (2,7)

because it focuses attention on tne credibility of the fact which P1 deals with.

But if the fact WA(2 ,7) is already established at the .90 level, for example, we
see how confusing such a method is for report characterization. This is why the

normalizing assumption became necessary :

— 0.5

*
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RULE CONSISTENCY

1. AN EXAMPLE OF A SELF-CONSISTENCY PROBLEM IN A SINGLE RULE

We use the following notation for a simple logical implication:

(.05,.70) p~~~q

where the two probability estimates are defined thus:

0.70 — <p-,q> — probability estimate that the
consequent q is true in the event that the antece-
dent p is true.

0.05 — <— ~p-,ç — probability estimate that the
consequent q is true in the event that the antece-
dent p is false.

So far there is no possibtilty of a failure in self-consistency, although the
estimation of probability may be poor’. For an antecedent of probability <p —

0.75, a Vein diagram with areas proportional to probability might appear thus :

_______________________ Assumed:
<p) — .75

— .70~~~~~~~~~ 
-

1—1

_ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _



With the aid of the Vein diagr am interpretation it is fairly easy to gain con-

viction that if the .70 and .05 estimates are replaced by any other two proba-
bility numbers, the implication p~~

q is at least self consistent.

If , now, we consider the contrapositive of the original implication
- rule we might then obtain:

(.10, 0.80) -iq~~ -~p
0.80 -
0.10 — <q.~~—i p) (—, (—~q)m q)

We have defined the probability estimates in perfect analogy with the defini-

tions for the original rule p~~~q. We note, however , that the two probabilities

are quite distinct from the original <p -~~ q>, <—i p-.~ q> probabilities. There
is a relationship, of course, but it is not superficially obvious. We have also

supposed that the .10, .80 estimates have been independently made.

It is natural to consider the contraposttive—i q.lp-,p because in simple

logic it is fully equivalent to the original p~~ q statement. It is often used

as a proof method, where to prove p .~ 
q we consider the reverse possibility-sq.

With the probabilities showing up as four independently estimated numbers, there

is a definite possibility of a self inconsistency. This can be suspected from an

examination of the Vein diagram, which has four areas which must add up to unity,

so that there are only three degrees of freedom. We look therefore for a necessary

relation amongst the four probability estimates, having assumed our rule in the

two forms :

(.05,.70) p* q
(.lO,.80) —l qi~~—~p

We can also assume the specific illustration :

pa system #7 is being developed at facility #4
q e a subsystem of sys tem #7 is being develop ed at facility #4

E-2 
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‘ 
We also as sume that there are a total of 15 facilities. Superficially, the
probability estimates appear plausible. Por example , (<~~p-~ q> — .05) if
it is definitely ~~own that system #7 is not being developed at facility #4 ,
than there is a less than 1/15 chance that an associated subsystem is being

- developed there.

To obtain the necessary relationship among the four probability
estimates we compute each of <p A q> and <p V ~~ in two different vays:

with the intention of eliminating <p> <q> amongst the equations to arrive at
the relation amongst our four conditio na l probabili ty estimate .. The above
are equival ent to:

- (A)

• (B)
<_l~~~ <~~p.g -~q>

Nov we insert in the first relationship (A) the following:

and obtain:

1 IA’
1+ <a~~-~~~~<D4 a>

<-i p .s ~~

Similarly , we insert in the (B) relationship:

<-Ic
PU - ~~~~~~~~~ <-ip> +<~.-iq~ <p>

Z-3



and obtain :

1 (gi)

1+
<-, p_,~~~~~~<_,p_,_In>

<p.~ -~q> <-,q..-,p>

- Nov vs make use of <p + <-~ p • 1 in (A1) and (B1) and arrive at:

1 —  1 + 
1

We note that the four estimated probabilities are :

— .70 < i p ~~~q> — .05
• .80 <q~~—, p> • .10

We also notice that the final sy~~etric relatio nship is what we have bean looking
for . It involves our probabilities directly (e.g., <p~~ ~p) or through a co-
probability (e.g. , <p+-,~~’ where <p.e —,q> + <p 4q~ • 1). We are now in a

t position to check the de~~.e of our probabili ty estimat ion consistency :

1 +
1 ~ 

(.10)(.70) 1 + 
(1— .80) (l— .05)

(.O5)(l..l0) (l— .70)(.80)

• .3 + 
1

1+ 1 +

• _.t +23 215

• .950

which vs might identify as consistency in the measure of 95%

f 
- —  _______________



A person observ ing this might c~~~ent that perhaps < ‘  p -p ~ — .03
might have been better than the .05 actually used. It is not easy to answer

questions about improvement, but questions concerning consistency can be
approached . The new check would appear thus :

+ 
1

~ + 
(.10)(.70) 1+ (l— .80) (1— .03)
(.03)( 1— .lO)

• 
_ _ _ _ _ _ _ _ _  +
1+  1+

•
97 217

• .831

which indicates that the first estimation was more consistent. Since there
has been no straddling, <~~ p p q> • .057 is apt to be quite near ly consisten t

with the other three probabi lity estimate s • The miss is by about 1%.

The literatur e speaks of people ndowed with specia l capacities to

estimate probability. Vs have here a specific test that can be employed to test
the ability to estimate consistently , if not accurately .

2. EXAMPLES OF CONSISTENCY PR03L~~S
BETWEEN A RULE AND OTHER INFORMATION

We c~~~~’t , initially, that inconsistencies tend to appear in the
form of disagreement between various estimates for the sane probability. This
is already apparent in the main body of the report where there have been cases
of different portions of the data file leading to the s statem ent with very
different probability estimates. This occurs because the stat nts used from the
file may vary widely in credibility . In an even deepsr sense, it is obvious
that a direct club, such as p end ‘p both being in the data file thea :

1,p

-1—5
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would be called a logical inconsistency in ordina ry (deductive ) logic ; however in
inductive logic the same situation:

l,p
o,p

is apt to be viewed as a difference in probability evaluation, or credibility.

Next we consider the consistency picture of a rule together with a
fact statement :

(.1, .9) p~~ q
.95 , q

where we follow the notation of paragraphs 3.2. on.

.9 • <p ..p~~ • prob. (q/p)

.1 — <- p.,q • prob. (q/—,p)

.95. <~~ • prob. (q)

So.. considerati on leads us to ~~psct inconsistency dire ctly. ~ *e statemen t
asserts that ass..thg p (i.e., with its help) the truth probability of q is
90%. This appears to be at odds with the other statemen t that the truth prob-
ability of q is 95% without any help at all.

The incons istency can be viewed formally by the est imates for <q>.
Working with the given rule alone:

— (.9) <p> + (.1) (1. <~~~ )

so that the highest po sible <~~ is .9, whereas the data statement givss
• .93. The viow of the inconsistency cianot be sheen in a Viem diagr twith probability areas , enless we violate seriously some of the given informs-

tion. lie shoes to violet, the < pup • .1 infor tion. The V~~~ diagram,
them, may appear ~~is:

1-’

- - 
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•
<9 • 9 5
<p -P q~ •.90

~ 
<~i p u p q~~— .96 (not .1)

If we work with the V~~~ diagra m attempt at (and distortion of) the in formation ,
and estimate <9 thus:

<9 -

.95 • .90 <~~ + .96 (1- <iD)

.06 cp, — .01

< p . 1 / 6

Thus , given the lar ge <-v p -P 9 — .96 valu , it is possible to compute th. value
<p) from the ass~~~d <9 value. This is the reverse direction of computing
probability estimates as compared with our usual rule probability method . If

this computation had been performed with the original <~ i p ~p 9 - .1 asswnp-
tion , then the inconsistency would have shown up as a <p value greater than one.

Some general co wts on the possibility of such an inconsistency
may be helpful. If the .95 , q statem ent is removed and replaced by the p state-

with any probability estimate , e.g.:

.83, p

then no thconsisten~y with the given rule:

(.1, .9) p~~~q

san arise. Alternatively , if we consider a contrepositiws form of the givem
rule, e.g.:

1—7
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(.1, .9) iq ~~-ip

with .95 , q

then no inconsistency can arise , This re fer s to an inconsistency between the
- two statements above: it is yet another matter to consider an inconsistency
between the following two statements:

(.1, .9) p~~ q
(.1, 19)-,q u~ip

Using the consistency test of Section 1 of this Appendix we obtain a perfect
comsiuency result. Independent of that test , we observe that:

-

< ip). ~.9)<-iça+ (.l)<9

which are the relationships normally used in computing the pro babili ty estimate
for the consequent of an implication. The result is that <p) • <9’ — 1/2.

We proceed, now, with an example of inconsistency ~~ng essenti ally
different rules (one rule not a cantrapoaieive of another), Assene given:

(0, .9) p~~ q
(0, .9) q4r
(0, .9) r~~ p

4 j An i diate expectation of inconsistency develops when one attempts a Venu
diagram wi th probability areas. The first ~ vo rules mast eppear thus:

—

(0, .9) p~~q
(0,,9) q~~ r

1-s

-
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That is to say, the zero prob abi lity estimates (<-i p -e q> — <—~q4r >  • 0) mean

$ ~ that the q truth set is completely inside the p truth set. Likewise , the r

truth set is completely inside the q truth set. Therefore , <r -P p mast equal

onity instead of the .9 essused in the thir d rule.

A mor e typical ex~~~le of three such assused rules follows:

(.1, .9) p~~ q

(.2 , .9) q~~~r
(.3, .7) r~~ p

In this case , no inconsistenc y appear s , as can be seen by solving the probability

equations :

<9 • .9 <p + .1(1. <p)

—

<p) • .7<r)+ .3(l- <r))

for which the solution ii approximately:

<p. • .33

<9 A .52
<r~ ~~‘ .37

An attempt to do this with the earlier tr io of rules would have led to a flat

contradictio n, and no possible solution . The insights of linear algebra in a

<p., <9, <r> space appear valid. A Vsnn diagram with probability areas
illustratin g this last (and consistent ) trio of rules follows :

r ~~~~~~~~
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A PAGING SCHUlZ FOR LISP
I

The paging scheme will allow each user to perceive his own virtua l
space of 217 words (1311) even though he is operating with a significantly

- smaller size of real core, probably on the order of 40K. This result can be
accomplished by allowing the most needed portions of the user ’s virtual space
to occupy whatever core space exists while the entire virtual space resides
on dr um. Whenever data not in core is needed by the user , that data is read
from drum into whatever core spac. is not in use; if all core is in use , an
equal sized , least needed section of data from the virtual space is removed
from core to make room for the needed data. A table is used to keep track
of where each section of virtual space is kept. In this scheme , the size
of the section of virtual space is constant for all users ; each such section
is called a virtual block. The counterpart of the virtual block in core is
the core block; similarly, the counterpart of the virtual block on drum is
the dru. block. While the size of virtual and core blocks is measured in
word s, the drum block size s is in sectors. A page is a virtual block

allocated to the user.

The Page Table

Each block of virtual space has an entry in the Page Table . The
entry of the page table lists the current status of virtual block n.

When the user references address 8, the paging system divides I by the page
size to give a page number n and a page displacement d. The system looks
at the ~th entry in the Page Table to find whether the page is core—resid ent.
If so, the 0th entry on the Page Table will have the address a of the core
block with which page n is identi fied . The system then reports to the user
progr am the real address of I, namely a + d.

If page n is not core—resident , then it can be found .~n the drum.
The user ’s apace on th. drum i.e identical to the virtual spec., in th. foil
lag maneer: virtual block a is identified with drum block a where drum block
a is defined as residing on the s sectors starting with sector us.

7”~1
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Now a place must be found for page n to occupy real core. First,
the Available Core Block Pointer is :onsulted to see if a free core block
is available. If so, the Available Core Block Pointer is changed to point
to the next core block in the Available Core Block Stack ~‘nd page a is read- 
into core to occupy the available core block found. The Page Table is up-
dated to reflect the change in page n’s status.

- If no core blocks are available, a page must be removed from
core to make room for page a. Let us suppose we have determined page p
has to go and so relinquishes its use of core block b. Page p is written
out from core onto the drum and its Page Table entry reflects its change
of location. Page n’s Page Table entry is updated to show its acquisition
of core block b and page a is read into block b in core.

Page Replacement Algorithm

The question still remains as to how the system decides which core—
resident page must leave when a Page Fault c.ccurs and no core blocks are
avai lable. First , the list of pages eligible for replacement is reduced by
the Page Lock Featur .; any page with its Page Lock “on” is not eligible for
replacement .

The final decision is made using the Weight Counter stored in the
Page Table for each core—resident page. Basically , every time a core-resident
page is referenced its Weight Counter is incremented . So, the Weight Counter
reflects th. frequency of reference s to that. page. When a page must be selected
for replacement, the system scans the Weight Counters of all the (core—resident)
pages to find the page with the lowest Weight Counter ; this is the page to be
replaced .

low, the question is has, much should a Weight Counter be incremented
for a page reference? If the increment is a constant value , then the Weight
Counter does not reflect the current need for the page in core. For ezample ,
suppose that oi’sr the last 10,000 page references , page 1 has been reference d
94 times while page 3 ha. been referenced 75 times • Let us fur ther suppose

— 
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that all of page l’s references occurred over 5,000 page references ago (using
page reference as a unit of tine) while all of page 5’s references occurred
no more than 500 page references ago. It would seem reasonable that, although

- over the last 10,000 references page 1 has been referenced more frequently,
• - page 5 has a better case for remaining in core because its references were

more recent and, so, more closely reflect the current needs of the user.
Thus, page references that occurred more recently should have higher incre-
ments or weights than those that occurred further in the past.

The function chosen as the basis for the page reference weight
system is an exponential decay function of the form 2~~a Specif ically ,
w(r) 2—r/a is the weight of a page reference which occurred r page refer-
ences ago where a is some positive constant. Clearly, function v satisfies

our currency need that w(x) ) v(y) where y ) x 0.

Using the results of simulation studies by Chu and Opderbeck
1, an

estimate was made that our paging system could expect approximately 1 Page
Fault f or every 10,000 page references. Hence, a page reference occurring

10,000 page references ago should have a weight close to zero. W(l0 ,000)
was set equal to 1/16. So, our basis weight function was defined as w(r) 5

where a — 2500.

For computational reasons , the f unction w(r) has to be simulated
using a step function s(x) in the following manner :

Let x be the ~th page reference after the most recent Page Fault.
Then, s ( x ) — 1  for 0’x~~ K

— 2  for K~~~x K + a
-4  for 1+ a (x (  K + 2 a

•? for K+ (a—l) a x cK + an

where K is a function of a

A ru’mi~ig count is kept of x. As each page reference occurs , x is increased
by 1 and s(x) is added to the Weight Counter of the page referenced . When a

‘—3
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Page Fault occurs, a Factorisation process is activate d after the page to

be replaced is found . The Factorization process merely divides each
Weight Counter by the current s(x) . x is then reiniti alized to zero and the

paging system continues. In order to simulate v(r), s(x) is restricted so
that when a Page Fault occurs at x — an for n > 1, the sum of the weights of

• all page references from one to an inclusive is the same when calculated with

s(x) as with w(r). That is, ~~ s(x) — ~an w(r)dr for all- a > 1. S(x) satis—
Ls s(an) .1 —

o
flea this condition when K — a (2 — j~~). With a — 2500 , K 1393. 1 is called

Paging Para aste r .K. A i~ called Paging Parameter A. X is the Page Reference

Countdown.

In order to insure that a page jus t brough t into core due to a Page

Fault does not get replaced before it has a chance to accumulate page references,

each page has its Weight Counter set to a Page Bonus value when it is brought

into core. (Since locked pages are not eligible f or replacement , references

to such pages are ignored in the Weight Counter portion of the paging system.)

f 
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DWL~~~iTATION FIELDS

- System Fields

Page Size — number of words/page; must be a power of 2
4 Core Size — number of core blocks

Pagi ng Parameter K — number of page references with weight 1
Paging Parameter A — number of page references with weight 2~

vheren)l

Page Bonus — initial value of a page ’s Weigh t Counter
when the page becomes core-resident

Virtual Size — number of blocks in virtual address space — maximumnumber of pages in initial memory

Drum Factor • number of sectors per page
I,

User Fields (1 such field for. ea~ch user)

Page Table — array of virtual block status entries

Page Reference Countdown — n*~~er of page references until weight
is increased

Weight — number added to page ’s Weight Counter when page is ref er—
enced

Factor — number of bits each page ’s Weight Counter is shifted to
the right during Factorization
Weight • 2 Factor at .fl ..~..

Page Table

The Page Table ii an array of entries, one for each block in virtual
a~~~ry. Each entry records the current status of a virtual block. The number

~~ of entries equals 2~
7/Pag e Size .

Bach Page Table entry will appear different according to the paging
status of the virtual block

F , 
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A) Unallocated virtual block
35 34 18 17 12 11 0

J l J l  ... 1 J 4 I Available Virtual
L I I I Block Pointer

• 
- Available Virtual Block Pointer — negative value of virtual block

• on Available Virtual Block Stack
— if this virtual block is the

• last in the Available Virtual
Block Stack , then this field con-
tains the virtual block number
associated with this entry
(e.g., if virtual block 6 is the
last virtual block in the Avail-
able Virtual Block Stack, its
Available Virtual Block Pointer
contains the value —6)

B) Page that is out on drum

35 34 18 17 12 11 0
1 1 1 .... 11 Type J i  1 ... 1

Type • type of LISP information stored on this page.

C) Page that is core—resident /

33 34 18 17 1 2 11 0

L I Weight Counter Type J Block Number

Page Lock

Page Lock • 1 if page must be core—resident
• 0 if page is not required to be core—reside nt

Weight Counter • weighted count of number of page referenc es
to this page since becoming core—resident

Block Bumber — a ber of block this page occupies in core ; the

real addres s of the core block can be obta ined
by ehifting the block aimber n bits to the left

where 2n 
~~ the page size
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Available Block Stack

A pushdown stack for each user is kept to record the blocks available
to that user in core. The stack is structured as follows: -

• Available Core Block Pointer contains the address of a block
available in core. If no blocks are available , the contents
of the Available Core Block Pointer is zero.

In turn, the first word of the core block pointed to by the
Availab le Cor e Block Pointer contains the address of the
next avai lable cor e block. If there are no more core blocks

available, the first word contains zero.

In this manner , all availab le core blocks are listed on this
single—threaded qu.~se.

When :he user needs an available core block, the user is given the
first block on the stack and the Available Core Block Pointer is changed to

— 

point to the next block on the stack. When a core block is made available ,
that block ’s first word is set to point to the first block on the stack and
the Available Core Block Pointer is changed to point to the newly available
core block.

g~~. 4 1- ;  Page Stack

A pushdown stack for each user is kept to record the blocks avail—
able to that user in hi. virtual space. The stack is structured as follows:

- 
-
~ The System Available Virtual Block Pointer contains

the aaber of an availab le block in virtual space.
- If no such blocks are available, the content of the

- 
- System Available Virtual Block Pointer is zero.

The Page Table entry of an available virtual block has
an Available Virtual Block Pointer to record the next
virtual block in the Stack. If no nor. blocks are avail-
ble, the Available Virtual Block Pointer points to itself .



In this anner , all available virtual blocks are

listed on this single—threaded queue.

P-s
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mi LRU ?A~DIG SCHV~ voi LISP

Appendix F detailed a paging scheme modification to UnIvac 1100 LISP.
— The paging scheme included an algorithm to determine which page is to be re-

placed in the event of a Page Fault. This paper presents an alternate algorithm
which can be used within the framework of the paging scheme previously presented .
This algorithm i the so—called Least Recently Used (LRU) algorit hm. A co~~ari—
son of the two algorit~~ will be presented at the conclusion of this paper .
All definitions and data structures from Append ix F are retained unless speci-
fically noted.

The LRU Algorithm

In the LRU algorithm, the page number of each core—resident page
is positioned in a pushdown stack according to how recently the page was
referenced with the least recently referenced page at the bottom of the

( stack. So, whenever a page is referenced, its page number is removed from
its current position in the stack and placed at the top. When a page must
be replaced , the page chosen for replacement is the one at the bottom of
the stack; the page brought into core is positioned at the top of the stack.

Changes in Implementation Structure

Using the LRU algorithm, the following system f ields are not needed :
Paging Parameter A, Paging Parameter L, Page Bonus. The following user fields
are also not needed : Factor , Weight , Page Reference Countdown. The Weight
Counter fields in the Page Table will be referred to as Reference Number fields.
£ single lezt Pefere.c. lumber field ~il1 be needed for each user. The sys-

‘
~ t will .1.. need a System ShUt Factor fi.U.

Isolgno tatios

1~ sn $ user be ine, his lent Reference L~~er is initialised to zero.
£11 Reference l~~~er fi.U. have the ht best ~~~ er they can hold (i.e. , 2~~ — 1).

G’•l
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Whenever a page is referenced , the Next Refere nce Number value is
placed in the Reference Number field of the appr opriate Page Table entry .
The Next Reference Number is then incremented by 1 and the pag ing system con—
tinvee.

Whenever a page wast be replaced , the Page Table is scanned to find
the page with the lowest Referenc e Number. This is the page least recently
used and is the one paged out; its Reference Number field is set to the highest
value, 217 

— 1. and the Page Lock bit is also set to 1. The page being paged
in baa its Reference Number set to the value of the Next Reference Number. The
Next Reference Number is incremented by 1 and the paging system continues.

Whenever the Next Reference Number has the value 217 
— 1 before being

incremented, a Factorisation process is set into motion to forestall the over-
flow situa tion. Each page ’s Referenc e N*~~er field is shifted n bits to the
right as is the Next -R.ference Number as well. The number n is the System
Shift Factor . If n .  3 , then Factor iutiou will have to be performed only once
for every 115,000 page references.

-p.-

Comparison of Altorithes

In terms of the speed in the operation of the algorithms themselves,

the LED algorithm would scam to have the edge. In processing the ordinary page

reference, the-LED algorithm does not have to perform as many arithmetic addi-

tions nor does it have to make as winy comparison tests • When a page replace-

ment is cal led for, the LED algorithm has only to perform one comparison for
each entry in the Page Table while the Weight Counter algorithm performs a com-
parison plus a shift for each entry. Both algorithms perform equally as fast
in the overflow situation. Nowever, the LED algorithm will encounter the over-
flow situation once every 115,000 page references (when the System Shift
Factor • 3). On the other band, if Paging Per eter A • 2300, core size ~~ . 

80

pegee, and the Page Fault Frequency (i.e., page faults per page reference) is
Fester than 1/23,000, overflow situations should almost never occur . ~ - 

-

~ —
-
-

-
- ‘

Os the whole , the a1gorit~~~ should give quite similar reco endatio ns
.1 pages for zsplecsss t. Still, there are differences. While the Weight Counter

0—2

_______________ • - ~~ -. - .~~~~~~~ -
-~~~~ - -~~~ - 

~~~~
~I



-_—~~~- -  -

p algor ithm emphasizes both currency and frequency , the LED algorithm reflects
only currency. Since currency is not balanc ed with frequency in the LRU , we
can expect the LED to more closely reflect the current needs of the user with

- 
no regard for any historical considerations of past need . The Weigh t Counter
algorithm will be more moderate in its regard for the fad of the day . In same

— -circj.astances, though, the Weight Counter only reflects frequency. The Weight
Counter algorithm because of its step function basi , has the characteristic

“ that over periods of high Page Fault Frequency on the order of 1/Paging Para—
meter X (e.g., 1/1,400 if Paging Parameter £ • 2500) or more no regard at all
is made for currency; the algorithm sees all page referenc es with equal weight
and , so, frequency rules supreme .

(The revers, of this page is blank)
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MISSION
of

Rome Air Development Center

MX p lan. ar id conducts r•s arch , .xplozatory and advanced
d.v.lopamet p rogr a in cer—~~d, control. and ce wti cation.
(C3) activiti s, and in th. ar ias of inf oxmat.lor~ science,
and iat.l.Zigence. The pr incipal t ChmiCal mission areas
ar co—,nicat.tcn., .l.ctro.ag n.tic guidance and control,
survsiilsece of ground and aerc p.ce object., £ntslligwcs
data collection and handling. inf orm.tion s~,stem t.ohaology,
ionce h.ric propagation, solid stat. sciawea, aicrOimVe
p hysic. and •l ctroric reliability, intaiaabilit~

, and
ct.4atLb,ility.
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