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PREFACE

The work reported here was accomplished under Contract Number F30602-
75-C-0330 under sponsorship of the Rome Air Development Center (RADC). The
principal objective of this project was to develop methods for handling c‘udi-'
bility and consistency aspects of data in an intelligence system with advanced
inference capabilities. It is directed in particular to the Scientific and
Technical Intelligence System (STIS) being developed at the Air Force Foreign
Technology Division (FTD). The report was prepared by Robert Dickson and
Jerome Sable of AAI (AUERBACH Associates, Inc.). Mr. Ken Rose was also part
of the project team and developed theoretical aspects of this work (e.g., Appendix
B). Grateful acknowledgement is given to Edward Stull of FID and Robert Ruberti
of RADC. Dr. Sable was the Ptojoét 'l'h'mcr.

In a separate task ammended to this contract AAI has modified the
LISP system for the UNIVAC 1110 Computer to make it more suitable for implemen-
tation of nev mmu STIS. This work is also reported in this volume.
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EVALUATION

Functional design specifications for methods of handling the credibility
and consistency of facts in an intelligence data base have been delivered
under Contract F30602-75-C-0330. When implemented as an adjunct to an
intelligence information system, these methods will enhance analyst-
inferential capabilities. Future application of these methods is planned
for the Scientific and Technical Information System (STIS) at the Foreign

Technology Division. This development is included as part of TPO No 3,
Indications and Warning.

(Y . '
Kbt 0 Rk
ROBERT N. RUBERTI
Project Engineer
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SECTION I. INTRODUCTION

The intelligence analyst must often cope with large volumes of in-
formation which he uses as clues to construct a true representation of the
state of affairs in the real world. As he attempts to build a description
of the entities which he is interested in, the analyst often finds that they
are richly interrelated and that the description of a typical entity is quite
fragmentary. Compounding his problem is the fact that the entities he is
attempting to describe are usually not perceived directly but are known only
through reports and sensors with various levels of credibility and accuracy.

Under sponsorship of Rome Air Development Center, AUERBACH Associates,
Inc. (AAI) has been studying the problem of intelligence data processing, and
developing advanced data structures and inference techniques, and assisting
the Air Force Foreign Technology Division (FID) in developing an advanced
intelligence system called STIS (Scientific and Technical Intelligence System).
Allowing the analyst to enter general rules and credibility judgements, in
addition to explicit facts, and providing a capability to derive implicit re-
sults, raises new questions concerning information credibility and consistency
which are addressed in this report.

1-1
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1.1 OBJECTIVES

The objectives of this project were to:

(a) study and develop a methodology for representing the
credibility of information in the STIS data base and
the results derived from it,

(b) develop a methodology for determining the logical
consistency of delineated subsets of facts and
rules in the STIS data base,

(c) augment the LISP system for the UNIVAC 1100 series
computer to provide a more suitable implementation
language for advanced STIS capabilities.

This work was carried out in the context of STIS as it is being
developed through the effort of FID, with support from AAI. In particular,
this work is consistent with STIS information structures and inference strategies.

1.2 BACKGROUND

STIS provides an advanced capability for the analysis of intelligence
information. It is based on a network type data structure which permits rela-
tionships among entities and new attributes to be freely defined with minimal
impact on previously stored data and programs. Because of this, it is particu-
larly suited for capturing fragmentary information which is undergoing colla-

tion processing, analysis, evaluation, and synthesis into finished intelligence.
A description of the STIS information structure, called the Concept Net, is

given in Appendix A to this report.

In another effort, AAI developed the design of advanced relational
data and inference providing tools for use in an operational intelligence en-
vironment. It is expected that STIS will be used as a vehicle with which to
develop and test operations on relations, inference, and consistency cetermin~
ing functions. The ultimate goal is to incorporate these advanced capabilities
into STIS so that their effectiveness can be accurately evaluated, and these
nev tools can be provided to the STIS analyst.

1-2




o ARSI A YT

e T

!

fle= & = g

Fe g
N i

N Fy IR

l

MCROCOPY RESOLUTION. TEST CHART
ANDARUS 1964 8

NATIONAL BUREAL

.

AAl has developed the design of an inference capability for STIS at
FTID. An initisl approach to the derivation of bounds on the truth values of
derived results was developed (Sable) and extensions to that method are des-
cribed in this report. Clearly, the ultimate credibility and consistency

scheme will have to be closely integrated with the inference capability and
other STIS mechanisms currently being developed.

1.3 ROLES OF CREDIBILITY AND CONSISTENCY IN INTELLIGENCE ANALYSIS
The art of intelligence, by its very nsture, is intimatcly concerned

with data of variablc and samctimes unknown accuracy,
with a two-stage problem,

The analyst is confronted
First, he must discern, from the data at hand, what
is the most likely state-of-affairs in the real world, and how accurate and
complete that picture is apt to be, Second, he must use the inferential tools
at his disposal, both formal (deductive and inductivec) and intiitive, to
estimate tho implications of the current statc-of-affairs relative to particu-
lar questions facing him, The questions, often of a compositc nature and not

immediately evident from the current state-of-affairs, may bc one or more of
the following:

° Does the current state-of-affairs rcpresent a

significant (uncxpected) departure from a prior
state-of-affairs?

. Docs it represent a significantly new level of
cnemy copability?

El What development direcctions are indicated and
further capabilities implied?

® How does it compare with our own capabilities?

° What does it imply about the enemy's plans and
motives?

e Does it represent & threat (technological or other=
wise) tu oursslves?

Clearly, these questions cannot be answered automatically with today's

informstion technology. The objective of long term Scientific and Technical Intel-
ligence System (STIS) developments is to furnish the analyst with effective tools with

1-3
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which to build and maintain a model of the current state-of-affairs which is as
realistic and complete as possible, It should be able to represent “facts"
(with his judgement of their credibility) in terms which have meaning to him,
and to represent plausible rules of inference and their level of credibility,
An inferential system is being designed which may make it possible to use these
Tules to derive implicit facts together with a bound on their credibility. The
facts, rules, and steps taken in the inferential process will be displayed to
the analyst so that he can judge the validity of the process and the credibility
of the result,

What is meant by the intuitive notion of credibility is itself a
complex question which deserves careful development, One can view the in-
telligence observation and analysis process as including the elements shown in
Figure 1-1. This is the event input chain which produces "facts" for the data
base, The analyst, besides entering these facts, must judge their credibility
relative to the current state-of-affairs and their value relative to current
and anticipated questions of the type listed above. This process involves a
number of factors including the anslyst's evaluation of the source and gensor,
the source's evaluation of the sensor, and the quality of the observationm,

Some of these evaluations by the originator (source) and destination analyst
are shown in Tablel-1. An indication of how these and other factors relate
to the overall evaluation of credibility and utility (value) by the analyst

is given in the Factor Dependence Tree of Figure 1-2, This diagram attempts
to show how the worth of a fact or report can be considered as being influ-
enced by the factors of relevance, credibility, and analysis or assimilation
level and how crodibiuty and other factors are, in turn, influenced by more
basic factors such as source reliability, accuracy, consistency, etc. Clearly,
it 4s unrealistic to believe that the credibility evaluation process can be
completely formalized., A less naive view is that some of the important factors
can be quantified and enough information made available to the analyst so that
valid judgements can be made.

1-4
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TABLE 1-1.

INFORMATION ASSESSMENT FACTORS

EVALUATION OF

SENSOR OR SOURCE

FACT, MESSAGE, OR RESULT

EVALUATION BY

§ Sensor Precision Message Precision

g Sensor Accuracy Message Accuracy

& Message Timeliness

£ Relisbility Consistency

] Alertness/Sensitivity Relevance

2 Domain/Responsibility Assimilation/Analysis
3 Level

= Sensor Capsbility Credibility

?. Source Bias Value

:
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SECTION II. SUMMARY

This project consisted of three largely independent areas:

(1) The analysis, quantification, and calculation
of credibility,

(2) The analysis of fact/rule consistency in a
technical intelligence Concept Net, and

(3) Modification of the LISP progrtuning'nystcn for the

UNIVAC 1110 to make it more suitable for implementa-
tion of portions of STIS.

The first two areas involve the specification of procedures which

will contribute inherent intelligence analysis capabilities to STIS. The

third provides sn additional systems implementation tool for the UNIVAC
1110.

i W
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2.1 CREDIBILITY ANALYSIS
2.1.1 Mathematical Foundations For Handling Credibility

The analysis of credibility of both explicit and derived information
is a complex question that may be approached from several points of view,
uiilizing at least the mathematical models of probability theory and multi-
valued logic. As we shall see, "fuzzy" logic (lee) is a special case of multi-
valued logics. We examine first probability theory, then multi-valued logic
as a theoretical foundation (mathematical model) of credibility.

2.1.1.1 Probebility Theory

Credibility, or the truth value of a sentence, can be viewed as an
interpretation of probability. This interpretation of probability is some-
times called inductive logic (Carnap and Jeffrey), the logic of weight
(Reichenbach), or more commonly subjective probability., It has been applied
to the problem of determining the probability of an event, given reports of
the event of various reliabilities. This problem has been examined from an
intelligence analysis point of view by (Kuhns) and by (Johnscn). It has also
been examined, in a more general scientific and behavioral framework by (Shum),

(Caveanagh), and (Snapper).

Often the task is formally analogous to a problem in statistical
inference, where items of evidence or data are used to determine the relative

likelihood of alternative hypotheses. One strategy for processing data in

two tasks is Bayes' theorem, a form of which is: *

<D+ HD e <Hi-» D> <HI>
S <Hi=» D> <Hi>
i

For conciseness, and to preserve a parallel with deductive logic, we use the
following notation in this report:
<a> is the probability that event a occurs (is true), usually writtea P(a).

<a> or <ya> is the probability that event a does not occur (is false),
<a> = l-<a>,

<a+b> is the conditional probability from a to b, the probability that
b occurs given event a, usually written P(bla).

2-2
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vi\eu <Hi> {s the prior probability of a particular hypothesis; <Hi-»D> is the
probability of the occurrence of a particular item of data conditional upon the
truth of a particular hypothesis; and <D-»H{> is the posterior probability of a
particular hypothesis conditional upon the occurrence of a particular datum,

_ Expressed in this way, the estimation of posterior probability is seen to in-
volve two processes: first, the determination of the diagnostic impact of each
datum (<Hi-»D>); and second, calculation of the posterior probability estimate
(<D->H>) on the basis of the observed data.

In the long term STIS design both specific information and general
rules are stored in a relational network called a Concept Net. Both the specific
information (such as "facts" describing entities and their interrelstionships)
and the rules are associated with a probabilistic measure of their truth value
called credibility. Rules are entered as logical implications of the form
esd» h where e and h may be logical propositions. Typically e is a conjunction
of terms (relations) and h is a single derived relation. The credibility, or
strength, of rules is given by a pair of numbers which represent the conditional
probabilities {<e» h>, <€—p h>}. Given the existence (or derivability) of the
premise e with credibility <e>, the conclusion h can be derived with credibility
<h> using the following derivationm.

<h> = <eAh>+<e Ah> = <e>:<e-Pp h> + <€><g h>

The credibility <e> represents the subjective (prior) probability that
the premise is true. If e is a compound proposition, its credibility can be
derived from its components using the laws of probability. For example if
es= cllloz then <e> = <¢1>-<01-9 e,> = <¢2>'<cz—) e;>. If the terms 21 and e,
are independent then <e> = < >*<ey>. The rule strength factor <e-» h> is the
probability that the conclusion (hypothesis) is true given that the premise
(evidence) is true. The rule strength factor <€-> h> is the probability that
the conclusion is true even when the premise is false. A rule, which produces
a hypothesis with a high credibility may have a high value not only for <e=> h>.
However, an effective rule, one which yields an hypothesis of high credibility
only when the evidence has high credibility, should have a high likelihood ratio
<e Ph>/<E-> b>. ‘

2-3
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The credibility of the evidence is enhanced when independent reports
of the same event are received. If we let Ei represent a report of event e
from source Sy then the conditional probability <E;—> e> represents the credi-
bility of e due to the single report. If two independent sources S; and S,
report an event e then its denial € occurs only if both reports are false.
This occurs with probability <E)=» &>°<E;-> &>. The probabili;:y of the
occuri'ancc of e is given by <ElAEZ-) e> = 1-<E;—> €>:<Ex->» &>. This can be

generalized to n independent sources as follows.

<R Efq~> e> = 1-?1 <E{->» e>.
i=1 i=1
Data reliability can be incorporated into the Bayesisn framework as

another stage in the inference process, First, we must differentiate between
the actual occurrence of a datum (D) and the report of its occurrence (D*),
Assuming that the report of an event is not contingent upon which hypothesis
is true, the conditional relationship between the data and the hypothesis
(<Hi-»I>) can be decomposed into:

SHISD*> = DD HI-»D> + DD <Hi-» D>

vhere <D-»D*> is the probability of a report of some datum conditional upon the
actual occurrence of that particular datum; <D=>D*> is the probability of a
report of some datum conditional upon the actual occurrence of any other datum;
<Hi-»D> 1s the probability of the occurrence of any other datum conditiomal
upon the truth of a particular hypothksis; and <Hi-»D> is as defined pre-
viously. Note that <i-»D> equals 1-<Hi-»D>, Expressed in this way, the
determination of the diagnostic impact of a report of some datum involves two
processes, given a determination of source reliability <D-=D*>: £first,
determination of the diagnostic impact of the reported datum <Hi-»D> and the
diagnostic impact of other data not reported <Hi-»D>; and second, calculation
of the disgnostic impact of the report <Hi-»D*> on the basis of its reliability,

2.1.1.2 - Puzsy logic

Another valid interpretation of credibility is the degree of truth in
a multi-valued, or fuzzy, logic. Fuszy logic is developed by (Lee) from the
notion of fuszy sets of (Zadeh), A fuzzy set is s set of ordered pairs

n
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in which 8 ‘represents the grade (degree, or credibility) of membership of
element e, in set A, ()531 €l,1i=1, cooy Do

Puzzy Logic is a generalization of mormal two-valued logic in which
a truth value T(P) in the interval (0, 1) is assigned to each elementary prop-
osition P in the premise of a deduction and a truth value T(C) is derived for
each consequent,

The use of fuzzy logic to determine the credibility of derived results
in the inference system being developed for STIS was discussed in the Final
Report of the BIAS Augmentation Study (Sable).

There have recently been developed problem-solving systems based on
fuzzy logic. These include FUZZY PLANNER (Kling), an extension of the problem-
solving language PLANNER, and FUZZY (La Faivre) a programming language for
problem-solving implemented in LISP,

2.1.1.3 Comparison of Probability Theory and Fuzzy Logic as Models for
gedibqitx

Both the subjective probability and fuzzy logic interpretations of
credibility are valid and have their legitimate roles in the overall intelligence
analysis process, The credibility of atomic events (facts) can be estimated by
the analyst using one or more of the following methods:

(1) directly estimated as a subjective probability,

(2) using a weighted factor tree such as that given
in Figure 1-2, or

(3) using subjective assessments of a number of
suxiliary probabilities such as the a-priori
1ikelihood of the event, and the perceived reli-
ability of the sources reporting events, compute
the probability of the event in the manner of
Bayes as given by (Kuhns).
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The choice of which method to use should probably be left to the
analyst and will depend on the confidence he feels in making the judgement and
the difficulty of carrying out the implied computations. Method (2) can con-
sider all factors, and is probably more closely allied than is method (3)) to

_the method used intuitively by the analyst when he uses method (1). In method (3)

certain factors will appear only implicitly in subjective probabilities rather
than explicitly as in method (2). Examples are such considerations as the
source's estimate of the accuracy or capability of the sensor, the signal-to-
noise ratio in the observation, etc. On the other hand, the analyst may feel
it is easier to make judgements of the auxiliary probabilities of method (3)
than the direct judgement of credibility of method (1) or the assignment of
weights of method (2)., Some light may be shed on this question by experimental
work in analyst performance being conducted by the Army Research Institute for
the Behavioral and Social Sciences (Levine).

The above estimation of the credibilities of atomic facts and simple
hypotheses is carried out quite independently of the theory of fuzzy logic.
However, once these basic credibility assessments are made the situation is
quite different., Fuzzy logic is the appropriate tool for placing upper bounds
on the credibility of compound or derivable propositions.

Consider the structure of the Semantic Net in STIS. Here we store
1ists of entities which are members of various sets, either system sets or the
sets defined by the values of other attributes, List intersection will be a
basic operation performed to narrow the search for entities with a desired
combination of properties. If we consider these lists as sets of ordered
pairs (51"1) consisting of membership grade (eredibility) and entity identifier,
then the intersection of two 1ists will be a list of entities which appear on
both 1ists, along with their membership grades. According to the rules of
fuzzy logic, this will be the smaller of the two credibilities, a simple selec-
tion, For a simple example of set intersection using fuzzy logic, see Figure 2-1.
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Unfortunately, the probabilistic approach requires the estimation of
relative (conditional) probabilities in addition to the probabilities of atomic
events. For example the probability of the conjunction of two «vents A and B
is the probability of A multiplied by the relative probability from A to B.

.5 SAAB> = <A> * CA+B>

It is clearly an excessive burden to store all possible relative
probabilities in order to perform an arbitrary set intersection. It is even
more impractical to expect the analyst to estimate them. This problem is
compounded in the case of complex derivations which may go through several

steps.

On the other hand, the fuzzy logic truth value can be easily computed
from the credibility of each premise. The derived truth value will be an upper
bound of the credibility (subjective probability or betting quotient) of the
derived result. (A lower bound can be derived with an assumption of logical
or probabilistic independence. The lower bound is then the product of the

credibilities of the constituents.)

An examination of approaches to estimating the probabilities of events
which can be specified as compound propositions is given in Appendix B.

2.1.2 Representation of Data Credibility

A fact in STIS is the statement that a given entity has a certain
value for a given attribute, e.g., Location (Ml) = Moscow, or Range M2) =
2000 mi, In order to be able to meaningfully associate a credibility with a
fact, the accuracy of the stated value must be given, estimated, or implicit,
This holds for attributes with linguistic values like location and color, as
E | well as attributes with numerical values like range or coordinates, Thus the
| statement Cred (.8)/Range (M2, 2000 t 300) means that the probability that the
range of M2 is between 1700 and 2300 is .8 (and .2 that it is not). If the
accuracy is not given then it may be implicit (from the missile's generic
description in the STIS Entity Net) that this is a "2000 mile class"
missile. This is meaningful only if the extent of the class (say 1500
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to 2500 miles) is also known, and can be taken as the accuracy of the statement.
Notice that if range is an indexed attribute the credibility of the set member-
ship of M2 in a given value interval set depends on the interval as well as the
fact, accuracy, and credibility. For example, if the value intervals indexed
Wwere zero to 1000, 1000 to 2000, 2000 to 3000, etc., M2 would be placed in

both the 1000 to 2000, and 2000 to 3000 categories with membership grade of .5.

The specificetion of the value of a numerical attribute, and its
tolerance, is in effect specifying the statistical distribution of values one
might expect if the attribute were subject to repeated sensing. Once this
distribution is established, one can then determine the probability of the value
falling in a given interval. For example, if we assume that the maximum range
of missile M2 is..a random variable with a normal (Gaussian) error, and establish
that its expected value (mean) is 2000 miles with a standard deviation of 300
miles, then the probability of a particular member of that class of missiles
having a range of greater than 1700 miles is 0,84, Another way of stating this
is that missile M2 1is a member of the set of missiles with range greater than
1700 miles with a fuzzy set membership grade of 0,84,

This concept carries over directly to attributes which have linguistic
categories rather than numbers as values. For example, the statement that the
locattoq of M1 is Moscow with credibility equal to 0.8 could be accepted to mean
that M1 lies somewhere in a geographic area 80% of which is included in the
geographic area known as Moscow, its grade of membership in Moscow is .8, or
other consistent interpretations.

Very often, especially when the attribute is specified as a linguistic
category (Moscow, red, long range, etc.), the uncertainty or credibility is
also expressed as a linguistic category or probability phrase (probable, likely,
certain, etc.). Recent studies (Johnson) have shown that it is feasible to
convert such categories to & numerical scale with a high degree of consistency
within the intelligence community, and that the encoding of thesc probability
phrases into numerical equivalents is not appreciably influenced by sentence
context.
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2.1.3 Calculation of Statistical Errors of Derived or Hypothesized Values

The intelligence analyst often finds himself in the position of
making a decision concerning enemy capability or technological threat based on

. information which is imprecisely knowm. (The chain from observed event to

decision was illustrated in Figure 1-1.) It is as though each newly observed
and reported event generates implicitly a host of questions such as those

listed in Section 1.3. When the decision can be posed as a logical criterion,
and where the observed or derived event parameters can be posed as statistical
distributions, then it is reasonable to investigate the feasibility of associ-
ating error probabilities of Type I and Type II with each of the hypothesized

decisions.
In the simplest case, consider the following scenario:

(a) a series of events has been observed
(e.g., missile firings),

(b) a parameter (e.g., accuracy) is estimated as a
statistical distribution,

(¢) a particular interval of the value of the para-
meter (e.g., less than 1000 yards) is chosen as
a critical region, within which a technological
threat is indicated.

The question facing the analyst is whether a particular sequence of
observations indicates that a technological threat exists, i.e., should he (or
should he not) "sound the alarm', The possiblec real-world states and analyst
responses are illustrated in the decision matrix shown in Table 2-1. A
hypothetical distribution function for the parameter is shown in Figure 2-2.
The decision as to whether or not to '"sound the alarm" is a problem in decision
theory and depends upon the cost of a "false alarm" or "being asleep" relative
to the value of a correct decision of the situation being critical or non-
critical,
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TABLE 2-;. DECISION MATRIX
ANALYST'S DECISION
NON=-CRITICAL CRITICAL
—— |
cnl::gN;AL Correct False Alarm

2 1 (Type II Error)
g CRITICAL Asleep Correct

(Type I Error)
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Figure 2-2. Error Probabilities for Simple Decision Criterion
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Unfortunately, the situation is rarely this simple. When a critical
situation can be formally defined it is usually a composite condition or a
functional relationship such as:

Threat = [(.ccuncy < 1000 yds and yield > 1 MT)
or (accuracy < 2000 yds and yield > 2 xr)]

It is feasible to associate error probabilities and formal decision
mechanisms for realistic criteria (such as the above) and for data values
statistically derived or manually hypothesized. '

2.1.4 Calculation of Credibility of Derived Information

As part of early intelligence system studies, AAI developed two
algorithms for inferring (deriving) implicit information from a data base con-
taining both facts (relations) and rules (conditional statements in a subset
of the first-order predicate calculus) (Sable). The first algorithm, Subgoal

Generator with Stage Preference, is a top-down problem-solver with a cost-
driven search strategy, and the second, Subgoal Generstor with Path Preference,
is a bottom-up problem~solver with a cost-driven search strategy. Recent ad-

vances in automstic problem-solving and theorem-proving (Kuehner, Kowalski,
VanderBrug) have developed ways of combining top-down and bottom-up approaches
to improve search efficiency. We have taken advantage of these sdvances and
have developed s detailed design of a deductive system (Goldhirsh and Carson).
Along with the inference algorithms, the earlier project outlined the use of
fuzzy logic, as developed by (Lee) as a potentisl method of determining the
truth value of derived results.* This fuszzy logic truth value is an easily
computed function of the credibilities of the facts and rules used in the
premise of the deduction and serves as an upper bound to the credibility of
the inferred result (when interpreted as a subjective probability). This avoids
the computation of the subjective probability of the consequent given the
probability of the antecedents, a computation that involves not only the basic
credibilities but also conditional (relative) probabilities which are often
unknown.

y J. Sable: Design Concept for an Augmented Relational Intelligence Analysis
System. RADC-TR-73-342, pp 6-14 to 6-18 , (773189).
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The use of subjective probabilities as credibilities of derived re-

sults becomes tractable if it is assumed that the atomic facts are statistically

independent (an assumption which is not generally valid). In that case the

computation of probability of truth depends only on the individual credibilities

of the premises. This probability is in general lower than the fuzzy logic
£ruth value and can be taken as a lower bound of the rigorous credibility of
the derived result,

2.2 CONSISTENCY TESTING

The consistency of the STIS data base {s a complex and, in many ways,

a subtle problem which involves an interplay of each of the elements of the

Concept Net: The Entity Net, the Semantic Net, and the Rules Net. The problem

is engendered by the following properties of STIS and the Concept Net:

(a) Specific facts (extensional statements) are stored
in the Entity Net.

(b) General rules (intentional statements) which apply to
specified classes of entities and relations (or entities,
attributes, and values) are stored in the Rules Net.

(¢) The partial ordering (subset) relationships which exist
among sets occurring as values, and the set membership
relationships which exist between set terms and entities
are stored in the Semantic Net.

(d) There will be a system capability to derive implicit facts
from explicit rules and facts.

We say a set of statements (rules and facts) is inconsistent if we
can derive from it both a new statement and its negation using valid rules
of inference. This consistency condition is easy to state and in fact one
can gusrantee 8 formally consistent data base by attempting to derive the
negation of each statement as it is entered into the data base. A strategy
for doing this is outlined in Appendix E. However, the consistency-testing
process is complicated by the tdz inclusion and membership relations of the
Semantic Net and the temporal relationships which qualify facts in the Entity
Net.
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2.2.1 Range Test Operations

The analysis of whether intervals in space, time or other metric di-
mensions overlap is often crucial in establishing the consistency of sets of
statements. Because of this the design of the node in the STIS Concept Net
allows any fact (attribute/value pair in an entity) to be qualified by inter-
vals of validity, in terms of accuracy or temporal relationms.

In order to clarify these notions consider the following examples in
which the relation following the slash qualifies the preceding relational state-
ment:

Range (M2, 1700) / Accuracy (300), Era (1973, 1975)

Range (x, y) A Range (x,2z) A Overlap (Era,y,z) =>
Overlap (Range, y, 2z)

Range (M2, 2000) / Accuracy (300), Era (1972, 1974)
) {

Accuracy and Era are value qualifiers which specify the interval of
validity of a value in terms of numeric range and time respectively. Overlap
is a system predicate vhich takes three arguments, a qualifier (e.g., Accuracy
or Era), and two values (or variables standing for those values). Overlap is
true 4f the intervals of validity of the values of its second and third domain
elements have a non-zero intersection with respect to the qualifier named in
the first domain element. It is false if the two intervals do not overlap.
Thus Example (1) is a consistent set. (It would be inconsistent if the range
tolerances were % 100.)

(2.1) Loc (El, Philadelphia) / Era (1972, 1974)
(2) { (2.2) Loc (E1, Harrisburg) / Era (1973, 1975)

(2.3) Loc (x,y) A Loc (x, 2z) A Overlap (Era, y,2)=
Overlap (loc,y,z)

Loc (El, Penna) / Era (1973, 1975)

Loc (E1, Philadelphia) / Era (1972, 1974)
(3)‘{
Loc (x,y) A loc (x, z) A Overlap (Era, y,z)=d Overlap (Loc, ¥, 2)

Loc (E1l, Harrisburg) / Era (1974, 1975)

Loc (E1l, Philadelphia) / Era (1972, 1973)
o
Loc (x,y) A Loc (x, z) A Overlap (Era,y,z)=p Overlap (Loc,y.8)

Example (2) is inconsistent becsuse by instantiating x=El, y=Philadelpnia,
seHarrisburg, we can derive the negation of (2.3):

(2.4) Loc (x,y) A loc (x,2) A Overlap (Era,y,z) A 4 Overlap (loc,y,z)
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Example (3) is a consistent set because with the above instantiation
and use of the Semantic Net we can determine that y and z (Philadelphia and
Penna) have a non-zero intersection (Philadelphia is given as a subset of (Penmna),
and (2.4) cannot be derived.

Exsmple (4) is a consistent set because, with the same instantiation,
Overlap (y,z) is false, their interval of validity (Era) does not overlap, and
(2.4) cannot be derived.

The relation Overlap invokes & generalized range test operator
vhich determines, from subset, accuracy, and temporsl relationships whether
there is an overlap in the interval of validity of specified statements. It
is important to realize, however, that the Overlap operator must be invoked
by a rule and cannot be invoked automatically since, in general, multiple
values for a given attribute may nct imply an anomaly. For example, defensive
missiles and offensive missiles may both be subsets of the system set missiles,
yet a given missile masy be categorized as both offensive and defensive. That
is, the subsets of a given set are mot, in general, mutually exclusive (see,
for exsmple, Pigure 2-1),

2.2.2. actual Anomalies w cialized Programs

The question remains whether or not gll tests for determining
anomalies in factual information should invoke & consistency test using
the general derivation mechanism. This may be too costly a mechanism in most
instances and it may be more effective to develop specific program procedures
for verifying the consistency of factual informstion in restricted areas of
the Entity Net defined by STIS users. The determination of whether specialized
fact consistency programs should be developed will depend on the efficiency of
the general inference routines relative to the proposed specialized routines
and on an analysis of specific consistency problems associated within a subset
of the STIS data base oriented to a specific problem area. This determination
will be csrried out in coordination with the STIS data base managers, system
developers, and users.
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2.2.3 Limited Rules Consistency Testing

There is no general methodology for completely testing whether a set
of rules (intentional statements) {s consistent. Although the inconsistency
of a set of statements can be demonstrated if it permits both a statement and

_its negation to be derived, there is no guaranteed gencral way to discover that
this pair might exist. It is even impossible, in general, to conclusively

state that a given statement cannot be derived, since a derivation procedure
will usually be prematurely terminated duc to exhausting some given resource
(time and/or space) limit. (There will, of course, be instances in which it
can be demonstrated conclusively, through successful exhaustion of possi-
bilities, that a given statement cannot be derived from a given set of
axioms, and {is therefore deductively independent of those axioms.)

Although complete self-consistency of & set of axioms is difficult to
establish in general, the restricted form in which it is proposed that rules

be stated in STIS makes it possible to perform a limited type of rules
consistency testing. A rule in STIS will have the form

Ass = Yc

That is, a conjunction of antecedents (Aj) implies & disjunction of

consequents (c,). It is expected that most rules will have a single consequent.
' The occurrence of relations in rules will be completely indexed in the Rule

Net so that all rules which have a given relation in the antecedent or conse-
quent can be easily retrieved and imspected. This will make it possible to
detect rules which are immediately contradictory (due, for example, to
inadvertent errors).

A limited rules consistency-testing program which will detect at
least the following actions can be specified (in sequence):

(1) 1n general, each binary relation, A will have a converse B
so that B=A"1l or A(x,y) = B(y,x).
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(2)

3)

4)

(3

One of these, say A, will be considered the primary form and
A(x,y) will be substituted for B(y,x) in all rules. (Rules
defining converse relations, transitivity, and set membership
inheritance will be transformed and stored in special form,

so that they may be invoked by special routines, more efficient
than the genmeral deductive mechanism.) This will regularize
the representation of rules and reduce, by a large factor, the
number which have to be stored.

Using the tautologies:

AP AV E
and AABE$ A

rules which are obviously redundant will be (at least temporarily)
removed. For example, in each of the following cases the rule

on the right is derivable from the rule on the left and can

be removed with no loss in the deductive power of the system

AmdB AACempB
A=) B AwpB v C

(That is, any expansion in the set of antecedents or conse-
quents in a rule is redundant.)

The following pair of rules are inconsistent

Awslh C Awh ™ C

For certain restricted sets of rules (to be defined as part
of this task), before each rule is admitted to the set, an
attempt can be made to derive the rule, and then its
negation. Failure of these atrempts will be indicative of
the consistency and deductive independence of the rule
relative to other members of the set.

Finally, an additional indication of rule set comsistency

can be obtained at those times when new facts are successfully
derived using the general inference mechanism. If, following
successful derivation of a fact an attempt at deriving its
negation fails, then this can be taken as & partial indication
of data base consistency.
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SECTION III. CREDIBILITY ANALYSIS

Data in an intelligence context reflects the analysts view of the
real world state-of-affairs as derived from reports and observations. As
such, each item is not known with absolute certainty but may have associated
with it one or more credibility measures. Thése credibility factors are de-
rived or estimated by the analyst from the reliability of the source, the
accuracy of the observation, the "age" of the data, degree of independent
verification, or other inputs and relationships. We view credibility as a
probability of truth, or subjective probability, one of the several valid
' interpretations of probability, and therefore, view probability theory and
inductive logic as part of the theoretical foundations of the analvsis of the
credibility of explicit and inferred information in an intelligence system.

3.1 THEMATICAL TION:

The problem begins with the question of the credibility of some con-
jecture, "fact", or hypothesis posed by the analyst or derived from a report
or the data base. We use classical probability theory as the mathematical
foundation for the analysis of this question. For simplicity we will call
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each relational statement in the intelli; :nce data base a fact even though it
is associated with a credibility or truth probability. A fact then is a simple
(atomic) relational statement in the form Rab which contains only individual
constants (no uninstantiated variables). We contrast this with rules, which
are universally quantified statements such as (Vx) Rax or (Vxyz) Rxy A Pzy =

Rxz. We will also have occasion to talk of queries or interrogations which

are vritten as existentially quantified statements (3x) Rex and are interpreted
as "determine whether or not there are one or more instances (xj) of x such

that Rax; is a fact". As in the case of facts, rules are simply plausible
statements which are associated with one or more credibility measures interpreted
as measures of probability of truth or validity. Thus, we will talk of explicit
facts, which are derived directly from observations and reports and exist in

the data base, and implicit facts, which are derivable from explicit facts using
rules and derivation procedures. Our main objective is to develop a workable
model for assigning credibilities to simple and compound statements given an
initial set of facts and rules (and their credibilities) and to determine under
what conditions this is or is not possible.

3.1.1 Scope of the Credibility Mathematical Foundation

It is desired that our model be extendable to those facts that assign
a numeric value or estimate to some attribute, such as a missile range capability.
A traditional structure for information uncertainty is suggested for these facts,
making use of statistical concepts, such as confidence intervals.

An adequate theory or mathematical model must be able to relate the
credibility of a fact to its a-priori probability and the reliability of the
observer, and observation, and report from whence that fact is derived. An ade-
quatelthcory must also account for the credibility of a fact derived from other
facts and general statements of stated plausibility (rules) using stated deriva-
tion procedures. One prominent reason for the selection of classical probability
theory as the mathematical model for credibility is that these two transitions are
best known and naturally expressed in the language of subjective (truth) prob-
ability.
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3.1.2 Significance of the Selection of Classical Truth Probability
for the Fact Credibility

Within the above described scope, the chief alternatives to the mathe-
matical model selected were the use of elements of fuzzy logic instead of truth
.?robability. and the use of a general truth value rather than a truth probability
estimate. Fuzzy logic is defined so that for two statements p and g, the com-
pound statement "p and q" is assigned a truth value which is the minimum truth
value among the two separate statements p,q. In addition, the truth value is
sometimes thought of as merely a helpful general indicator with no attempt to
connect with the truth probability of a particular fact. We note here that
we use the word "fact", in this document, without the conventional association
with complete certainty.

Attractive features of these alternatives include:
(1) Simplicity of the minimum rule,

(2) There is no need for the conditional probabilities
which are apt to be unavailable in practice,

(3) The difficulties of estimating probabilities are
circumvented.

Viewed in this msnner, the minimum rule is fully equivalent to an ex-
treme condition among the (known or unknown) possible conditional probabilities,
namely that which assigns the highest conceivable value to the probability of
the compound fact "p and q". Such extreme assumptions have a strong bias towards
overestimating the truth of compound facts and of any facts derived from such
compound facts, using inference rules.

In the case of a probabilistic model, the credibility of the compound
statement p and q would be given by the product of the credibilities of the
4ndividual statements i.e., the credibility of p times the credibility of q.
This is tantamount to assuming that the statements p and q are independent,
which tends to be the most reasonable assumption given the absence of any infor-
mation to the contrary (see Appendix C).
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The estimation of fact truth probabilities may be a significant in-
tellectual task, but it appears to lead to a better intelligence analysis tool
than an arbitrary assignment of truth values. Much of the value of a formal-
ized or mechanized credibility and consistency model capability lies in the
comparisons between variously related facts, and the truth probability esti-
mates provide a unifying theme to make such comparisons meaningful. In addi-
tion, as already mentioned, this unifying theme enables the transition steps
between the credibility knowledge of reports and of facts derived from reports,
and also between the credibility knowledge of explicit system facts and of

facts derived using inference rules.

3.1.3 Treatment of the Fact Credibility Foundations

In the paragraphs which follow the method of employing truth prob-
ability estimates is described and illustrated with both examples and Venn
Diagrams. Probability is represented graphically by area, and area overlap
furnishes the interpretation for conditonal probability, providing a concrete
visualization of our credibility model. ’

In Appendix B we furnish a graphical interpretation of our credi-
bility method designed to illustrate the significance of our choice of classi-
cal truth probability as compared with other choices. The work assumes the
use of truth probabilities for two elementary facts, as plotted in two coordi-
nates, the third coordinate giving probability for a compound fact based on the
two elementary facts, either by simple conjunction (the "and" combination men-
tioned above) or other logical combinstions, appearing in different figures.
The result is generally s solid three dimensional plot corresponding to the
scope of possible conditional probabilities between the two elementary facts.

This method illustrates, for example, how the minimum of the two
truth values (from fuzzy logic), and other procedures, all are consistent
with classical logic when the facts are known as certain. It further illus-
trates how our probability product method gives a result near the centroid of
the solid truth plot, while the minimum truth value approach gives an extreme
at the solid surface.
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e CREDIBILITY OF INDIVIDUAL FACTS AND RULES

Initially, we describe the use of probability estimates as they re-
late to credibility of ordinary (explicit) facts in the data base. We then
expand this application in two directions. 'The first includes a similar cred-
1bility method for facts which are derived from ordinlr& facts making use of
fact derivation rules. The second direction shows how the ordinary fact
credibility estimates are to be obtained from the relevant reports which are
the information sources, to the system.

In computing the credibility of a derived fact, contributions from
both the rule, and the hypothesis facts are used.

In deriving fact credibilities from report credibility we introduce
likelihood numbers, which are related to credibilities. This provides a
practical way of updating fact credibility when a new relevant report enters
the system. This is conditioned, of course, by the competence employed in
making the report likelihood estimates.

(Here the emphasis is upon facts which fit in well with the idea
of an estimated truth probability. This excludes facts which essentially
assign numeric values. The method suggested for such facts is the use of
an assigned best estimate with interval, to be updated using ordinary statis-
tical methods.

3.2.1 Individual Fact Probability

Here we describe the use of ordinary probability estimates as associat-
ed wvith those system facts where it makes practical sense to designate the chance
that a system fact is actually true. In this discussion, we make liberal use
of examples and a graphical presentation of such facts, with areas representing
the truth probability estimates. In Appendix B, Theoretical Foundations, a
different graphical technique is employed. There the purpose is to demonstrate
the connections with the procedures when the practice is to assume complete
certainty in system information.
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In practice, it is natural and profitable to be influenced by the
whole pattern of associated facts in estimating the truth probability of any
one given system fact. This larger viewpoint is discussed in Section IV,
Consistency Analysis. Here we are concerned with individual non-isolated

facts taken together in simple combinations.
L []

An example of such a concern is the question of the estimate that
both of two facts are simultaneously true, when there are already similar es-
timates for each of the two facts separately. Such problems are also in the
later discussion dealing with the derivation of facts from rules.

3.2.1.1 Relationships Between Two Individual Facts

We assume that individual facts may in each case be associated
with a number, ranging from 0 to 1, which represents an estimate of the prob-
ability that the fact is true. We use fact in the sense of statement, meaning
that it is not necessarily true, contrary to general usage., Such statements
form the bulk of the data of the system, examples of which follow:

.9, DA (1, 2) System 1 was developed at facility 2
8, Wi (2, 7) Person 2 works with person 7
1.0, WA (4, 3) Person 4 works gt facility 3

An interpretation of these statements can be made using traditional
Venn diagrams, but with areas proportional to probability. Thus, a diagram
of the first two statements may appear thus:

bu

= DA (1, 2)

————




It may help to imagine a dart board in which the dart is equally liable to land
at any spot in the universe U . The oval DA (1, 2) represents the fact, the

dart inside DA (1, 2) represents truth, and the dart outside represents falsehood,
the areas being in the proper proportions. The manner of drawing the above
:‘.tg\n’c means that given W (2, 7) is true, then surely DA (1, 2) is true., In
logic notation this is W (2, 7)=»DA (1, 2). It was not necessary, however, to
represent the two facts in that manner.

Another presentation of the same two facts is as follows:

f U

Where we have moved the W (2, 7) oval so as to embrace the upper 80 percent

of the Universe U ., Under this diagram it is no longer true that :

WW (2, 7)=»DA (1, 2). That is to say, if the dart should land inside W (2, 7),
it may or may not land inside DA (1, 2), More specifically, there is an approxi-
mately 7 or 8 percent chance that the dart might land in that upper portion of
the area corresponding to DA (1, 2) being false. We see that there is another
property of our statement above and beyond the probability and the identify of
the facts, namely relationships between the facts.

Further examples to illustrate relationships between facts follow
in three pairs; with truth probabilities:

Al Scientist 3 works in Pittsburgh 40, WA (3, 1)

Az Scientist 3 works in Pemnsylvania «60, WA (3, 10)

B, Scientist 2 works in Philadelphis 40, WA (2, 2)

B, Scientist 2 works in Pittsburgh 40, WA (2, 1)

C, Scientist 4 works in Albany 40, WA (4, 5)

C, Scientist 4 is male «75, ID (4, 1)
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We notice that the Venn diagram representations are not chosen capriciously,
but represent something inherent in the nature of the facts. Even though there
is uncertainty about the Al’ Az facts, it is surely true that A1 being true
argues that A2 is true, a matter of geography. In logical language we have
A\=> A, necessarily true. In probability language we have <A, + Ap> = 1.* we
use the angle brackets to denote probability and the single arrow to denote the
from - to relationship of conditional probability. We tabulate the general re-
sults thus, using ~ to mean negation:

A pair B pair C pair
Logic Language A=D A, BI% B, Cl$ C,) equally
-,AP.,AI B,=> B, -,01¢ C, [ likely
Probability <Ay + Ay> = ] <B; » By> = 0 <C; # Cor> = <Cy>
i . 1 2 1 2 1 2 2
<-|A2 -> -.A1> = ] l <8y + Bl’ = <Cz + C1> = <C;>

It is particularly interesting to note the C pair of statements,
vhich spproximate a condition of probabilistic independence. This means, in
dart language, that knowledge that the dart lands inside the c:1 oval does not
lead to any expectation that the dart is inside or outside the c2 oval, except-
ing such expectation as already existed. The same thought means that cl-a' c2
and 'sCI-) c2 are equally likely. In the figure, the probabiltty of failure

of either implication {s represented by the 12-1/2 percent portion of the total

* !rcb(All A,) is represented as <A

2—’ A1> in the notation adopted here,




B —

e et A

area at one right side corner, In more traditional probability language,

the probability of the statement (:2 is not affected by the cl assumption:
<c1-»c2> = <C,y>. In this case we say 62 and c1 are independent. In popular
language, we could characterize the A pair as being supportive statements, the
B pair as being antagonistic, and the C pair as being impartial, or independent,
Because we have in mind a system condition where conditional probabilities may
be frequently unknown, the assumption of independence is the most attractive

as compared with the other more extreme possibilities. Much of the substance
of the following pages is an attempt to incorporate in logical inference pro-
cesses such information as may be available concerning the relations between

different statements, which constitute the data.

3.2.1.2 The Comprehensive Role of Conditional Probability

1f we note the possibilities of simple conjunctions and disjunctions,
with associated probabilities, for each of the above pairs of statements, we get
the following table:

A pair B pair C pair

Con junction

Logic A A A=A B, A B, empty ¢, A c,

Probability QIAA? - <A1> <31 A Bz> =0 <(.31 A Cz> = <Cl> <C?
Dis junction

Logic ‘1 v Az = Az Bl v Bz 01 v 02

Probability W VAP =Ap> <B,vBS>= <L, ve>=

<B,> + By 1-(Q- <Cl>)(1- <<,>)

We notice here a tendency for the assumption of probabilistic independence to
be midway between the other more extreme possibilities, which we have already
noted sbove, and which remsins true for more elaborate logical expressions. A
viewpoint which embraces all three conditions is the following:

<PA @ =<P> <P + Q>
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The value of the conditional probability determines whether the facts P, Q
are related as pair A, B, or C above, or perhaps in an intermediate manner., We
tabulate the results:

<Q/P> Value Results
1 <PA @ = <P>, as with A pair
0 <PAQ®>= 0, as with B pair
<P <PA @ =<P> <>, as vith C pair

It is from this more general viewpoint that the remainder of this description
of use of probability with data and rules is written,

3.2.1.3 The Practical Advantage of the Product Rule

We note, partly because of previous effort in this direction, that
the work above, for pair Al' Az, in general, yields the results:

<A A AD> = min [Al, Az]
<A,V Ap> = max [Al, A2]

In the above pages, for reasons of clsrity, <Al> vas selected as less than <Az>
in agreement with the Venn diagram. But we note that these formulas are a
specialization of the general conditional probability formula as discussed
above, and this appears to be the source of their validity and usefulness in a
probability framework. A direct application of the min-max formulas to general
statements has more difficulty than serious inaccuracy where the statements

do not have the properties assumed, as the A pair do. There is a failure in
being well defined, even for compound statements of only modest complexity.

An example follows:

(1) <PA=P> = min (<>, <\ P>)
= 1/2 in case <P> =« < P> = 1/2

(2) <PAT P> = <empty statement> = <O0> = 0
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Here, P and P clearly have a relationship such as pair B above, and we have
used the inapplicable formulas appropriste to pair A. The results show that
inaccurate solutions may be derived and that the solutions depend upon the
form of the compound statement. These difficulties do not appear to plague
work done from the general probability viewpoint. Use of the product rule is

- just another special rule and can lead to these difficulties in the same way

that use of the min-max rule can. However, the inaccuracies and difficulties
of using the product rule (in case the conditonal probabilities are not avail-
able) tend to be less than using a special rule for s more extreme case, such
as data pair A or B above., Applied to the above simple case, we illustrate
(<P> = < P> = 1/2 case):

min-max formula product formula general formula
<PA" P> <PAP> <PA\ P> =<D> =0
= min (<P>, <P>) - <P> <P or = <P> <1P/P>
=1/2 - 1/4 = <P> (0) =0

We hope then that we will be able to use conditional probability when it is
most helpful, or at least when it is available. If it is not available,
though, we plan the use of the best special rule, namely the product rule, for
data that is independent in it's probabilistic nature.

3.2.2 Derivation of Facts from Rules

The simpler forms of rules which produce facts derived from the basic
system facts are described. These rules have the structure of an ordinary log-
ical implication giving a single derived fact as the result (or consequent) of
an assumption based upon the truth of one or more facts in the rule hypothesis.
Mo consideration is givin to the broader class of rules which may provide semantic
definition, or help implement system information structure.

The method of exasple and graphical {llustration is used to explain
a technique for including in the derived fact credibility estimate an appropriate
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accounting for the intrinsic wuncertainties of the rule itself, as distinct from
the uncertainties of the facts in the rule hypothesis. The focal point of in-
terest is the credibility of the derived fact itself, rather than the related
concept of the truth probability of the logical implicationm.

This method is pursued to the point of including rules whose hypoth-
esis facts are probabilistically independent. This is characteristic of the
rule examples thus far examined, and may suffice for STIS requirements for the
near future. If the rule hypothesis facts are not probabilistically independent,
then the use of the traditional probability product rule is still the best pro-
cedure in case the appropriate conditional probabilities are unknown. This is
a chief result of the investigation of Appendix B. and of the illustrations of
paragraph 3.2.1.

Another such result is that, in the event the appropriate conditional
probabilities are known, then the use of them makes a very substantial improve-

ment in the derived fact credibility estimate. A method for so doing is ex-
plained in Appendix B.

3.2.2.1 Problem Definition for a Derived Fact Probability

An example of a rule follows:

WA (2, 4)N WW (1, 2)=9WA (1, 4) ("instantiated" form)
WA (x, Y)A W (e, x) WA (s, y) (general form)

Using language as at the start of the paper, this rule helps provide informa-
tion about where person #1 works on the basis of knowledge of where coe-worker

person #2 works. 1f the statement WA (1,4) is in the data base, then the rule
may not have to be used, especially if the probability estimate is high such as:

0,98, WA (1, &)
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'l'in estimation of the probability of the result or consequent of
such an implication is the central probelem still remaining here. The infer-
ence process consists of answering a given query by combinations of searching
the data statements directly, and using rules to get derived data. The dis-
cussion above has described a way of treating uncertainty in the original data.
Now a similar, but more involved method, is needed for derived data probability.

We suppose, first, a simple single litersl hypothesis in an implica-
tion rule p=sy q. We regard this as completely equivalent to the statement

= PV q. Our ultimate concern is not with the probability of the implication
<p=» ¢, but with the probability of the congequent <q>.

3.2.2.2 The Use of Conditional Probabilities for a Derived Fact

In approaching this goal, we define two numbers. The probability
that the consequent is true if the antecedent is true is just the conditional
probability <p-» ¢>. The probability that the consequent is true if the
antecedent is false is the conditional probability <= p=» ¢.

We therefore adopt the notation:
K p> 9>, <P>9>) redg
An example:
(2, .9) paq

signifies that <pp @ = .9
<HpeP =2

Another example follows:
(0, 1.0) peh q

This is the case wvhen the dimplication pdy q is slways true (compare with data
pair A discussed in paragraph 3.2.1.1).
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3.2.2.3 First Estimate of the Credibility of a Derived Fact

We also note that the interpretation of the first of these rule
probabilities can be given in various ways, and the ways are equivalent,
Using the example (.2, .9) P => g,

<ppq> = .9 when <p> = 1
< = .9 when<p> =1
<p>P = .9 wvhen<p> = 1

Here we use the single arrow p-» q as the event q when p is given true.
It is easy to see that, using <p> = 1:

<p+qg>=<pVqg>=<[QVq>= <q> and <p > q> = <q>.

Whichever of the three interpretations we regard as fundamental, it re-
mains true that our probability number (e.g., .9 above) is an estimate of the
intrinsic rule wncertainty present when the hypothesis or the input is per-
fectly certain., Therefore, an estimate of the consequent probability

is given thus:

estimate <g> = (,9)<p>

We note that this can be regarded as a sort of machine operation, the rule being
the machine, which cannot possibly hsve an output (consequent probability) of
better quality than the input (antecedent probability). Thus, our .9 number

is & unique estimate for the intrinsic eonfidence quality of the rule itself,
vhich normally applies to a considersble number of possible facts or literals,
This is illustrated by our early rule example:

WA (x, Y)A W (e, x)UA (s, ¥)

Where x, y, & may represent many possibilities of workers and facilities and a
wide range of probabilities for the data itself, However, this <¢> estimate
thus far computed is not complete,
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3.2.2.4 Improved Estimate of the Credibility of a Derived Fact

The missing portion pf the <g> estimate thus far has to do with the
possibility that the consequent may be true occasionally in spite of the
hypothesis, that is when the hypothesis is false. Notice we are not considering
.the probability of the inpl:lcation rule being true, <p =» q> = <-p Vg>, but
rather the generally different probability of the consequent being true, <g>.
For example, a particular case of the above rule might be:

WA (2, 4)A W (1, 2)WA (1, 4)

It might happen that the hypothesis here is false, e.g., because it is lknown
that person 1 does not work with person 2., However, it may be true that person
1 works at facility 4, even though this is not by the power of the implication.
If there were 10 facilities, then we might estimate there .i-\a 10 percent
chance that WA (1, 4) is true even though the hypothesis is d‘eﬁnitely false.
This is the part played by the .2 in the following example:

(2, 9) pa>q

Therefore the final estimate of <¢> is given by:

<P = (.9) <p> + (2) (K= )
= (9) <p> + (.2)(1 - <p>)
. 2+ (.7) <p

It may be argued that this refinement may not be worth incorporating,
since it involves an estimate outside of the usual purpose of the implication

rule. It may be further argued that, if the hypothesis is not satisfied,
the number giving the probability of the consequent will be likely close to zero.

Thus, it may seem that the difference, e.g., between:
01. q and 0, q

may seem of impractical significance, But the reverse view of the matter may
conceivably be misleading or dangerous. Consider for example, the result:
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1.0, " WA (1, 4) equivalent to O, WA (1, &)

which says that person 1 definitely does mot work at facility 4, this answer

is clearly poor if the only basis is the knowledge that the hypothesis WA (2, 4)
AW (1, 2) is false.

3.2.2.5 Graphical Presentation of Derived Fact Method

L]

A Venn diagram picture of our simple hypothesis rule:

(2, 9) pwq

would appear as follows:

/l kv

where we have shaded that portion of it.e <g> estimate associated with the

<+ p + q> rule probability number. If the q boundary were to coincide

with the p vertical boundary, then the classical p-»q implication would be
represented for the case that the implication never fails. If we use both our
implication probability numbers (.9 and .2), then we have represented <q>
accurately in the diagram above, given both shaded and unshaded <g> area. 1f
we permit the refining conditional probability number to be entered as zero,

then the shaded portion of the <q> area (if there is any) has been overlooked.

The unshaded portion of the <q> area is that which the first probability number
(.9) accounts”for by itself.
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3.2.2.6 Facts Derived From Compound Hypotheses

Jdeas and estimates can be readily developed for implication rules
with a compound hypothesis, such as:

s PA q¥pr

-1f we are sure of the probability of the hypothesis, <p A q», then the work of

the preceeding pages may be applied by the simple device of treating pA g as if
it were a single fact hypothesis. A much more likely situation is that we

may have an estimate of the probability <p> and the probability <¢> and wish to
estimate <r>, If nothing else is known, then <p A > may be estimated as

<p> <g¢>, the degree of error in such an estimate depending upon the extent to
which p and q really sre independent. We expect the information that p and q
are not probabilistically independent to appear in the system in another form

such as:
pa»q

or perhaps with probability numbers as previously discussed, e.g.:
(.15, .9) p=y»gq

One issue to discuss is how this relationship is to be used in estimating
<r>, Anotﬂer issue is to see just how the <r> estimate is to be modified
(as mentioned above) in the event that p A q is false. This last issue may
be broken down into cases, such as p alone false, q alone false, etc.

3.2.3 Derivation of Facts from Reports

In many cases it may be an effective practice to estimate the cred-
ibility, or truth probability estimate, of a system fact directly. In those
instances where an occasional report or a changing background condition has
sufficient impact, then a fresh direct estimste may be made. However, when
there is a more or less established flow of relevant reports, a more syste-
matic approach is likely to be desirable.
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Depending upon the type of the system fact, two different procedures
are described for the situation of an established flow of reports. The simp-
ler case is that where the system;fact establishes some numeric estimate for
a technical fact. These facts contrast with the relational type facts under

“discussion in recent paragraphs. It also appears practical to represent fact
uncertainties with a best estimate and interval structure. The more subtle

case is the application of the Bayes Theorem to update the credibility of facts
recently discussed.

The numeric estimate type fact may be updated for each report by
standard statistical methods. This type fact may predominate in the STIS in-
formation, but the method of updating is so common that the description has
been kept brief. Depending upon particular problem features, different variants
of a weighted updating procedure using a current best estimate and a current
interval are anticipated.

Similar updating features for the facts with credibility involve the
use of Bayes' Theorem put in the language of fact likelihood and report
likelihood. These likelihoods are probability ratios which are closely linked
with credibility concepts. The use of these likelihoods results in a practical
directness anid simplicity of method, much like the use of logarithms in certain
computation problems.

The use of Bayes' Theorem in the likelihood form involves one with
important operstional subtleties. Questions occur involving the relative chance
that a report naysﬁi received even if its content is false, and involving the
extent to which a repoit duplicates previous reports without really offering
additional support to the fact under consideration. Such problems should be
faced in any event.

Accordingly, the major description of the Bayes technique is retained
in the body of this report. With a continued use of examples, certain problems
are further discussed in Appendix C.
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3.2.3.1 Survey of the Problem

We consider first a method by which relational system facts (e.g.,
"Employs", "Works at", etc.) are built up from the basic report information.

Previous notes have assumed facts such as:

75, WA(2,7) Person #2 workd at facility #7
with a probability estimated at
75

and have treated the searching and combining of such facts. Here a possible
procedure for obtaining and updating the .75 credibility estimate is examined.
It uses the grass roots information of the reports coming into the system. In
greater generality, we regard the above example as a special case of:

<>, e

vhere the event e happens to be:
e = WA(2,7)

and the credibility of the event e is:
<> = ,75

The procedure is to consider the application of Bayes' Theorem to
the reports bearing on such a fact as shown above. The central quantity which
each such nev report brings into the system is the likelihood or probability
vatio )\, defined as follows:

A(e = R,) = :H :::, where R, is the report of the event e
which appears in Bayes' formulation. This is the ratio of the chances of
getting the report if the fact is true, divided by the chances of getting the
veport if the fact is false. This estimate is made when the report is first
utilized for establishing a system fact. For reports of high sharpness or
discrimination, the ratio should be large.
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This leads to an interesting restatement of Bayes' Theorem,
making use of a similar concept of likelihood ratio for the facts themselves,
designated thus:

<e>
o &

From this viewpoint a report is exactly a likelihood ratio improver for the

system facts. The restatement of Bayes Theorem §s:

an(C) = A(e->Re)L (e)

old

which will be proven in paragraph 3.2.3.4. Therefore, the value of the report
Ry is identified with the report likelihood ratio, in the sense that the high
ratio values mean the greater increase in the system fact likelihood.

Finally, a rather different sort of system fact is considered, as
i{llustrated by:

Range (17,11%1) Missile site #17 has a range capability in the
10 to 12 mile interval,

Such facts have a different credibility structure. An essentially statisti-
cal approach is indicated for utilizing firing reports to update such a
f.ct . Spnl : !

3.2.3.2 Two Reports, Bayes Theorem

Suppose we start with two reports pertinent to the fact that person
#2 works at facility #7. 1In this simplified example, assume the reports take
the form R, = [source 5y
R, = [5,,HA(2,7)] and
R, = [5,,0A(2,7)],
Suppose further that the analyst treats Rl alone with a credibility of .75,
that is, <Riﬂbﬂm(2,7x> = ,75, where the left side of the equation is the
probability that the content of the R1 report is true based upon knowledse
of the R, report, and that report alone, We also suppose that the analyst treats
"2 alone with a credibility of ,80, that is <Rz->wA(2,7)> = ,80, where the left
side of the equation is the probability that the Rz report is true without any
knowledge of the nl report, If we assume there are no further reports bearing on
WA(2,7), and if we also ignore the Rz report, the best that could be entered in
the fact file of the system would be:
«75, WA(2,7)

fact], e.g.,
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This fact would then be a one report fact of the sort previously analyzed in
a system with facts and rules. We now consider some possibilities in combin-
ing reports Rl and Rz to get a joint WA(2,7) result in the fact file.

a A very important consideration in such a combination is the degree
to which the two reports overlap. If it should happen that both ll1 and Rz are
reports, by different observers, that person #2 is listed on a facility #7
payroll listing, then the two reports are almost duplicates, The ,80 cred-
ibility rating for Rz

observation. The process of combining the two reports might well approximate:

may mercly reflect the conditions of a more reliable

.80, WA(2,7)

thus indicating that report Rl was essentially subsumed by Ry.

A contrasting possibility is that Rl and Rz may furnish cauntiall‘y
independent(sources s1 and s2 completely distinct) information supporting the
fact WA(2,7). For example, Rl may be assumed to be a payroll observation, as
assumed above. But Rz might be an observation that person #2 was seen at
facility #7. Since the reports rest on a different information basis, it

appears reasonable to expect a stronger supportive effect,

We attack this problem by considering Bayes' formulation of a pos-
terior probability. This can be derived as follows:

<D AH> = <D>+* <D + H> = <H>*<H -» D>

<H -+ D>°*<H>

e Bl ol <D>

Let D signify data or evidence ,aud H signify an hypothesis. Where
there are only two (mutually exclusive and exhaustive) hypotheses H and H

<D> = <H + D> *<H> + <H » D>*<H> and

Bayes' Theorem is written

<H + D>-<H>
R -» D><H> + <§- D>-<n'>

<D>»n>-<
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We apply Bayes' formulation to this two report problem in the

form:

<HA(2,7) ¥R > <HA(2,7)>

<K
<WA(2,7)= K> WA(2,7)> + (2,70 Ry NA(2,7)>

2™ WA(2,7)> =

" We also note that GM(Z 7)> is based upon Rl above, that is to say dt P> WA(2,7)> =

<HA(2 D> e .75 as cmenccd vpon ahove, Thus, dz-b WA(2,7)> 1s the unproved

estimate of <WA{2,7)> because of the assistance of thec later report Rz.

An interesting case occurs when the R2 report is impossible when WA
(2,7) is false:

<UA(2,7)-» R> =0

This neans, of course, that the Rz report is highly reliable. Computation
yields top probability for the new WA(2,7) estimate:

R, > WA(2,7)> = 1

2

Thus, wve see that the estimate of the likelihood ratio:

<WA(2,7)=> R2>

L VA(2,1) R ] =

I, R
is central to an understanding of the report R2 and its effect on the <WA(2,7)>
estimation, However, it is not always easy to see how this ratio is to be
estimated in a given practical situation, particularly if the report foundation
for the o1d <WA(2,7)> estimate is not known or understood. To illustrate this
possibility we consider the extreme example where R1 and Rz are really the same
report but they are accepted as distinct revorts because of a clerical or tech-
nical error. It would be desirable, in this case. to have

<WA(2,7)~» ni
(2, =>Rp>
becsuse this is the value which results in the <WA(2,7)> estimate being unchanged by

the introduction of the redundant ‘2 report. However, the above ratio statement
dmplies that the 1ikelihood of getting report "2 is completcly independent of
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whether WA(2,7), the hypothesis, is true or false. This sounds disturbing until
one reflects that a more accurate assessment of the ratio statement is that the
duplication of report l.‘ is independent of the truth of the hypothesis. This
degree of duplication is, of course, an important matter in an effective dis-
tilling of the powar of the evidence from various reports, in support of one of
the system facts, It may require a higher level of slertness of the human part
of the intelligence operation than the more strictly clerical aspect of the
reports.

3.2.3.3 Likelihood Ratio

We note that a second presentation of Bayes' theorem makes a re-
interpretation in terms of likelihood ratio practical, We regard the quotient:

wo - 42

as definition of the betting odds on an event e or "fact" e. For example, if

the fact is as likely to be false as it is to be true, then the odds for the
fact is unity. On the other hand, if there is only a slight chance of the fact
being false (i.e., <8> & 0) then the odds of the fact is very high. This approx-
imates the assumption of an inference system which is organized as if the data
and rules are completely certain.

We also observe that the quotient:

A(O'OI.) - <€*R>
<SR >
¢

may be regarded as the likelihood ratio of the report ll‘ bearing on the fact.
For example, if the truth of the fact ¢ and the falseness of the same fact are
equally likely to lead to the report R.. then the likelihood ratio of the
report is unity. On the other hand, 4{f there is very little chance of getting
the report in the event that the fact is false (i.s., don‘> 3 0) then the
report has & very high likelihood ratio. In this case, the report can be

thought of as very assuring.
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3.2.3.4 Restatement of Bayes' Theorem Using Likelihood Ratio

Thus, Bayes' Theorem can be restated in the following manner. The
posterior (after the report) odds of a fact is equal to the prior (before the
report) odds multiplied by the report likelihood ratio. It is interesting
“to trace the algebraic development of the viewpoint from the original, tradi-
tional presentation of the Bayes Theorem.

As preésented above, Bayes' result can be stated thus:

<H -+ D>-<H>

<D+ H> = <D>

We can also write the complementary form

- <H + D>°<H>
<D * H> 8 ——————c———
D-H <D>

Taking the ratio of the two forms, we have

<D-+H> - <H -+ D> <H>

<D+ f> <i+ D> <p>

Ve can call = the old odds on H or L 514 (H), and :2—=-g3 the new odds on H

b id <D - B>

(considering the new datum or evidence, D) Lpew (H). The factor - B4

-+ D>
likelihood ratio L(H -+ D). With these notational shifts we have the odds/likli-

hood formulation of Bayes' Theorem
Lnew (H) = A(H = D)*Lg1q (H)

is the

Using an event e as the hypothesis, and a report of event e, Ry, as the datum,
ve have
Lw (C) = A(e » R.) Lold(‘)

vhere we have used "L" to denote the odds of the fact, and A the likelihood of
the report Ry, as already discussed above.

Thus the likelihood ratio A(e + Re) can be viewed as a factor which
transforms old odds into new odds,

wvhere L
).(. - ) % new (e
'y ‘. Lo’.d »
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or two reports, R, and Ry, and some initial odds of an event L,(e); we have
first ;

Lnl(e) - ll(e - Rl)'l-o(e)
and then
an(e) = 11" > 11)‘12(0 - lz)'Lo(o)

Thus the overall likelihood ratio is the product of the individual likeli-
hood ratios

an = 2le
where
A= AI.AZ
This of course can be generalized so that for n reports of an event e
n
A -111'1 Ay(e R:l.)

3.2.3.5 Value of Reports Bearing on a Given Fact

The report likel{hood ratio is the essential isidicator of the value

of a report, and the Bayes Theorem (1likelihood presentation) shows how the value

of the report is realized in increasing the 1ikelihood ratio of the fact upon
vhich the report bears., For example, suppose we compare two possibilities:

)
report likelihood ratio of 2,

(B)
1ikelihood ratio of 4.

We also assume that all three reports are independent, that is, that they do
not overlap significantly with each other or with the reports which have been
previously assimilated into the system, resulting in a current <MA(2,7)>

estimate., The reporting of (A) and of (B) are of similar value, the computation

proceeding thus:
W 1, [wae,n) - @ 1, [ue,n)
® 1. [men)-wi,, Eﬁ(zéﬁj
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What this means, in the event dA(2,1)>°“ = ,80, is as follows:
«“2'7)>o1d = ,80

<WA(2,7)>

- Tora [MA2,7)] - 2572.7»:1: b i

L e [i,7] = @w®) =16

We can recover the probabilities (P) from the odds (L) as follows:

P P

L.—.—.——

P 1-P
P=1L-LP

|
P (I+4L) = L

L

rent

Therefore, in the above example

aun(2,n> . = new M@D] o 16 2 Lo

1+ l'n el WA(2,7)] 17
Ve note that this offers a quick method of estimating the effect of a large
number of reports of similar value (i.e., with similar likelihood ratios).

3.2.3.6 Operational Features, Bayes Method

As an alternative illustration, we consider again the example of
two reports used before the first mention of the Bayes Theorem:
c,-nu(z.wp - ,75 (No R, report)

Q,-’ﬂ(!.?» - .80 (No R, report)

wvhere the credibility number .75 is a probability estimate that the ’1 report
um.m«um%mom.momwxymmnzmc. We
also assume thet these are the only two current reports bearing on the fact
MA(2,7), vhich is now to be brought up to date for the first time after a

% Iv'il i oo Ranayes. & r o Ao




long period. It is also assumed that the reports are non-overlapping (one
might have been from a payroll 1list observation, the other from a sighting
of person #2). Therefore, utilizing Rl alone, the best that can be done is
to enter in the fact file:

«75,WA(2,7) (Rjalone)

This same example was utilized in studying the importance of the
report likelihood ratio:

e WA(2, )= R2>

L [WA2,7)= R
( 2] Mz, R

The subtleties in the evaluation of the ratio led to the reformulation of
Bayes' thecrem in terms of odds of facts and likelihood ratios of reports:

Ln“(c) = A(e=d x.) I‘old(')
which in this case becomes:

WA2,7)> . <WA(2,7) =P R> <WA(2,7)>,,
M2 .'7)'>_n“ M2, D> "n2> IR, 7> 911 "

where Rz is still the second report, and the '"new'" and "old" estimates

correspond to "after" and "before" the utilization of report R,. The relationship
is, of course, valid for any report with the appropriate understanding con-
cerning "new" and "old". The use of likeiihoods makes the problem easy,

much as the introduction of logarithms in some arithmetic problems. However,

it does mean_that there is the need to get the problem in likelihood language.

In this example that work i i‘t‘mlgl&n.

\".‘
In the case of fact odds ratios, the translation is very easy:
<WA(2,7)>

5 WA(2,7)] = _old
ohI o ] . 2'7»0“

o SWA(2,7Y>014

i 4 ﬂ(z,.as; 14

L, BA2,m]
WPy * TATGRE DT
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We see that the odds ranges from zero through all positive values, and is
greater than unity for facts more likely to be true than false., In addition,
any increase in thi fact credibility is necessarily associated with an in-
crease in the fact odds, and vice versa. There is no such easy transition
for report likelihood ratios. Indeed, the report likelihood ratio, as
"presented above, is not a fraction whose denominator and numerator add

up to unity, as is the case in fact odds ratios.

Now reports Rl and Rz have been defined in the following manner:

<Rl—’ WA(2,7)> = ,75 (No use of Rz)
<Rz—) WA(2,7)> = .80 (No use of Rl)

A close consideration of the matter shows that the problem is not completely
defined, because there is no clear statement about the original WA(2,7)
credibility estimate before either Rl or Rz enter the system. This follows
from Bayes' formulation itself, which says that an updated fact odds

(or credibility) is a result of two things, the report characteristics,

and the previous fact estimates:

<WA(2,7) =
l‘ncw [“(2’7)] B as(?:%_:’-% x'oldt"u(z'.')]

The simpler (likelihood) version of the Bayes result is shown, but it is not
really important whether fact credibilities or fact odds are employed.

An important thing to note is that the .75 and .80 credibility estimates
given above with Rl and Rz correspond to fact estimates on the left side of
the Bayes equation, and on the right side the first factor alone represents
the intrinsic report (R may be thought of as corresponding to Rl or Rz)
characteristics. The second (L ol d) factor must be accounted for, and a
clear separation of present report versus original fact estimates must be
achieved.

We do this by assuming that L, [WA(2,7)] equals unity, tentemount
to saying that the original fact was as likely true as false prior to the
acceptance of either report ll or lz. Other assumptions are considered in
Appendix D. This means that Bayes' formulation appears thus:

&
1
X
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1- 0.75 ﬂ(z’n_._xln (1) (No use of R))

1

0.80 WA(2,7) =R
1- 0.80 WK(2,7) R, (1)  (No use of RI)

where on the left we have translated (as already discussed) from fact credibility
to fact odds. Note that there is no difficulty in considering either Rl or RZ

as being the first accepted report. The results are that we have likelihood
estimates for both reports:

L [WA@2,)*R;] =3 (No use of R))

1 [m<z,7)-n2] =4  (No use of R))

Note that if we had assumed a higher value for the original (before either Rl
or lz) fact odds (or credibility) then the two reports would have had lower
likelihood ratios. This represents a real transfer of system information,
and illustrates the significance of the above statement that the initial .75
and .80 report estimates do not completely define the problem.

The combination of the two reports is simply the routine of applying
Bayes' formulation through two stages of "new" and "0ld". This double appli-
cation of Bayes' formulation yields:

g and &, [W42.)] =2 [WA2,7) R,)] A [WA2, 1) =R ] L, [uac2,n)]

«4x3x1=12
Changing from fact odds to fact credibility we obtain

Lg.and
<w\(2,7)>nlnd L Ry

oo+ 1
lmd Rz

< 0.923

—i
12 + 1
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In this doubl; i;i;s' application, we have used our assumption
that reports n1 snd Rz have different sources or come from different in-
formation bases., If this is not the case, but R2 almost duplicates R
then a reassessment of report likelihoods is necessary. Suppose that
Rl (with its likelihood ratio) is already assimilated in the fact estimate,

1’

-Now the duplicating Rz appears with its early report likelihood estimate
of 4, This estimate of 4 (which assumes the report is not in duplication
at all) is no longer acceptable, because such duplication of evidence,
apparently making the associated fact appear much more credible, is quite
likely without meaning. The result might then be that the system operator
or analyst, from his general information perspective, decides upon an Rz
likelihood estimste (slightly above 1, perhaps) depending upon his judgment
of the extent to which Rz offers real new support to the WA(2,7) fact.

Such a situation is surely operationally important. In the case
of information relating to people and technical facilities, it seems
likely that many reports will occasionally have a rumor quality comnecting
them, That such an important reality is part of the estimation of the
report and fact data system is essentially good. Of course both the

estimation and the understanding of the information status strongly invclve
human judgment.

A record of previous reports is important, and may need review
as certain new reports arrive, This is part of the more general need for a

journal of all reports for general review and interpretation problems.

3.2.3.7 Direct Use of Source Veracity

When we have a direct (e.g., subjective) estimate of the credibility
of a source or, more precisely, the conditional probability of an event given
that we have & report of that event from a given source, then of course the
credibility of that event can be taken as the credibility (veracity) of the
source. For example, if we let E; represent a report of event e from source
S4 then the conditional probability <E; + e> represents the credibility of e
due to the single report. If two independent sources §; and §7 report an
event ¢ then its denial & occurs only if both reports are false. This occurs
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with probability <E; ~ 3>-<Ez -+ &>. The probability of the occurrance of e is

given by
<El AEy+e>= 1-<B1 + &>°<Ey) » &

This can be generalized to n independent sources as follows:

n n ok
< A Ei +e>= 1-T <Ei -+ e>
i=]1 i=]1

3.2.3.8 value of Reports, Decision Making

We have thus far restricted our considerations to reports which all
relate to one fact in the system. In particular, the intrinsic effectiveness
of the report and the degree of overlap with other reports have both entered
the system with a probability estimate designated as the report likeli-
hood ratio. We now mention some of the broader considerations affecting report
value and decision making,

1f two reports relate to different facts, then the relative
importance of the reports will depend not only on the matters already
discussed, but also on the relative importance of the affected facts, and
also on their credibility estimates. That is to say, one fact may be in
greater need of establishing evidence than another fact. It may well be
that one fact is of considerable more importance than another., Some reports
may bear on more than one di tinct fact, and may have a double or possibly

treble value.

In most of these situations it appears that the nature of the inves-
tigaticn, the outlook of the investigator, and the time of the search may affect
the situation so intimately that a formal structure may not be advisable for
the decision process. I1f, for example, there is a problem in influencing the
direction or quality of reports, then appropriate searches into the fact file
or the record of past reports may help the analyst, but his own opinions and
insights are apt to dominate the activity. Similar remarks are apt to be per-
tinent to the problem of the proper interpretation and disposal of a large
volume of fresh reports, vhere some idea of the more valuable reports may be
helpful.
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3.2.3.9  Reports Involving Measurement Accuracy

We consider briefly the reports and facts involving measurement
errors such as those resulting from observations of a missile firing range,
Suppose that facts are in the system such as

- Range (17,Dd)

indicating that the range of the missiles at site #17 have a minimum of D-d
and a maximum of D+d. Such facts have not been explicitly considered pre-
viously because the manner in which probability is needed, and the associa-
tive data search possibilities, have both appeared simpler in nature than

in the case of facts not involving measurement error, such as those concerning
people and their employment.

There is, of course, an element of probability in such system
facts in the degree to which D in and Dmare assigned so as to include all
possible unusual firings. This is more a matter of routine variability in
observation circumstances than a matter of essential report and fact cred-
ibility., Traditional statistical approaches appear appropriate where

measurement accuracy is such a factor.

One possible method is to compute a new (D¥d) pair as a result of
every new report giving the Nth range reading DN for missile site #17, A
simple weighting factor« may be used in adjusting the old fact so as to

include the new report F,. For example, *¢ = 1/10 would mean that the new report
would receive a 1/10 weight and the old fact a 9/10 weight.

Thus, a new value for the mid point of the range might be simply
given thus:

Doy~ (2 o (Dold) * %

To get the new accuracy estimate, dmw, the ideas of variance and
standard deviation in a mormal statistical distribution may be used., Thus:
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New variance = (1 -%) {[dold]z
e *{Pev - DOld] 4 )
+ “[an - DNJ :

dnew - V neéw variance

Many operational variations are likely in the above method. It may
be that several reports may accumulate before they are incorporated :
in the system fact Rng (17,0ld). . There may be problems, e.g., in deciding
whether site #17 is in reality two sites 17A and 178, or not, It may be a use-
ful practice that the (DId) interval should be adjusted to include all but a
fraction of 1% of the firings. This can be arranged by scaling "d" by a scale
factor of 2 or 3 at the ends of the above routine, It may be that o< should be

subject to modification to reflect the conditions in different sites, or with
individual reports,

By

It has been our purpose here to give some picture of reports and
facts of a measurable engineering nature, for which missile range has served

as an illustration. With suitable modification, facts concerning other proper-
ties, such as the color of smoke at a particular facility, the proportion of
a certain element in some residue, may be treated in the same manner.

(The reverse of this page is blank)
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SECTION IV. CONSISTENCY ANALYSIS

We examine here the question of consistency in an information system
which contains propositions (explicit facts), generalized statements with quanti-
fied variables (rules), and which utilizes a system of inference to derive im-
plicit facts, as well as retrieve explicit facts, in responding to queries.

We view the question of consistency in an intelligence system such
as STIS as one of insuring that the facts, rules, and crediblities accessible
to the analyst as accepted information represents a coherent set of beliefs
about the real world. This is taken to mean that the system should not be able
to derive deductively a proposition and its negation, and that the credibilities
assigned %o the propositions (facts and rules) conform to the axioms of proba-
bility theory. It can be shown (*) that unless the subjective probabilities
of a set of beliefs of a given person conforms to the axiom of the probability
theory, then it is possible to construct a lottery which the person always loses,
independent of the true state of the world.

* F.L. Ramsey; "Truth and Probability” Pgs. 61-92 in "Kyburg"

4=1
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The question of consistency will be examined in two stages. The
first stage uses the system's deductive capability to attempt to assure a
Concept Net of facts and rules which are deductively consistent. This phase
ignores the question of credibility and is called deductive consistency. The
second stage utilizes a dialog with the analyst to develop a coherent set of
.érodibilities. This is called inductive consistency.

4.1 DEDUCTIVE CONSISTENCY

Each candidate statement (fact or rule) whether it be a query or an
addition to the data base (statement corpus) can be considered as a hypothesis
whose derivability or consistency relating to the data base is to be tested.

Initially, the problem can be viewed in the context of a conven-
tional deductive logic system. Relative to some valid subset of the corpus,
one of the following cases holds for any new scatement,

Case 1. The statement is provable., Either it is

(a) explicit in the corpus, or
(b) d4mplicit (derivable) in the corpus.

Case 2, The negation of the statement is provable,
Either its negation is

(a) explicit in the corpus, or
(b) 4implicit ( derivable) in the corpus.

Case 3. Neither the statement nor its negation is
provable, In this case, the statement (or its
negation) i{s said to be (deductively) independent
of the corpus,

Thus we see the key role that the concept of a hypothesis set plays
in the system. Although we have spoken of a hypothesis and its negative, more
generally a mutually exclusive and exhaustive hypothesis set should be con-
sidered. A query, foct, or rule is therefore not considered in isolation, but
as a member of a set of hypotheses which are mutually exclusive and exhaustive.

I1f the situation is that of Case 1, and the candidate statement is
provable, then its admission into the corpus does not amplify the logical power
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of the system, When viewed as a query it is answered in the affirmative, If
it is a candidate for admission into the corpus, then the action to be taken
depends on secondary objectives, If it is already in the corpus, then the
occurrence of a confirming instance may be noted, possibly augmenting the credi-
bility measure of the statement., If it is not ecxplicit in the corpus, then the
decision as to whether or not to make it explicit must be considered, basically
one of a space/time tradeoff., The situation is akin to recognizing when a
theorem in any deductive system is interesting, powerful or important.

If the situation is that of Case 2, and the negation of the statement
is provable, then the admission of the original statement into the corpus would
cause an inconsistency, leading to the probability of contradictory statements,
When viewed as a query, the statement is answered in the negative, If the state-
ment is accepted as being factual, then the corpus must be modified and rebuilt
so that it is once again consistent, If the converse of the statement is ex-
plicit, then simply removing it from the corpus may be sufficient, although an
attemp: at derivation is required to assure that the converse cannot be derived
using rules and other facts. If the converse of the accepted statement is im-
plicit, then an examinstion of its derivation is required so that proper diagnosis
and “surgery" can be performed,

If Case 3 holds, and neither the statement nor its negative is provable,
then thc statement may be considered deductively independent of the corpus and
its acceptance would be a distinct amplification of its problem-solving power,
deductive or othervise, The situation is akin to adopting an axiom in a deduc-
tive system, and the questions of interest, power and importance which were
raised with regard to accepting a derivable theorem, as in Case 1, are also
appropriate here,

Actually, this description of Case 3 is somewhat of an oversimplifica-
tion as it is, in general, theoretically impossible to determine by a mechanical
procedure that a given statement in the predicate calculus is not derivable from
a set of axioms, What will happen is that sometimes a statement which is, in
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fact, theoretically derivable from the corpus will be said to be non-derivable
because an arbitrary resource (space/time) comstraint on the derivation process
has been exceeded, and the process is prematurely terminated. However, in a
practical sense, this situation is not catastrophic, since if the derivation is
sufficiently difficult or expensive, then the incorrect answer of "no" to a
q(ustton whose corrcct answer is "yes'" has the effcct of either accepting as an
axiom a true statemcnt which, in fpct , is derivable (a non-injurious error),
or accepting as factual a statement which is in somc sense contradictory to the
accepted corpus. If the situation of accepting a non-derivable statement into
the corpus is always viewed as a competition among disjoint hypotheses, then
there is a buffering effect due to the imposition of the (manual or machine-
aided) inductive process of accepting one of a set of competing hypotheses,

On the other hand, the general non-decidability of theorems in the
pradicate calculus does not mean that every attempt at deriving a non-theorem
will in fact exceed the resource limit., There will be many practical situa-
tions in which the derivation process will terminate in failure because the
possibilities (rather than the resources) have been exhausted.

The act of choosing a member of a set of'eoupef.tng (consistent)
hypotheses is an essential ingredient of a state-of-affairs system, It is at
this point that the probabilistic nature of the corpus must be considered, and
it is this aspect which allows a rational evaluation of the hypothesis set and
the possible admission of a member statement into the corpus, The realm of
inductive logic replaces that of deductive logic,

The situation in a state-of-affairs problem is not one in which a

false, but one in which there is a grey-scale or continuum of truth value, or

eredibility, over the interval (0, 1). The .etcdibili.ty of some statement S
will be interpreted as a probability of truth and will be written as <S>.
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4.2 INDUCTIVE CONSISTENCY AS A COHERENT PATTERN OF CREDIBILITY

We view inductive consistency as a matter of comparing related infor-
mation, rather than searching for logical contradictions. A coherent pattern
of credibilities will be developed from a dialogue resulting from searching
out facts bearing on an initial inquiry.

The illustration used here involves a pattern of credibility ex-
tended over various system facts. Starting from an assumed inquiry, these facts
are related to one another by logical inference. This will then be expanded to
systez facts related to one another in a time or historical sense, and then to
facts vhose relationship is of even greater generality.

The impact of the inquiry dialogue is to illustrate the nature of
consistency and the importance of effective communication between the system
and the user. In later paragraphs it is emphasized that data structure design
is important in enabling this communication. At that time broader patterns of
system facts and inquiries, in addition to the present one, are considered.

4.2.1 Consistency Background

It appears that the use of crediblity (or subjective probability)
in an inference systen changes the nature of the consistency problem. There
is, of course, some variety in the nature of possible inconsistency in an
inference system without the use of credibility. A direct clash in statements
or derived statements may arise because of clashes in the reports made to the
system, and these reported clashes may not always be ovbious. In addition,
there is also the possibility of an inconsistency arising from faults in the
programming or logic used in the computer, or in the use of the system made
by the operator or analyst. It seems likely that the appropriate action should
be to remove the observed inconsistency by improving or reinterpreting the
reports made to the system, or otherwise attacking the root cause of the clash.

The introduction of credibility widens considersbly the spectrum
of possible inconsistencies, and brings in new subtleties. Suppose, for ex-
ample, that a statement is stored in the data base with a credibility estimate
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of .75, and yet the same statment is derived from other system data (facts and
rules) with the estimate that the credibility of this same statement is .90.
Superficially, this might seem a damaging inconsistency. On the other hand,

it may be the result of using highly reliable facts with a highly credible rule
to get the same statement with a much higher credibility than the estimated one
‘Vhen the statement was entered. Thus, not only are there new types of incon-
sistencies, but there are new subtleties in their interpretation and in the
appropriate action, if any, to be taken. It is not inconceivable that too much
consistency should be a cause for suspicion, as when witnesses to a legli case
give exceedingly pat testimony. A great deal of corroboration in a state of
affairs may reflect real outside circumstances but it may also reflect an
organized attempt by an adversary to sell a particular misleading belief.

The essense of the inductive consistency problem can be illustrated
as follows. Assume we have a set of facts which are interrelated by a set of
rules of the form e => h. The premise e may be a compound proposition but for
this discussion it can be assumed (without loss of generality) to be a simple
statement. The situation is illustrated below.

We have the facts {a,...,f) with credibilities {<a>,..<f>} and the rules a == c,
a=>d, c=> e, d=> e, b=> d, and d => f. Each of the rules in the form
e => h has a strength given by a pair of conditionsl credibilities {<e = h>,

<e + h>}. The relationship among the probabilities can be derived as follows:

<h>-<¢)\h>+<t[\h>-<¢><¢¢h>+<§><i»h>

Thus it is clear that all the credibilities cannot be assigned independently.
From the diagram it is clear that the problem is compounded by the fact that
many facts can be derived through several independent paths (e.g., facts c,d,e,

and f).




To illustrate this problem in its simplest form consider a report or
observation E relevant to the event e. We can expand the above equation to
show the new credibility of the hypothesis h, or <E + h>.

SE+*h>s<cE+e><e+h> + <E+ 8> < » h>

<E + > 1s the credibility of the event e in light of the new evidence E. If
E is non-relevant to e then <E + ¢> = <e¢> and we have

<E > h> = <eg> <g +» h> 4+ <> <& » h> = <h>

Thus the non-relevant evidence does not change the prior credibility of the
hypothesis.

Consider the following example. Suppose we have the rule: If person
a vorks at facility F then person a works on equipment E.

Let e =WA(a,F) (person a works at facility F.)
h =WO(a,E) (Person a works on equipment E.)
<e>= .2 (There are 5 places a can work.)
<h>=.5 (There are two equipments a can work on.)

Suppose the rule ¢ => h has the strength {.1, .7}, that is <€ + h> = .1 and
<e + h> = .7 (if a works at F the probability is .7 that he works on E, but
if he doesn’'t work at F the probability is .l that he works on E). Consider
a non-relevant report Eg so that

<E, *e> = <> = .2

<By » h> @ (.7) (.2) + (.1) (.8) = .22

In other words, non-relevant evidence has changed the credibility <h> = .5 to
<Eg + h> = ,22. Now consider e relevant report l1 vith <E; + e> = .66. Then

<Ep +h> = (,7) (.66) + (.1) (.33) = .495

Even a relevant report with cr“tbnity +66 has failed to increase the prior
credibility of the hypothesis. This illustrates the fact that the credibilities
<e>, <h>, <e + h>, and <& + h> cannot be assigned independently but are bound
by the derived relationship. When inconsistencies in the assigned credibilities
occur they should be resolved through some process.
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A wide variety of consistency difficulties are considered, some of
the most mathematical ones being illustrated in Appendix E. A leading tech-
nique in handling these matters is suggested as an intimate mode of dialogue
between the computer and the analyst, thus making the nature of the consistency
picture apparent to the analyst, and placing the interpretation and any action
.Jircctly under human supervision. This is illustrated by using an example of
such an analyst computer dialogue, parallel with side comments.

4.2.2 Example For Interactive Mode Of System Operation

We illustrate the more normal inconsistencies expected as a result
from a query or investigation, taking, as an example, a dialogue between analyst
and computer. These include clashes between ordinary STIS facts and facts de-
rived through the inference process, both as to the nature of the fact, and
as to the credibility estimate for a fact whose logical nature is unchallenged.

This dialogue example has evolved from a concept of the search pro-
cess in answering a query to the system, which will be described first. The
simplest situation is that in which the query can be immediately answered by

searching the fact file without utilizing the inference capacity. The next
simplest situation is that in which a2 single application of one rule is ade-
quate to answer the query. This may alsc be regarded as a response using the
original facts together with the first generation of derived facts. The idea
may be further pursued into consideration of an additional second generation
of derived facts corresponding to a second use of a rule from amongst the rules
file.

Thé method actually contemplated for a normal query response is very
different from a wholesale computing of one generation of derived facts after
another. It may be that such a procedure should be used in a restricted way
under appropriate circumstances, but it is apt to lead to an awkwardly bulky
volume of derived statements, We anticipate using only inference rules which
sppear likely to generate the guery snswer. We expect to search only that por-
tion of the data file containing statements of the type required by the rule in
use, In the mnalyst/computer dialogue described below, a convenient dialogue
interval is often that corresponding to the system utilization of an inference
rule.,
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We start therefore with system information including the following
facts and rules (preceeded by their credibilities):

Eacts

S1 0.75, W(1,2) person #1 works on system #2

7 S2 0.85, WA(1,4) person #1 works at facility #4

S84 0.98, PO(3,2) system #3 is part of system #2
§5 0.80, w0(6,3)

56 0.75, W(7,6) person #7 works with person #6

S9 0.70, WA(7,6)

510 0.95, WO(2,2)

811 0.95, WA(2,4)

$12 0.65, WA(6,4)

s21 0.90, wW0(7,3)

§22 0,95, W(10,3)

8§23 0,90, W0(21,3)

$24 0.95, DA(11,2) system #11 is developed at facility #2

Rules

R4 (.05, 0.98) WA(x,z) A WW(x,y)sdWA(y,z)
R6 (.02, 1.00) WA(x,2) A WO(x,y)s» DA(y,z)
R7 (.05, 0.80) DA(y,z) A PO(x,y)s» DA(x,z)

We also assume that the above information is illustrative of thousands of
other statements in the data, and dozens of other rules. We expect, also, that
many people, facilities and systems are involved in the information base. In
this example we assume 300 people, 30 facilities and 45 systems.

The numbers to the left of the statements are the probability esti-
mates of the truth of each statement. The larger number to the left of each
rule is the probability estimate of the truth of the rule consequent in the
case that the antecedent statements are totally certain, These have been men-
tioned in earlier paragraphs. .
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ability estimation mentioned in paragraph 3.2.2.2.

The smaller number to the left of each rule is a refinement in prob-

It is the probability esti-

mate of the truth of the rule consequent in case the antecedent of the rule is
surely false. Notice, for example, that DA(7,2) can be estimated as 1/30 likely
true without any antecedent at all, and without any direct data information,

.purely on a pot luck basis amongst 30 facilities.

4.2.3 The Investigative Dialogue
DIALOGUE
Q. (Analyst): What is the direct

A.:

information on where system #3 is
developed?
(Computer): None

What is the story on first level
inference information?

There are two rules:

R6(.02,1.00) WA(t,x)AWO(t,3)=>DA
(3,x). This means a search through
up to 300 people at up to 30 fa-
cilities. Search prospect is
fair.

R7(.05,.80) DA(t,x) APO(3,t)=>DA
(3,x). This means a search through
up to 45 systems at up to 30 fa-
cilities. Search prospect is

good.

What are the results of the
searches? .

R6(.02,1.00) WA(6,4) AWO(6,3)=>
DA(3,4) gives the result .53,DA
(3,4) using the facts:

85 0.80, WO(6,3)

812 0.65, WA(6,4).

R7(.05, .80) DA(2,x)APO(3,2)"
m(3pa)

gets as far as DA(2,x), for which
there is no data statement, using
the statement:

COMMENT

This asks for a direct search in data
through facts of the form DA(3,x).

The rules which have conclusions matching
the original query are suggested. Note
one of them is an attempt to gain infor-
mation through employment knowledge about
people on system #3. The other rule ex-
plores through systems including system
#3, and appears to have the inferior
credibility but the superior search pro-
spect. The search prospect report may

be based on past search effectiveness,
and on the data file completeness with
respect to rule assumption facts.

Here we observe that one search uncovers
a low confidence result based upon an
uncertain fact about where person #6
works. The other search succeeds only
in rephrasing the query in terms of a
systeu including system #3.
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Q.:

DIALOGUE

s4 0.98, P0O(3,2)

Reassess the truth probabjlity for
the R6 result using the following
numbers:

s5 0.85, wo(6,3)

S§12 0.40, WA(6,4)

.353, DA(3,4)

Ignore the R6 result. What, then,
is the story on the next level of
inference?

The R6 search can be extended:

R6(.02,1.00) WA(a,x)AWO(a,3)=>
DA(3,x) using the data:

S5 0.80 wo(6,3)

§21 0.90 wo(7,3)

$22 0.95 wW0(10,3)

§23 0.90 wo(21,3)

and the rule:

R4(.05,.98) WA(t,x) AWW(t,a)=>
WA(a,x)

This means 4 searches through up
to 300 people for up to 30 facili-
ties. Search prospect is fair.

The R7 search can be extended:

R7(.05,.80) DA(2,x)APO(3,2)=>
DA(3,x) using the data:

84 0.98, P0O(3,2)

and the rule:

R6(.02,1.0) WA(t,x) AWO(t,2)=>
DA(2,x)

This is not a statement file change, but
only a side computation. The analyst is
free to explore his own conviction or
interests, possibly calling upon a confi-
dence routine not using ordinary prob-
ability ideas.

The first line of search can be continued
by researching the work information on
each of four persons who are stated to be
working on system #3. This is possible
by use of rule #4 which is based on co-
worker information. The search success
depends upon the data file information
bearing on the coworkers. Direct infor-
mation bearing on one of the four persons
(1.e., #6) has been of low confidence
(this resulted in DA(3,4), with probability
which was reassessed). The second line
of search (i.e., starting with the R7
usage) can be continued by an attempt to
use employment knowledge about people
working on the large system #2 (includes
#3). The alternate continuation of the
second line is to explore systems which
include #2, which in turn includes #3.
The latter might be identified separately
as an R7R7 search.
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" R7(.05,.80) DA(t,x)APO(2,t)=>

DIALOGUE

This means a search throuih up to
300 people for up to 30 facilities.
Search prospect is fair.

This R6 extension may be replaced
by:

DA(2,x)

This means a search through up to
45 systems at up to 30 facilities.
Search prospect is good.

Ignore the R7R7 search. What, then,
are the results of the second level
of inference search?

The R6R4 search using R6(.02,1.00)
WA(6,x) AWO(6,3)=>» DA(3,x)
S5 0.80, wo(6,3)

R4(.05,.98) WA(7,6) AWW(7,6)=> WA
(6,6)

86 0.75, w(7,6)
S9 0.70, WA(7,6)
Gives the result .442, DA(3,6)

The R7R6 search using:’

R7(.05,.80) DA(2,x)APO(3,2)=>
DA(3,x)

sS4 0.98, PO(3,2)

R6(.02,1.0) WA(a,x) AWO(a,2)=>
DA(2,x)

when with data:

§1 0.75, wo(1,2)
§2 0.85, WA(1,4)

gives the result .50, DA(3,4),

alternately with:

§10 0.95, wWo(2,2)
S11 9.95, WA(2,4)

gives the result .70, DA(3,4)

The analyst feels that information gained
through subsystem of a subsystem connec-
tions are not worth pursuing for the pre-
sent. The analyst now gains three results,
two of which agree with the earlier re-
sult in suggesting facility #4. One of
these results is the only one of the four
at a modestly high (70X) probability level,
and this appears to be a result of a better
than average knowledge of the employment

of person #2. The overall picture suggests
that facility #4 is rather likely, and that
the suggestion that it is facility #6 is
suspect.
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DIALOGUE : COMMENT

Q.: Enter in file: After consultation with the file author-
ity, it is agreed that the weakest link
$9 .65, WA(7,6) in the suspect DA(3,6) result should be
placed at a lower confidence level.
in place of: Data derived from an investigation of

this type is normally discarded.
s9 .70, WA(7,6)

Investigation complete (derived
data may be discarded, etc.)

4.2.4 Dialogue Conclusions

This illustration concludes our investigation into consistency problems
which appear likely in a normal investigatory operation. It is felt that most in-
consistencies have their roots in the reports fed into the system and in the re-
sulting system facts. It also seems likely that a chief factor in the successful
handling of such problems is the effectiveness of the communication between the
computing system and the operator/analyst. A better name for what we have called
"consistency" might well be "a coherent pattern of crediblity:.

The consistency problems treated in Appendix E have a more special
nature. Such inconsistencies are not expected to occur often in normal investiga-

tory procedures, provided the system probability formulae and the inference rules
are well designed.

4.3 INFORMATION PATTERNS

We consider here the broad patterns of information arising when
time is a dominant element in the information search. Though many more facts
are typically part of one of these time patterns than in the logically connected
information pattern illustrated above, the searching decisions show a similarity.

Search problems and data design possibilizies involving both the
original reports to the system, and also facts derived from those reports, are
considered. The possibilities of reorganizing system facts or even introducing
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new facts from the original system reports are described, using particular ex-
amples. Credibility adjustments for aging information are also illustrated.

We begin by first giving a brief method for handling the decay of fact
“-credibility when unsupported by new reports for protracted periods of time.

Then a number of possibilities for carrying out a historical investigation are
considered. The use of examples, both with employment and development type in-
formation and also with radar site type information, is dominant in the considera-

tion of various alternatives,
These include, for example:

«99, WA(2,7) LY Person #2 works at facility #7 with a
G iaady probability estimated at .99

Range(17, 1111) : Missile site #17 has a range capability
20 generally in the 10 to 12 mile interval

All of the alternatives have broad data organization implications, A
complete log, recording all reports entering the system, is discussed. Periodic
recording of the fact file as a protective and historical search aid is anslyzed
and illustrated., Examples of setting up new facts and reorganizing old informa-
tion from the grass roots report level are given,

The summary suggests a practical blend of all the considered
‘methods. The judgment in achieving this blénd is of thé same general character
as that utilized in assigning system facts from the great bulk of auxiliary
facts embedded in the system reports.

4.3.1 The Information Aging Problem

Suppose we have a well reported and virtually assured fact in the
systam:

99, WA(2,7)

foe Spe, o parhige months, this entry mey serve as a good estimate, However,
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if typical employment at one facility is for approximately 4 years, and if no
new reports arrive to support the WA(2,7) fact, then it becomes unrealistic to
continue for many years using the same entry in the fact file. This dynamic
quality in the information will depend upon the class of information: some
facts will lose validity at a naturally faster rate, again supposing new reports
do not appear. We consider some of the general possibilities in handling data
aging problems.

It is apparent that a realistic estimate of the probability of
person #2 working at facility #7 will be near zero at the end of a protracted
period without new reports, This would mean certainty that person #2 is not
working at facility #7, which is only likely in case the period is protracted to
the time when person #2 i.ra'pt’t"b?be retired, Before retirement is likely,

.05, WAQ2,7)
might be a realistic fact entry, supposing the following to be true:

(1) The original reporting bearing on the fact has aged
to the point of uselessness, and no new reporting has
appeared,

(2) Person #2 is very likely to be employed in some one of
the 20 facilities employing people with his type of
experience (facility #7 is one of them).

4.3.2 The Adjustmnts, Local Features

It is conceivable that individual facts will require an updating pro-
cedure which should at least include a periodic reassessment of facts which have
not been reassessed because of pertinent new reports., For example, in the
WA(2,7) fact illustrated above, assuming no new reports appear, a quarterly re-
assessment routine might result in the following time pattern:

.99, WA(2,7) '~ first quarter

9%, WA(2,7) second quarter

<90, WA(2,7) third quarter

.86, WA(2,7) fourth quarter

-82, WA(2,7) fifth quarter
4-15




so that at the end of about three years the WA(2,7) fact has a credibility assess-
ment to the effect that the fact is about as likely to be false as true, The
above work has assumed .05 as the zero level for the fact information, and further
assumed that all credibility above the .05 depreciates quarterly at a 5% rate:

s (s99 - .05)(.95) + .05 & .9
(.9 = ,05)(.95) + .05 & .90
(089 - .05)(.95) + .05 ‘ '86’ etc.

It may well be that other system facts will have different zero levels
and different depreciation rates, but the above routine may have some applicability
in accounting for the intelligence aging process.

Using the same data as already appears above, namely a zero informa-
tion level at .05 credibility, and a .95 depreciation factor, a graph of the
quarterly credibility is plotted below.

A k.
" "’
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An expontial formula relating the credibility "¢ to the number of

quarters "n" is easy to devise, We expect the formula to follow the pattern:

- e
8

¢ &8 o 12 W W  QUARTER ,a

kn e w2.,718
c. .03 + o“‘ k d tant
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so that we have c=.99 for n=0 and c=.05 for n very large. We notice that the
" «9 is the credibility above the zero information level (.94 = .99 - ,05) which

is subject to decay while person #2 remains employed and while no new reports

are received to help identify where among the 20 facilities person #2 is employed.

The constant k can be determined by using the assumed fact that when

"n" changes by 1 the decay is to a .95 propor:ion of the original credibility
above the .05 level. Thus:

95 = ..k
log' (.95)= -k

0.0512 =k
and the credibility formula is: i

c= .05+ .910. 0 51211 *

This is the same sort of thing that is encountered in radiocactive
decay. In our case, we look for a half life for the credibility. Thus we
solve for "n" when the decay factor is 1/2:

PRI, p

% 1/2 « 9
5 log,12) = kn
% lo;ez £
: 0.0512
13.’ £ n

%.
‘.

Thus the half 1ife is between 13 and 14 quarters, that is, between 3 and 4 years.

There are some practical motivations for exploring the above view,
They concern:

(1) The basis for decay estimation,
(2) The basis for data revicw.
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These are partly human engineering matters. It may well be that the
.95 decay constant may be estimated directly, especially if such estimation is
done by an experienced person. However, it may strengthen the estimation pro-
cedure to use the half life n value (n = 13.5 quarters) because it has the
vivid connotation of being a representative employment period at one facility.

In the same manner, the half life may furnish a very practical time
increment to review the fact for possible retirement to archival storage.
It is surely important to keep the on-line memory available for the most use-
ful information. This is in keeping with the philosophy of selecting only
important information from the report file for forming the system fact file.

4.3.3 Time Problems, General Features

The largely tqcit_aésumption is often made that an investigative search
concerns only the presenf(é;ate of affairs as understood through reports made to
the system and facts dedﬁcéd from these reports, together with the fact credi-
bility estimates. The time and report problems discussed so far in this note
suggest specific possibilities for keeping the system facts up to date. At times, a
search into the history of a situation may be not only helpful, but possibly
critically important. We consider, therefore, expanding a fact search to
include temporal aspects.

Suppose then we have sufficient interest in the situation to inquire
into the 1likelihood that person #2 was employed at facility #7, one year ago

Oor two years ago, as well as at the present time, There are three illustrative
possibilities:

(1) The employment history may be an essential part of
the fact file. This means that the employment history
of person #2 might be an integral part of the person
#2 entity node in the data structure,

(2) A historical fact file from system use of one year ago,
or also two years ago, is used, This means a general
practice of periodically keeping a record of the whole
fact file in a secondary memory, to facilitate such B
historical searches.
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(3) The employment history is constructed from the record of
pertinent reports received by the system. This suggests
a journal-style file of reports kept in support of a
ledger-style file of facts.

We intend to consider some of the advantages and disadvantages of
each mode of data organization. Both because of the importance of the time
element in information searches, and also because of the problems in bulk of
information, the issues raised are apt to bear intimately on the system
effectiveness. As a preliminary to such a consideration, we review the
definitions of such words as "fact” and "report”.

4.3.4 Information Definitions

In this report a'ndblin preceding technical notes the word "fact" has
been used in & narrow aqpni'! as illustrated by the following:

.99, WA(2,7)  Range (17, 11*1)

which have both appeared previously. Our facts are necessarily only primary

or important facts, therefore, and this in turn is a result of human decision.
Furthermore, it is in this sense that it is expected that the data bulk of the
system facts is apt to be decisively less than the bulk of the system reports.
This is in keeping with the previous study of the value of reports and with the
patterns of analyzing the effect of various (possibly a great many) reports, all
pertinent to one fact, such as the range at a particular missile site.

On the other hand, it is likely that each system report has in it what
may be viewed as many auxiliary facts. The fact that missile site #17 uses
missiles with a 10 to 12 mile range may be, in part, a result of one particular
report which gives a time of firing and a hundred successive coordinate missile
positions &s coming from a radar. We never normally refer to such information
as facts, even though they literally are facts. In the same spirit we keep our
special usage of the word "fuéa", in spite of the difficulty that our facts have
all levels of credibility available, whereas popular usage suggests total
certainty,. '
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A report may appear that at a particular time and place a tall man
named Gerhardt, wearing a bright blue tie, got in quite a dispute with two others,
This report may be one of many which support the fact:

.99, WA(2,7)

and in so doing the blue tie and the dispute may both be lost, except perhaps in
a log or record of incoming system reports, It is quite conceivable that such
secondary facts may remain lost, except for the possibility of a review of
report information made for some special reason, such as backing up an investiga-
tive search where facility #7 is specially involved, Alternatively, it is con-
ceivable that additional incoming reports may lead an analyst to the conclusion
that the wearing of blue.may have special significance, perhaps indicating an
ethnic or activist grouﬁ,'br ﬁerhApl indicating a more specific signal. With
appropriate authority‘BC -ny‘initiate a new system fact:

«95,Tie Color (2,blue)

signifying wearing blue. In addition, he may modify selected report headers
by inserting tags to make retrieval of reports bearing upon such a fact easier.
Those early reports which were not so identified may require more time consum-
ing methods in order to bring a newly created fact up to date.

When we speak of the fact file, we mean a reference organization of
inportant facts together with the technique for organizing and searthing through =
the facts, using perhaps indexing and network structures. In referring to the
report log, we mean merely the time sequence of recorded reports. There may be
problems in deciding whether one lengthy report should be considered as several
consecutive reports. In referring to the report file, we mean the report log
and also the tagging and indciing techniques which enable effective searching
of the reports. This concludes the preliminary sharpening of the language be-
fore considering the three modes of data organization already mentioned, as
a result of examining time problems and historical searches.
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4.3.5 History Directly in the Fact File

The first mentioned possibility is to have historical information in-
cluded as an essential part of the fact file, as a result of the usage made of
the node network of the data structure. The degree to which this historical
information might be an integral part of the fact file varies. At one extreme,
it is conceivable that associated with facts such as:

.99, WA(2,7) and
Range (17, 11%)

there might be the full record of all reports bearing on the employment of per-
son #2 and also all reports contributing to range information of missile site
#17. That is to say, such intimate report information might be repeated as
part of the attribute mfdmiion appearing with the entity node identifying
person #2. Alternatively, the entity node identifying missile site #17 might
have repeated in the attribute information the voluminous radar data which has
been the source of the site range information.

The above possibility appears inefficient, partly because of the dup-
lication of report records which will surely be necessary, in any event, as part
of the report file for purposes of system protection and system reevaluation pro-
cedures, as illustrated above with the creation of the "wearing blue" fact.

Another source of inefficiency is that ordinary search pou‘uru -y be tq“ul
""by the resultant bulkiness of the system fact file,

A better approach is to include only condensed or derived historical
information in the fact file, using the same sort of pragmatic judgment of im-
portance and usefulness as was illustrated in the creation of the "wearing blue"

fact. One possibility, for example, is that the attribute information might have
the values to make available the following facts:

<99, WA(2,7) ... Range(17, 11%1) ... (curremt)
0". m(2.7) eee w‘.(].,. 1&1) eoe (1 yr ..0)
.90, IA(Z.I”...(NO Fact)® ees (2 yrs ago)
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This might mean that the entity node for person #2 will have employment location
(and associated credibility) identification not only for the current time but
also for the two preceeding years. Comparable comment applies to the entity
node for radar site #17, where the assumption is that there is no information
‘for the earliest year. We note that such a pattern looks good for a search
into all the employees for the last two or three years, for the search aopears
to be a simple extension of the similar one for current employment. For a
more elaborate search, such as that illustrated in paragraphs 4.2.2 and 4.2.3,
special problems may arise, because inference rules are used to connect sub-
system, coworkers, employment, and development location information. In such
a comprehensive search it may not help much to have historical information
with the WA type facts. tﬁis may not be an important difficulty because such a
search is atypically difficult, and also because a modest use of historical
information can well bc'cifindcd to various types of facts.

A more powerful plan for history recording in the fact file is to enter
the intervals of employment as attribute information associated with the entity
node for person #2. Such a plan would surely be harder to implement, and also
harder to utilize in the course of a historical search. Yet the search results
are apt to be better, and more flexible, e.g., in answering searches concerning
the state of affairs 15 months ago. We do not pursue details here, but rather

_ continue with the second of our three general modes of data organization.

4.3.6 Use of Past Fact Files

We consider now the possibility of periodically keeping a secondary
record of the whole fact file for the purpose of aiding historical searches.
This is likely to mean that a more extended search involving the past state of
affairs may be made, using a more complete history than is available directly
in the current fact file, We suppose such records of past fact files might be
svailable on a quarterly, or perhaps monthly basis.

There is an important distinction between the two histories that are
thus considered. On the one hand, what is available might be a complete history,
but one which has the viewpoint, e.g., of ome year ago. In the one year since
many things may have happened, including:
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(1) A great volume of new reports has added to the facts
and changed the old facts and their credibilities.

(2) In the case of facts which have had no reports to influence
them for the last year, there is still the aging effect

on the credibilities to be considered, as detailed earlier
in this report.

On the other hand, the history information in the current file, if
well maintained, utilizes fully all the advantages suggested in the items
above, as is also true of the information about current affairs. If for example,
six weeks ago a new fact has entered the fact file, either as a reassessment (as
illustrated by the 'wearing blue" fact) or as a change in the state of affairs,
this new fact, with any appropriate history, is a part of the current fact file,
Thus, the past fact file is apt to be less complete in this respect, although it
is more complete with tobpcéﬁvto the new fact's past history.

Just as keeping a'tiic ordered log of reports entering the system
has a high protective value, so too does keeping an untampered record of a
past fact file. An untampered log of reports offers opportunities to check
and reassess information at the grass roots level. A valid record of a past
fact file protects the knowledge and insights (all too easily forgotten) which
helped evolve the factual picture of that time from the report level. If it
is judged that they have sufficient general value, the improvements mentioned
above might be arranged in an appendix to the past fact file. The regglt

“would be that without the appendix we have the old picture of the old state of

affairs. With the appendix we have the improvements to get the new picture of
the old state of affairs.

We consider an example of a use of past fact files, based upon
fictitious circumstances. We suppose that we have in the current fact file
the following:

Range(17, 11.120.9)

We suppose further that there is an unusual report that an odd vehicle has been
sighted in the site #17 vicinity which may possibly deliver a solid propellant
about every two months or so, It is also known that the rocket styles using that
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propellant often have some sensitivity to the age of the fuel. To learn more
of the missile site and its capability, it is decided to research the firing
history and also the misfiring history. Assuming the fact files are stored away
on a monthly plan, the following facts are retrieved:

- Range(17, 11.1%.9) ... F(17,8,0) ... (June)

Range(17, 11.5%,9) ... F(17,14,0),.. (May)
Range(17, 11.1%.9) ... F(17,15,0)... (April)
Range(17, 11,5%1.0)... F(17,14,2)... (March)

For the current month of June the above file facts mean that the bulk of the 8
firings were in the range capability interval from 10,2 miles to 12,0 miles.

For the month of March the firing record shows two misfires and 14 normal firings.
We also assume that each new firing has a 5% influence (as described earlier in
this note) in changing the old range limits to the new range limits,

An examination of the file history lends a weak support to the
possibility that the site range capability varies with a two month period. But
it may well be worthwhile to reconstruct, from the system report log, the shot-
by-shot range capability story. This has never heretofore been entered in the
fact file, Depending upon the results of such an investigation, and upon their
importance, future procedure may be to enter further facts in the fact files to
improve the system performance characteristics.

In a more general sense, related investigations for other missile sites
may be undertaken. The possibility of obtaining and organizing further transport
information may also develop. :

4.3.7 History From The Report File

In all the examples so far given the report file has appeared as a
sort of last resort in the reconstruction or reinterpretation of information.
Whether it is a report giving missile-firing radar position data, or a report
supporting an employment or system development fact, it appears that the report
file is a repository of a grea: number of suxiliary or secondary facts which will
only rarely be referred t., The 13th x-coordinate position value in ' radar
sighting of a missil’e is not apt to be searched. Likewise a particular circum-
stance in the fourth reported observation supporting the fact that person #2
works at facility #7 is not likely to matter,
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Yet it has seemed important to have a complete log of all reports
entering the system, appropriately tagged and indexed., It may be that in some
cases the report log tag identifying missile site #17 may be used to help recon-
struct a more detailed firing picture than is normslly kept in the fact files,
because new reports have caused opinion to change sbout what information is
important, perhaps even to the point of setting up new facts in the fact file.
On the other hand, the tagging system may be largely useless, as in the odd
case described above in searching for 'wearing blue" information, Here the
search interest may be such that nearly all reports received during a particular
time interval will have to be inspected because the indexing plan did not antici-
pate what would be important.

4.3.8 History Implemerntation Summary

A method of qrgnnizing information to enable historical searches has

been considered.

The foundation is a well tagged and indexed log of all reports,
made as they enter the system., This has been called the report file, and may
be thought of as the main journal of an information business,

The ledgers of this information business are the current fact file
and the set of past fact files, possibly put in secondary memory every month; or
at vhatever time interval is useful, These facts constitute a much less volum-
{nious body of dsta than the reports, and they are the result of human judgments
of importance, It is anticipated that the bulk of investigative searching will
take place over the restricted information of the fact files.

The extent to which historical information is already a part of each
fact file is determined by the same sort of human judgment as is employed in
initially setting up the facts of the fact file, It is expected that there will
be a lot of traffic in reorganizing the fact structures and identities as new
information and insights are gained, This appears to be a chief characteristic
of intelligence information, and is & reason for the use of node network
structures in the data organization,

(The reverse of this page is blank)
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SECTION V. PROGRAM FUNCTIONAL SPECIFICATIONS

The scope of the program specifications is examined from the view-
point of how the STIS functions are actually affected by credibility and con-
sistency procedures. We start with charts indicating the relationships between

these program fpccificationa and preceding sectionms.

The result of this examination is the selection of five STIS func-
tions to be specified because of the impact of credibility and consistency
considerations. Two of these are for routine updating of the credibility
of STIS facts using probability, and the routine updating of the statistical
estimates for STIS numeric facts, respectively. A third function provides
for a credibility sging allowance for STIS facts. A fourth function provides
for the updating of an alert indicator to facilitate consistency investigations
vhen historically related data varies in an unusual or suspicious manner. A
£ifth functicn provides for STIS investigative searches heavily conditioned
by credibility considerations because of the use of fact derivation through

inference rules.
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All of these functions are specified at the functional level in
the sense that the data states before and after the function provide the
basis of description. Specific implementations and programming languages
are not examined. All the functions are in some measure subject to possible

adaptations and variations.

5.1 CREDIBILITY COMPUTATION (FIGURE 5-1) i

We have organized the pattern of computations and decisions dis-
cussed in this report body so that a view may be had of their general
relationships in the overall information plan. Fig 5-1(a) gives this picture
for the raw information end of the scale; that is, from the original reports
to the system facts distilled from those reports under the appropriate file
authority. Fig 5-1(b) provides the picture at the more distilled end of the
scale; that is, from the system facts to facts that are inferred from the
original system facts.

In both Fig 5-1(a) and Fig 5-1(b), there is a division into "phase A"
and "phase B", a result of considering system facts of a different nature and
taking a different sort of processing. Phase A deals with system facts for
which the credibility concepts of this report are applicable. For these
facts it appears useful to keep track of a probability estimate (the credi-
bility) that the fact is true. Technical employment facts are given as illus-
trations in the figure. Phase B deals with system facts of a numeric nature, in
which it appears that uncertainty is well accounted for by a statistical method.
For these facts it appears useful to keep track of a best estimate of the appro-
priate numeric quantity, and of its typical variability. Missile range capabil-
ity or firing activity are used as illustrations in the Figure.

5.2 GENERAL INFORMATION FLOW (FIGURE 5-2)

The processors, files, and personnel for the information processing
are indicated in Figure 5-2. The three figures together are a helpful guide
to the program specifications which follow. The first two may also serve to
illustrate preceding sectional paragraphs referenced in the Figure.
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5.3 PROCESSORS

We furnish here a listing of functions to be performed by the

broceuors appearing in Fig 5-2. It is not felt that this listing is exhaus-
tive but consists merely of those functions mentioned in the text.

A good many of these functions appear explicitly in Fig 5-1(a) and
5-1(b). Where this does not apply, the function number appears in parentheses,
and a reference is given.

It is also quitc possible that some processors will have subprocesror:z
or will consist of separate system modules. No attempt is made to resolve such
possibilities, the intent being to clarify progrem specifications.

5.3.1 Report Update Processor

14 Accept likelihood estimate and report header from file
suthority and enter on report.

2. Accept report information sand enter in report file in log
msnner, together with report header and 1ikelihood estimate,
snd computed numeric report values.

(3) Modify selected report headers in the report file (paragraph
4.3.4).

5.3.2 Net Update Processor

1. Accept fact credibility or 1ikelihood estimate and fact
{dentification from file authority.

2. Updste fact credibility, performing computation and
language changes between 1ikelihood and credibility.

(3) Updaste fact credibility due to aging conditions (paragraph
‘03.1. ‘0302)0

4. Compute end enter alert status update informstion (Note
definitions below).

S. Accept numeric report values from file suthority (or
from report update processor) end numeric fact identification.

6. Compute and enter updsted numeric fact estimates (using -
$. sbove)

5-7

D ok - b et o




¢))

¢}

Enter system information constants, such as alert
threshhold values for missile activity (paragraph 4.3.1.12),

Initiate and terminate system facts, with qualifying data
such as credibility, time, or renge of variability paragraphs
4.3.4).

5.3.3 . Report Search Processor

1.

Search for and give reports bearing on a particular ares
of interest. This may mean searching by one or more
words in the report headers.

5.3.4 Net Search Processor

1.

5.4 EFINITIONS AND NO N

Search for and glve search results bearing on a particular
sres of inquiry. This may mean sesrching selected portions
of the normal end inverted files using one or more sesrch
words for search comparison purposes.

Search for results using logical resolution methods. This
may be accomplished using a separate processing module.

’.

We asscmble here some importent definitions, with associated

notation, which have appesred earlier in the report body.

(1)

2)

_"Credibility" of s fact means the estimate of the prob-
‘cbtlity that the fact is true. This is 8 single number
ranging from 0 to +1, which is subject to updating as
sppropriate reports appesr. If the fact is WA(2,7)
(person #2 works at facility #7), tben‘<§§(2.i)> = .75
sssigns 8 credibility of .75, sometimes denoted thus:
75, WA(2,7).

"Credibility" of @ rule (i.e., @ logical implicstion) means
estimates for the probability thet the conclusion of the
rule 4s true under the assumption thet the rule antecedent
facts (i.e., hypothesis) are sbsolutely assured. These
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are two numbers, each ranging from 0 to +1, one primary
number giving th2 probability that the rule conclusion
is true if the antecedent facts are true. The second,
refining number, gives the probability that the rule con-
clusion i{s truec if the hypothesis is false. With
definition (1) notation, we suppose the rule is:

WA(2,7) A WW(2,3)=)WA(3,7)
vhere we have introduced as one of the antecedent facts
that person #2 works with person #3., We also assume
<WA(2,7D = .9

<wi(2,3)> = .8

WA(2, IAWW(2,3]> = .9 x .8 = .72

Our proeeddrc goes thus:

A(3,7)> = (.72)(1.0) + (1-.72)(.05)

& .72+ .01 %.73
where the two rule credibility numbers are (.05,1.0).

"0dds" of a fact means the ratio of the credibility
of & fact to the credibility of its negative. With
definition (1) motation:

A .2
1 wac2,7)] -%—gﬁg a3

"Likelihood" of a report R mesns the ratio of the chances ~

‘of getting the report if the associated fact is true,

divided by the chances of getting the report 4f the assoc-
{ated fact is false. This is » single number, generally
not less then unity, end is conceived of as being the
essentisl estimate made, ss the report is received, besr-
ing on the credibility of the evidence carried by the
report. When this estimate is effectively wnade, it
natursily incorporates both the discrimination quality of
the report and the degree of duplication with earlier
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related reports, so that some knowledge of previous
reports is inhcrently essential in the estimation. With
definition (1) notation:

- A[WA(2,7) = R] = "“(g.;) _‘_”g -2

meaning that under the current reporting environment,
report R is twice as likely to have been received in
the case that the relevant fact is true.

(5) "Numeric report values" are numbers processed from a report
which prescent the report information in an improved or con-
densed manner. For example, the range capacity or the
timing for s stage transition may be computed from s missile
trajectory report, although neither was originslly directly
s part of the report. Such reports or relsted facts,
vhere measure is central in the information conveyed, are
referred to in phase B of the Fig 5-1 diagrams.

(6) "Alert threshhold values" gre preassigned values for limits
to numeric report values beyond which special alert status
words ensble special information explorations. For example,
4f the current range capability estimate or the current
estimated firing sctivity are outside the normal operating
gone, as defined by the threshhold values, then this in-
formstion is posted so that the anslyst is alert to the
possibility of exploring information to interpret the
abnormality in the operstion informationm.

5.5 E OF P SPECIFICATIONS

We select those functions of the processors that sppear most in-
timstely related to the sres of credibility and consistency. These appesr
above in this manner:
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A. Net Update Processor

2. Update fact credibilitcy, performing. computations and
language changes between likelihood and credibility.

« (3) Update fact credibility due to aging conditions
(paragraphs 4.3.1, 4.3.2).

4. Compute end enter alert status update information.
6. Compute and enter updated numeric fact estimates.
B. Net Search Processor

2. Search for results using logical resolution methods.
This may be accomplished using a separate processing
module.

These five functions have been chosen under a brosd interpretation
of credibility and consistency. For example, the A.4. function above is
relsted to the consistency of a whole group (or pattern) of facts rather
than to single fact consistency problems. (Likewise, the statistical method
of representing uncertainty or ércdibili:y ideas, as lppliod to the appropriate
facts, referred to in the A.6. function, is a generalization described in para-
graph 3.2.3.8.) ]

On the other hand, the functions listed in paragraph 5.3.1 do not
sppesr sbove becsuse the impact of credibility and consistency procedures
is slight. In the case of a missile trajectory report, obtaining the
range capability value (one of the numeric report values of the second
function in psragraph 5.3.1) does not appear to be affected by credibility
procedures. The first function in paragrsph 5.3.1 may or may not have the
estimste of 1ikelihood ss part of the report: otherwise this function also
sppears to be unaffected.

These five functions sre detsiled im the following paragraphs.
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5.6.1 Net Update Processor

| 5.6.1.1 Update Fact Credibility, Performing Computation and

Language Changes petween Likelihood and Credibility

5.6.1.1.1 Information st Start of Function

(1) XF—>R) likelihood estimate is sveilable for the
evidence of report R bearing upon fect F.

(2) L(F) ;4 odds estimate is available for fact
F besed on the evidence precceding report R.

(3) <F>old credibility estimate is svailable for fact F

based on the evidence preceeding report R.

L(F)
<> =
old 1+L(F)old

.

5.6.1.1.2 Information at End of Function

(1) A(F—>R) likelihood estimate unchanged. .

(2) I.(l-')m‘“y replaces L(F)old and report R is included
in the fact F evidence.

(3) <r>ncw replaces <l">"1 g and report R is included
in the fact F evidence.

L) ..,
<r>ncu i 1+L(l-')nw

5.6.1.1.3 Processing in the Function -
(1)  Compute L(F),,, = L(F) ;4 LF-R),

L(F)
(2) Compute <!‘>““’ = ‘_J.Llﬂ(?) 5,
n

(3) Store L(P)”' and ¢>ncv‘

5-12
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5.6.1.1.4 Initiation of the General Process

(1) At some point, perhaps with the first report, an
l.(l")olcl (and therefore <F>oid) estimete must be made
to start the process goinz. Care is required to
make sure that no report's evidence is overlooked,
or counted twice.

(2) At any point, especially when the evidence of old
reports is better unders:oqd by tha file suthority,
the file L(P)old"<x>zld values may be replaced by
improved values. This, in effect, reinitiates the
process, and later reports may be treated routinely.

5.6.1.2 Update Fact Credibilitv Due to Acing Conditions

5.6.1.2.1 Information st Start of Function

P RIRTE 48 £ Ml i g

(1) Dc. system credibility depreciation comstent for
this type fact during s review period without reports.

(2) c°. terminal credibility estimate for this type fact
through many review periods without reports.

(3) <:P)%1d credibility estimate for fact F at start of
reportless review period.

(%) l.(!‘)°ld odds estimate for fact F at start of
revievw period without reports.

<>,

L(Fg1a * 139 &

5.6.1.2.2 Inforsation st the End of Function

(1) D, and c° constants unchanged
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(2) <F>new replaces <F>old

3)

L(F)new replaces L(F)old

<>

= new
l'(F)new lmne

W

5.6.1.2.3 Processing in the Function

)

(2)

(&)}

i <9new A0~ e <lc>01<! e

<.

new

Compute L(F), ., * T°>

new

Store <F>new and L(l-‘)ne"

5.6.1.2.4 Initistion of the General Process

5.6.1.3

1

At any point, especially when the pattern of evidence,
and gaps in reports, srebetter understood by the file
suthority, the file <l-‘>°1 g L(F) 14 DY be replaced by
improved values. This, in effect, reinitiates the
process, and later sging conditions may be treated
routinely.

Compute and Enter Alert Status Update Information

5.6.1.3.1 Information at Start of Function

Q)

(2)

(&)

A 4s available as alert indicator value prior

2(o1d)
to receipt of new estimate of parameter an (e .8+
current range capability estimate for missile site

#17)

Dm is available as new estimate of parameter D.

Dm and d - are available as normal parameter

value, and normal parameter tolerance estimate.
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5.6.1.3.2 1Information at End of Function

(}) Al(new) replaces Al(old) and the alert indicator
value is based on the current estimate Dnew of the

= parameter D.
(2) Dnew is qnchan;cd.

(3) Dno and dnor are unchanged.

9

5.6.1.3.3 Processing in the Function

D -D
Stk | newd nor |
nor

(1) Compute A

(2) Store Al(new)

5.6.1.3.4 Initiation of the General Process

(1) As soon as system information on parameter D
makes estimates for Dnor and dnor possible
and profitable, the process can be started with

e te.
the current Dnew es ing

(2) At any point where improved knowledge warrants,
improved Dnor and dnor estimates may be em-
ployed. The process is undisturbed.

5.6.1.4 Compute and Enter Updated Numeric Fact Estimates

5.6.1.4.1 Information at Start of Function

(1) Dt.p is available as a new reported value for
the parameter D (e.g., range capability for
missile site #17).

(2) D°ld and dold are available as running esti-
mates before receipt of Drop' of the value and
deviation for parameter D.
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(3) g gqvailable as & szoothing or weighting con-

stant, subject to information conditions and
operator judgment.

« 5.6.1.4.2 Information at End of Function

(1) an and dmw replaces Dold and ‘old as the

effect of the D" value is incorporated.

P
() Drop and of are unchanged.

5.6.1.4.3 Processing in the Function

(1) Compute I (1- o) nold + oD

rep
(2) Compute:.
| a s | - 1@, 0%+ @ -p,0%+«n_ -p 12
new old new old new Tep
(3) Store Dn o and ‘m
i =
; 5.6.1.4.4 Initiation of the General Process
' (1) A preliminary pair of estimates, before receipt
: of DI'CP values, or shortly after, may be em-
- ployed for initial Dou' ‘ou values.
(2) Increased experience may readily lead to modi-
fication of o« parameter.
5.6.2 t Search Processor
5.6.2.1  search for Results Using Logical Resolution Methods
This may be accomplished using s separate processing module.
5=16




5.6.2.1.1 Information at Start and at End of Function

(1) <p>, p is available as fact p with current
credibility estimate <p>.

(2) <q>, q is available as fact q with current
credibility estimate <q>.

(3) (<r->, <r+>) pAq> r is available as rule
- yielding derived fact r. <r-> and <r+> are
the credibility estimates for fact r in case
the rule hypothesis is false or true, respec-
tively. .

5.6.2.1.2 Processing in the Function

(1) Compute <r> = <r-> (l-<p> <q>) + <r+> (<p> <q>)

W AT g

(2) Prepare <r>, r for display to operator

5.6.2.1.3 Display of Search Results

(1) Search result <r>, r where r is a derived fact
and <r> its credibility estimate.

(2) Background data of paragraph 5.6.2.1.1

5.6.2.1.3 Inictiation of the General Process

(1) Both facts p and q are apt to be obtained as
the result of a search and comparison operation
in which credibility and consistency structures
are insignificant. An illustration appears in
paragraphs 4.2.2 and 4.2.3.

(2) Such rules may be applied consecutively, under
analyst control, as illustrated in above men-
tioned paragraphs.

! (The reverse of this page is blank)
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6.1 LISP MODIFICATIONS

The LISP language suggested itself as a convenient tool for the spec-
ification, design, and implementation of information structure manipulation
techniques associated with intelligence information. It would allow for the
rapid development of inference strategies and credibility analysis techniques
based on different information structures.

Although the LISP language structure is sufficient, certain defici-
encies existed in the LISP processor available for the UNIVAC 1110 system at
FID. These deficiencies would limit the accommodation of the expected range
of data access requirements for the intelligence system at FID. The main
areas requiring investigatibn can be summarized as follows:

(1) The transparent transfer of "pages” of in-process list structures
between core and mass storage in order to increase the amount of
1list structure that can be accommodated in a given working stor-
age ares,

(2) The transfer and restructuring of complete information modules
between core and permanent mass storage in order to efficiently
utilize blocks of mass storage and provide for an on-going data
base common to a group of users,

(3) Communication between LISP and non-LISP program modules,

(4) The limit on the amount of information which can be referenced
in the current 1100 LISP address space, and

(5) The implementation of double precision real numbers.

6-1
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The investigation and subsequent modifications to the 1100 LISP sys-
tem were oriented toward producing a new tool to be utilized in a complex and
high-volume data base enviromment. The modifications preserve the LISP lang-
uage processing integrity wherever possible and are considered to be generally
useful outside of the STIS environment.

6.2.1 Software Paging

In order to reduce the real memory requirements placed on the FID
1110 computer by a LISP system, the concept of a paging environment was ex-
amined and implemented.

The most pervasive modifications to UNIVAC 1100 LISP is the inclusion
of the paging environment. Basically, this paging environment allows the user
a virtual reference space oftl31x while the real core allocated him is only a
fraction of this figure.: Ail pointers and references in the LISP system are
made with virtual addresses which require translation to real addresses. Both
virtual and real space lfe divided up into equal-sized sections called blocks;
these blocks correspond to the LISP notion of page in that only one node type
may reside on a block. Virtual blocks can be in one of three states:

(1) Available - Block has not been requested by LISP.

(2) Core Resident - Block has been requested by LISP and has
been assigned a core block.

(3) Drum Resident - Block has been core resident at one point,
but has relinquished its core block for use by another
virtual block. It now resides on a drum file assigned to
the LISP system.

Core blocks are either 1) allocated to a virtual block or, 2) available for
assignment. To keep track of the various blocks' states, there are four data
structures:

(1) Available Virtual Block Queue

(2) Available D-Bank Core Block Queue

(3) Available I-Bank Core Block Queue

(4) Page Table - This structure also records each virtual block's

node type and, if the virtual block is core resident, the
core block assigned it.

6-2
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Each virtual block has a unique place for itself in the drum file.
If 8 is the number of sectors that can store one block, then virtual block 0
occupies the first s sectors of the file, virtual block 1 occupies the second
s sectors of the file and so on, thus, the drum file may be thought of as a
replica of the virtual space.

When LISP requests a virtual block for which no core block is avail-
able, another virtual block is chosen to become drum resident to free a core
block. This choice is made using the Least Recently Used (LRU) Algorithm dis-
cussed in Appendix G. With the LRU Algorithm, the virtual block which was
referenced the longest ime ago is the one selected to reside on the durm. The
LRU Algorithm was used instead of the Weighting Algorithm (described in Appendix
F) primarily for its speed in processing each virtual reference and for its
simplicity of implementation..

Certain virtual blocks are "locked" into core (i.e. once requested
they must always remain core resident). Most of these virtual blocks are also
"fixed" in core. In this case, the virtual block and its assigned core block
have the same number so that all virtual addresses in the virtual block are
identical to their real addresses. The virtual blocks containing system code
and data, system atomic symbols, and register space are all fixed and locked
to greatly reduce the number of reference translations in the system. Virtual
blocks containging compiled LISP code are defined to be locked to maintain
execution efficiency due to the probable high number of references to compiled
functions within STIS. However, compiled code blocks need not be locked and
may be defined to be pageable if it is seen that there is little activity in
these functions.

All of the system functions were amended to accommodate the paging
environment. These changes are transparent to the user except for functions
such as *EXAM which now use virtual addresses as arguments. Also, a garbage
collection is now performed automatically when either 1) no available virtual
blocks exist when one is needed or 2) no available I-Bank core blocks exist
vhen one is requested.

A subroutine TRAPPER was written to perform the following functions:

(1) translate a virtual address to a real address
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(2) operate the LRU algorithm
(3) write a block onto the drum file
(4) read a block from the drum file, and

(5) keep count of the number of reads and writes to the drum file.

This routine is called within the system code whenever a data item is read from
or written to a virtual address. A modified version of this routine was written
especially for use by compiled code. The LISP compiler was then modified to
output the calls to this routine in the appropriate code generation functions.
The compiler was also wodified to generate instructions only with virtual address
fields.

6.2.2 Permanent Storage Facilities

The usage of LISP in a large data base context requires that a facil-
ity exist to provide for the "permanent” storage of completed list structures,
so that they can be made available for gemeral future retrieval. Such a facil-
ity requires a mass storage 1/0 and allocation/deallocation scheme that is
considerably more elaborate, in the long-term development, then that required

for temporary paging.

The LISP system has been modified to provide facilities for the stor-
age, and subsequent access of list structures in a compressed format on external
mass storage files.

A list structure to be output onto mass storage must be the value of
an atomic symbol identified in the output call. Conversely, a list structure
brought in from mass storage becomes the value of an atomic symbol identified
in the input call.

To provide these services, three functions have been added to the
LISP repertoire:

(1) (PUTNODE atomic symbol block number partition id.)

The value of the specified atomic symbol is output to the
specified block location in the specified partition (file).
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6.2.3

()

3)

During output, the list structure is converted to
printable form ({i.e., to an S-expression) and packed
into an output block area. When output characters ex-
ceed the capacity of the output area, another block lo-
cation on external storage is allocated, the allocated
block number is placed as a link in the last word of the
output area, and the output area is written to the cur-
rently specified block location. The newly-allocated
block becomes the currently specified block location,
and packing of output characters commences at the begin-
ning of the output area. This process continues until
the list structure is exhausted, at which time the current
contents of the output area are writtem to the currently
specified block location on external storage.

(GETNODE atomic symbol block number partition id.)

Data (in S-expression form) are read beginning at the
specified block location on external storage, into an
input block area and translated into an internal list
structure using existing LISP read functions. If data

in the current block are exhausted before the list
structure is completed, the block number of the next
block on external storage containing continuation data

is obtained from the link word in the curreat block.
Blocks are read as required until the entire S-expression
has been processed and the list structure has been complet-
ed. The resulting list structure is assigned as the value
of the specified atomic symbol. A list of any link blocks
(continuation blocks) encountered during the processing
of the S-expression is assigned to the system atomic sym-
bol SEGLIST. (This list would be required for future
"replace” and "release"” operations).

(ALLOCATE # Blocks required partition id.)

The specified number of consecutive blocks of external
storage is reserved for subsequent use by the caller.
The allocate function is used for the acquisition of
unused blocks for the initial output of internal lists,
and is also used (transparently to the caller) during
PUTNODE processing to acquire continuation blocks. The
allocation scheme is very simple, but adequate to allow
for the building and debugging of higher-level functions.
It is anticipated that it will be replaced by a more complex
allocation algorithm tailored to system requirements yet
to be defined.

Interface for LISP Callers

A facility has been designed to allow the LISP system to be called by

non-LISP programs. The calling mechanism provides for two main components:

6-5

W ST TGO




(1) the passing to LISP of an S-expression which LISP can
evaluate in the normal way.

(2) the identification, description and location of value
parameters vhich are transformed from LISP to non-
LISP format or vice-versa.

A literal in the calling program designated as the LISP S-expression
is transferred by the interface routine to the LISP read buffer. The literal
must be a complete expression in the LISP language. The expression is not
scanned by the interface routine.

Each value parameter associated with the call is described by means
of a 2-word packet. This packet includes the following information:

(1) the name of thé parameter - this name is interpreted as
the atomic symbol to which the parameter value will be
attached (either through the action of the interface
routine or through the evaluation of S-expression by LISP).

(2) 4nput/output indicator - indicates whether the parameter
value is supplied by the caller, or is to be delivered to
the caller after the expression is evaluated.

(3) array indicator - indicates whether the parameter is a
single value or a one-dimensional array.

(4) parameter type (e.g., integer, double-precision floating
point)

(5) parameter size - for an array, the number of elements; for
a string, the size in words (arrays of strings cannot be
defined).

After placing the S-expression into the LISP read buffer, the inter-
face routine examines each parameter description packet. The routine assures
that an atomic symbol having the name of the parameter is defined. If it is
an output parameter, no further processing of it takes place at this time. If
it 4s an input parameter, the parameter value is placed into the type of LISP
space appropriate to the parameter type. If an input array is being processed,
as each element is assigned LISP space, it is added to a LISP list structure.
When the input parameter has been completely processed, its LISP value is assigned
to the appropriate atomic symbol.
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After all parameters have been processed, the LISP evaluation process

is entered.

On normal return from LISP evaluation, the interface routine rescans
the parameter description packets for output parameters. For each output para-
meter, the LISP value for the appropriate atomic symbol is retrieved and placed
into the specified user area. During this processing, appropriate checks are made
to determine that the LISP value types correspond to those given in the output
parameter description. A LISP list must correspond to a defined array. No
change is made to LISP values during this processing.

Error-free processing of a user call results in a return to the user
with a zero status word (in a location specified in the calling sequence).
Errors occurring during parameter processing, or during evaluation, result in

a return to the caller with a non-zero status word.

The first call to LISP made by the user results in the initializing
of the LISP system.

§ The above described process has been coded and tested. Complete
£ implementation of the interface, however, still awaits the trapping of all
possible evaluation errors, and the development of a contingency processing
strategy suitable for the destined environment.

6.2.4 LISP Address Space

Currently, LISP is oriented toward the use of an 18-bit (half word)
pointer, of which only 17 bits are available for addressing. This address
1imit of 131K words is too low to provide for complete addressing over the
whole range of the projected STIS data base. In order to avoid a requirement
to modify LISP in this regard (though the modification is conceptually simple,
it would at best result in a considerable reduction in available core usage),
it has been decided that each node in the concept net will be a separate list.
Several methods are available for dealing with these lists; the method that
seems most attractive currently is to treat the node identification as an
atomic symbol and to list the attribute and value structure of the STIS Node
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from the atomic symbol. Each list, hence each node, can be up to 131K words
long. Nodes which are logically larger than 131K words can be segmented by
the user using attributes defined for that purpose.

Several system utility functions were implemented within LISP to
<elp the programmer control the free space utilization of the system.

(1) (REMOB x) - removes all atomic symbols in the list x from
the hash 1list so that they are eligible for garbage collec-
tion.

(2) (GC) - allows the programmer to invoke the garbage collector
to remove dead space and place it on the appropriate available
free-space list.

6.2.5 Data e Double Precision Real

A new node type was created for double precision reals. Each double
precision real is stored as a normalized double precision floating point number.
Its 1/0 format is similar to single precision with a 'D' (in place of an 'E')
precading any exponent. A decimal '.' and a 'D' must be present when inputting
the number. The arithmetic routines were modified to convert arguments to
double precision and return a double precision number if any arguments are
double precision. The following was also i-plenen;ed:

(1) (FPCOMPRESS DP) - converts the double precision number DP
to a single precision value and returns that value.

The 1/0 routines which perform real number conversions (BCD to binary
and vice-versa) were also improved for both speed and accuracy.

6.2.6 Other Modifications

Certain additional modifications were made to LISP due to the impact
of one or more of the primary items of investigation mentioned earlier as well
as the planned environment within which LISP would function. These modifications
include the following:

(1) Compiled code location - Compiled code has been restricted
to occupying I-Bank space only.

(2) Dynamic core expansion - The LISP system function (GROW) was
zemoved as it was deemed unnecessary due to the paging im-
plementation.
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(3) Control Stack overflow - Tighter security measures were in-
stalled to detect control stack overflows into any contig-
iously collected data areas.

(4) Value stack placement - The placement of the value stack and
the LISP data bank (D-Bank) in general was made Collector
dependent and assembly independent. A relocatable element
of LISP can have its starting D-Bank address specified by a
Collector DBank directive. The Collector bank-naming tech-
nique is now used to create an absolute element of LISP.
Explicit bank collection and control stack overflow traps
allow other externally assembled modules to be mapped to-
gether with LISP into one executable element.

(5) Timing information - (TIME) and GCTIME) functions were modi-
i fied to return the total accumulated SUP (Standard Unit of
£ Processing) time for the LISP session and for garbage collec-
tions respectively.

Thé control card :TIME was augmented to provide the total
accumulated SUP time for the session, the CPU time, the I/0
time, the Executive Request time, and the core block residency
time.
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THE CONCEPT NET -- A NEW INFORMATION STRUCTURE FOR STIS
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1. A MODEL FOR INTELLIGENCE INFORMATION

The Concept Net represents the intelligence analysts' collective

view of the current state-of-affairs in the real world. It is populated with
_"facts" distilled by the analyst from observations, reports of observations, and
assertions concerning his sphere of interest in that world. Since it is a dy-
namic world and viewed, as it were, "through a glass, darkly", each fact has
associated with it an open-ended set of qualifying statements which include,
typically, the source (or message) from which it was derived, its interval of
validity (in time and/or space), the date of observation or entry into the
system, the credibility (probabilistic truth value) assigned by the analyst,
and the time-constant (or "half-life") which characterizes the volatility of
the information. Because virtually all intelligence information is both of
questionable veracity and subject to change, we view the original credibility
level as being modulated by an exponentially decaying weighting function

whose time constant is characteristic of the volatility of the type of infor-
mation in question. For example, the place of employment of an individual

may have a half-life of four years. That is, if it was reported in 1970 that
George Murphy worked for RCA, and this "fact" was accepted with a credibility
of 0.8, then in 1974, in the absence of any new data concerning Mr. Murphy,

the credibility of that fact would be 0.4.

Another characteristic of intelligence information is that there
may be conflicting reports concerning the facts about a given entity and/or
legitimately differing views among one or more analysts as to what the facts
=ay be, or, for that matter, more than one value for a given attribute may
be valid in a given time interval. (The case may be that Mr. Murphy, while
working for RCA, moonlights as an instructor for Rutgers University so that
spparently conflicting reports on Mr. Murphy's occupation may be reconcilable,
and coexist with a high credibility. On the other hand, the report of Mr. Murphy's
employment at Rutgers may be a deliberate plant or "cover" to obscure the fact
that he works for RCA.) For this reason, and to provide for simultaneous use
of a common body of information among many analysts, the analyst or organization
vhich is responsible for a given "fact" is recorded as part of the information

qualifying that fact.
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2. THE CONCEPT NODE

The Concept Net is organized as & network of nodes, each of which
represents a concept (such as an individual or other entity) which is of interest
to the analyst. The node in turn contains a set of facts (properties) made up
of attribute names and qualified values, which describe the entity and its re-
lationships to other entities. These facts are derived from (and -ied to)
messages concerning observations of the real-world. Other nodes may represent
concepts which exist independently of messages (or observations of the world)
such as semantic concepts representing the attributes and values themselves,
as well as their inter-relationships. (Value nodes will also be related to
the entities which are described by (or use) those values, providing a cross-
index to the Entity Net.)

Each node in thé Concept Net comprises an open-ended set of
properties of the concept or real-world entity which is represented by the
node. A property is an attribute-name/attribute-value pair which may, in
turn, be qualified by an arbitfary list of properties. Attributes and values
(also terms and words) are themselves represented by nodes in the Concept Net.
An entity node may stand for a real-world individual, unit, facility, weapon,
event, etc. A node may also represent a state or sub-entity attached to a
parent node. For example, a parent node may represent a generic class of
weapons, such as the Minuteman missile, while a sub-node may represent a specific
example of that missile installed at a particular site, with a particular target,
etc.

When a given entity or other concept node (the source) bears
some relationship to another concept node (the target), that relationship is
represented in what is called an entity-relational attribute in the source node.
Its value is the identifier (Node #) of the target node. In order to provide
complete cross-referencing, there will be defined for each relational attribute
R (using its Attribute Node in the Semantic Net) an inverse relation R'l 80
that if entity a bears relation R to entity b "R(a b)" then entity b bears re-
lationship 5-1 to entity a "l a)". For example, if the Pershing Missile
has a test site at White Sands "Has Test-site (Pershing Missile, White Sands)",
then White Sands is the test site of the Pershing Missile "Is test-site (White

Sands, Pershing Missile)" where "Inverse (has test site, is test site)"
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and "Inverse (is test site, has test site)". In the above example, the first
two statements would be in the Entity Net (Pershing Missile and White Sands

nodes, respectively) while the latter two statements would be in the Semantic
Net (Has test site and Is test site nodes, respectively).

In addition to entity-relational attributes, an entity may
possess attributes whose values are names, numbers, or descriptive terms
which are not other entities. These values may be represented by nodes in
the Semantic Net (rather than the Entity Net) which in turn cross reference,
as entity (or index) lists, those entities which use them. Hence, the dis-
tinction between entity-relational and non-entity-relational attributes has
little operational significance for search strategies in the system. In
either case, the entities possessing a given property are accessible through
the cross-referencing (indexing) feature, whether it be the node representing
the target of an entity-relational attribute or the node (in the Semantic Net)
representing the value of a non-entity-relational attribute. The entity list

under the value node can be considered the inverse of the non-entity relational

attribute in the entity node in which it occurs. The Concept Net provides for
both an attributes-under-entity (normal file) and an entities-under-attribute
(inverted file) point of view. This redundancy of access path -- sacrificing
space for time -- is built by the system, under control of the Data Base
Administrator (who may limit this redundancy selectively) and need not concern
the analyst who chooses to limit his role to that of an information consumer.
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3. SUB~NODES ~- COMPOSITE ATTRIBUTES AND N-TUPLES

There will be instances in the Concept Net when it will be use-
ful to consider one node as subordinate to another in a hierarchic sense (rather
than the non-hierarchic, or coordinate, relationship between two nodes which
‘are joined by an entity-relational attribute). When this subordinate relation-
ship is defined, it implies the desirability to store the subordinate node so
that it is physically accessible with the parent node, reflecting logical de-
pendency and/or predictable access patterns. When this occurs, the subordinate
node is called a sub-node of the parent, or master, node.

The sub-node relationship can arise in several contexts. 1In
addition to the close master/slave relationship that may exist between two
entities, mentioned above, a sgbnode may represent what is called a composite
attribute, or n-tuple. A composite attribute is an attribute comprising a
set (n-tuple) of simpler att;ibutes. For example, goiition may be defined as
a composite attribute comprising the simple attributes latitude and longitude,
or address comprising number, street, city, and state. Composite attributes
provide for generic terms which conveniently reference and retrieve a set of
specific information. The analyst or programmer who is concerned about the
structure of the Concept Net or is developing appropriate terminology for
semantic concepts may work with the Data Base Administrator to define composite
attributes or other sub-node relationships.
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4. FORMAL DESCRIPTION OF THE CONCEPT NODE

Each Concept Node in the STIS Concept Net is represented by
the same formal structure, called a description list. Entity Nodes, Attribute
Nodes, and Value Nodes are all instances of Concept Nodes in STIS. Each Con-
cept Code (or Node #) is the name of a description list. (The Node f# will be
used as a key to obtain the description list from permanent storage.) Sub-
nodes are also represented by description lists but they do not have separate
Concept Codes associated with them since they are stored with the parent node.
A composite value (the value of a composite attribute) is a special case of a
sub-node in which the attributes have been predefined.

A Concept Node in STIS is a description list. The formal syn-
tax of a description list is specified in Table A-1. Lower case letters repre-
sent syntactic variables and upper case letters represent concept codes or
other terminal atomic symbols.

There is no syntactic distinction between brackets and paren-
theses. Note that a description list is defined recursively so that there
is no constraint on the nesting of subnodes representing qualifiers or com-
posite values.
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TABLE A-1

NODE STRUCTURE SPECIFICATION

Note: The convention used here for syntax specification uses the following
metalinguistic symbols:

- is defined as, or can be replaced by

. ) one or more occurrences of the expression enclosed
by the lower half-bracket

| choice symbol

( 1 optional (at most one occurrence) of the expression
enclosed by the upper half-brackets

Syntax
1 deslist « [@ uﬁop,]
prop + (A vii)
val « V | [(val)) | (val qual) | deslist
qual « [* (prop)]
Semantics

deslist = description list
prop = property
val = value
A = Attribute Code (i.e., Node #)

V = Value Code (i.e., Node #), numeral, or string
representing a terminal value.

qual = qualification list
[V...] = array (list) value

(val qual) = a qualified value; qual is the subnode which
qualifies val

(A deslist) = a composite property; A is the composite attribute

and deslist is the sub-node representing the composite
value. :
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TABLE A-1 (Continued

Examples

The following description list examples represent Entity Nodes.
In the interest of clarity, attribute and value names are used rather than
Node Numbers.

#1 = [@(Name [@(First Jerry) (Last Sable)] ) (Age (45 [*(Source Est)

(Accuracy ¢ 3) (Validity-interval 1975)]))

(Works-at 02)]

P G

#2 = [@(Name AAI) (Fac-type Consultant-or;) (Employs [#1 #3 #4])
(Location ([Phila Wash] ([*(Cred 0.90]))]

#3 = ([@(Name Schernecke) (Works-at #2)] [*(AOR Consultants)])

#4 = ([@(Name McCrea) (Works-at(#2[*(Validity-interval [1963 1975])]))])
[*(AOR Consultants)])




3. THE SEMANTIC NET

The Semantic Net is that subset of the Concept Net comprising
Attribute and Value Nodes. All attributes and values are represented by nodes
4n the Semantic Net. (In the case of numeric values, the Value Node represents
an interval on a lograrithmic or linear scale.) When they occur in the descrip-
tion 1ist of a node in the Entity Net, attributes and non-numeric values are

represented by their Concept Codes (Node Numbers).
5.1 Attribute Nodes

The description of any concept consists of a list of properties,
i.e., attribute name/value pairs. Since attributes are concepts themselves,
they are represented by nodes in the Semantic Net subset of the Concept Net.
Some of the attributes which can be expected to be used in the description list
of an Attribute Node are listed below. (It should be noted that as in all nodes,
these attributes, exccpt.whgn they are self-referencing, are represented by the
Node Codes of Attribute Nodes. Their values are represented either by Node :
Codes or by Term Codes.)

Attribute name

Synonyms

Narrower attributes (for composite attributes)

Broader attributes (for components of composite attributes)
Inverse attribute (for Entity Relational attributes)

Values (the list of values for this attribute, limited to the
first domain element in the case of Entity Relational
attributes)

Attribute Data Information =- the value of this attribute is
a pointer to the Attribute Data Record in a Direct
Access file outside of the Concept Net. The ADR de-
fines the format, precision, units, and "owner" of
the attribute. This is an example of a special attri-
bute, or Process Mook, which invokes an outside routine
to compute a complex value, using the nominal attribute
value as a parameter.

Other Attribute properties, such as transitivity, reflexivity,
and symmetry which may exist will also be represented in the property list of
the Attribute Node.
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5.2 Value Nodes

Each non-numeric value, or range of numeric values, which can
serve as a retrieval condition will be represented as a Value Node in the
- Concept Net. When indicated by the analyst, or Data Administrator, the Value
Node will serve as the head of an index to information in the Entity Net.
This provides support for the three basic strategies for retrieving informa-
. tion about intelligence entities:

(1) through the context of an explicitly identified
entity, including its association with other
entities via relational attributes,

(2) through a retrieval criterion made up of a set
of specified properties which the entity should
possess, and -

(3) through properties which are plausible for the
entity because they can be inferred from general-
ized rules stored in the Concept Net.

Some of the attributes which can be expected to be used in the
description list of a Value Node are listed bDelow:

Value name

Synonyms

Narrower values (or subsets)
Broader values (or supersets)

T ——

Attribute (the attribute that has this node as a value, the in-
verse of the Values attribute in the Attribute Node)

Entities (the entities which have this node as a value. This
serves as the index list for those entities.)
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6. THE ENTITY NET

Information about any intelligence entity of concern to the
analyst can be stored in STIS by creating an Entity Node to represent it in
the Concept Net. Once the node is created, the description of the entity is
stored as a list of properties. Internally, the entity is known by its Node
Number, which serves as its retrieval key from permanent storage, as is the
case for any node in the Concept Net. In its simplest form, the entity
number n is represented by a description list such as:

n=[@(Aa) (BD) (Cc) ...]

The interpretation is that the entity represented by node n has all of the
properties listed. That is, in conventional relational or logical format,
the attributes A, B, C, +e. are binary relations connecting the entity and
a value and the following conjﬁnction holds:

A(n,a) A B(n,b) A C(n,c) A ...

Thus, in the Entity Net, information is collected in an "attri-
butes-under-entity" format, while in the Semantic Net, one may say that the
same information appears in an "enti{ties-under-attribute" format. As will be
discussed below, the simple description list form czn be generalized in a
number of important ways.

6.1 Entity Relations

The simplest relations are attributes which take scalar values,
either literal or numeric, such as Name(n,Atlas) and Weight(n,150). However,

values are generalized to ﬁernit arrays, such as Name(n,[Atlas,M12]) and
Location(n, [ND,FL]). Assuming Node n is #10, this would appear in description

list format as:

#10 = [@(Name [Atlas M12]) (Weight 150) (Location [ND FL]) ]
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Entity-relational attributes ni“ie other Entity Nodes as values.
If entities #11 and #12 were test sites for #10, then the update command "Add
Test-Site (#10, (#11, #12])" would add the property (Test-Site [#11 #12]) to
the description list for #10.

By permitting a value to be represented by a description list,
or subnode, the descriptive power of the system is augmented in a number of
ways. The simplest instance of this, the composite attribute, was described

in Section 3. Other cases will be discussed in the following paragraphs.

6.2 Generic Entities

It is often useful to describe an object as a generic type for
which, in the real world, there exists a number of specific occurrances. This
can be done by creating a node, called a generic entity, which represents the
common characteristics for these objects. This can then be supplemented by a
node for each individual object for which specific information is required but
which is not characteristic of the clasé as a whole. For example, suppose we

have the missile type Atlas represented by:

#20 = [@(System ICBM) (Name Atlas) (Weight 150)

(Accuracy 3) (Instances [#21 #22 #23]) ]

Nodes #21, #22, and #23 then are specific entities whose general characteristics
are given in node #20 and therefore may be inferred by reference and need not
be explicitly repeated. Each instance will reference the generic entity and
give only unique characteristics, such as:

#21 = [@(Location ND) (Target #31) (Serial 1234) (Generic-entity #20)]
Note that the attributes "Instances" and "Generic-entity" are a converse pair.

6.3 Eptitz States

It is often necescary to track changes in a given set of proper-
ties of a specific object. To do this, subnodes called "states" are created.
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The relationship between a specific entity and a state of that entity is paral-
lel to that between a generic entity and a specific entity. That is, only pro-
perties whose values change from one state to the next need be recorded. In-
varient properties are given in the parent node. For example, suppose a Polaris
type submarine is being tracked. Intermittent reports of its location may be
given in state nodes which reference the specific entity node. The specific
entity node may, in turn, reference a generic entity. This interrelationship

of subnodes is diagrammed in Figure A-1l.

The recurring motive for introducing subnode relationships such
as "instance" and "state" is to avoid redundant storage of information. The
payoff for eliminating unnecessary redundancy is reduction of maintenance and
retrieval time as well as space. Storage compression at the state level can
be carried to a further stage when changes in state are predictable or can be
represented analytically as a function of time. Opportunities for this may
exist in situations such ‘as when a periodic itinerary for a submarine or other
ship is known, or when a satellite position may be found from orbital parameters
rather than extrapolation or interpolation of tracking data. In such cases,
state nodes may be replaced by compact state-transition information.

6.4 Fact Qualification

It is possible to modify or qualify information by appending
a qualification list to either a description list (node or subnode) or a value.
The qualification list has the format of a description list so that the two
forms are respectively (deslist qual) and (val qual) where the second element
is the qualification list. Typically, qualification information in an Entity
Node will coutain fact control (access control) information if it is at
the node level and fact control and/or source, credibility, and temporal data
at the value level. Because information may be obtained from several sources
and may be varying with time, multiple values will be common in the Entity
Net. The particular values which are valid for a given analyst at a given
time will be determined on the basis of the qualification list.

The default interpretation of the property (A v) for an entity
(say e) is that the entity has the value v for the attribute A. In symbols A(e)
= v. The value v may either be a scalar V or an array [V...]. However, there
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are occasions when one wants to specify a relational operator other than equality
between the attribute and the value. Possible relations are greater-than, less-
then, not-equal, approximately-equal, not-greater~than, etc. The qualification

1ist is also thc mechanism for accomplishing this, with the exception opcrator
attribute “Rel-op". For example, Age(c)»40 would be given as (Age(4O[*(Rel-op 2)])).

There will be instances when it is more convenient to compute o
a valuc for a given attribute from specified parameters rathcr than explicitly
store its value. This will be especially true for large arrays of composite
attributes. For example, it will often be more efficient to compute the posi-

tion, velocity, acceleration, etc. of a missile from trajectory, atmospheric

i
|
6.5 Computed Valucs E

and vehicle parameters rather than storc explicit values with the required
precision. Even where analytic computation is not practical, it is often
more efficient to store values in large dense arrays or conventional files
(on serial or random access storage) and provide the appropriate file name
or key in the description list. Another example of the latter situation is
the Fact Control Information required for most entities and properties. Be-
causc this data can be readily formatted into fixed files, it may be more
efficient to provide a key to a Fact Control Data File in the qualification
1ist pertinent to the basic information, rather than provide that data in

description list format.

This capability will be accommodated by using a special
"Process-Hook” symbol and parameter list in place of the actual value in
the description list. The retrieval mechanism, when encountering the Process
Hook, will invoke the specified program and supply the given parameters. The
called program will return the required value.

6.6 Quasi-transitive Relationships
}

The use of entity relational attributes in the description of
the various objects of interest to the analyst results in a network of nodes
4n which information is highly associated. This richness of association
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permits information to be retrieved from many points of view or search paths.
Although this feature is, in general, desirable, unless special precautions
are observed, there are situations in which it can lead to the retrieval of
information which does not validly meet the conditions specified by the in-

° terrogator.

Consider, for example, a situation in which a weapon platform
(say a fighter-bomber) can be equipped to bear either of two types of arma-
ment (say torpedo or incendiaries) depending upon under which service unit
(aircraft carrier or tactical air base) it is employed. A given entity re-
lational attribute (such as "uses") may be used to enter this information:

Uses (Carrier Lexington, F-11)
Uses (F-11, ;orpedos)

Uses (TAC Base Charlie, F-11)
Uses (F-11, incendiaries)

The five entities would then be interconnected with the "Uses" relation as
shown in Figure A-2. It is apparent that a request for armament used by the
Carrier Lexington (or TAC Base Charlie) may come up with the erroneous answer
"incendiaries and torpedos". The fallacy is caused by what can be called a
"connection trap" in the F-11 "hub" of the network. It is avoided by using
one or both of the following devices:

(1) The set of values of a multivalued attribute are
qualified to inform the system that only one of
the values can occur in each instance.

(2) A configuration node (or subnode) is created to
describe each valid configuration of properties.

These approaches are detailed below.

Since an attribute may have an array as a value, we can have
a property such as:

(Armament [torpedo incendiary])

in the description list for an entity (say F-11). This raises the question as
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to the interpretation of the array:
ve [ V) Vg eee Vo ]

when it occurs as a value. The members v, may be an ordered n-tuple, an
(unordered) set, a bag (unordered set in which repetitions are permitted), a
disjunctive set (any subset is valid), a conjunctive set (all values co-occur),
or a choice set (only one value is valid in each instance). The type of set
which is intended can be identified by using the attribute "Set-type" in a
qualification list for the value. For example:

(Armament ([torpedo incendiary) [* (set-type choice) ]) )

The use of the "Set-type choice" qualifier alerts the system
(and the user) that only one value is valid but in itself is not sufficient
to specify which is the valid value in a specific case. This problem can be
solved by using a subnode (or a state) of the entity to establish a description
of each configuration of the parent entity. For example, we can have the states

[@(Used-by Carrier-Lexington) (Armament torpedo) ]
and

[@(Used-by TAC Base Charlie) (Armament incendiary) ]

under the generic entity for the F-1l. Note that this second approach avoids
the multiple values attribute and is sufficient in itself to unambiguously
describe the situation.

6.7 Footnotes

The analyst entering facts into the Entity Net will be permitted
to qualify any value (or entity) with unformatted comments, warnings, or other
text. He simply labels this text (generically called footnotes) with the appro-
priate attribute (Comment, Warning, etc.) and enters it with other qualification
information. Rather than store unstructured text as part of the node, a special
use will be made of the Process Hook capability. The value of the specified
attribute will be a pointer to the appropriate record in an external Foot note
File. The footnote will be retrieved automatically with other qualification in-

formation whenever required.
4 (The reverse of this page is blank)
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THEORETICAL FOUNDATIONS: THE PROBABILITIES OF COMPOUND PROPCSITIONS

1. , INTRODUCTION

A basic consideration in any work with probabilities (or eredibilities)
of statements of information (or rules) is how to assign a probability to a
statement derived from other statements, If the truth-values of X and Y are
always O and 1, then the values for such compound propositions as XA= Y or
X Y are clearly defined and well known. But when the range of truth values
opens up to the whole interval from O to 1, there arises a whole spectrum of
possibilities for each statement,

This paper discusses all those possibilities in order to put into
proper perspective what has sometimes been given very brief treatment in litera-
ture on the subject, Some comments will be made on what appears to be a very
popular first choice of approaches to the subject. It will also be seen that
the second choice, which is usually mentioned briefly, is not the only alterna-
tive, although it may be the best.

2. DOMAIN

A function of n two-valued variables has & domain of 2" discrete
points, which can be conveniently thought of as the vertices of an n-dimensional
orthotope (square, cube, tesseract, etc.). The range of the function may be
superimposed as one more dimension, The function or dependent variable may also
be two-valued, but is not necessarily so., An example of a mixture of two-valued
inputs with multi-valued outputs is the bell-shaped "curve" showing the dis-
tribution of numbers of "heads" when n coins are tossed.

The admission of values between 0 and 1 for independent variables
literally opens up a whole new world of possibilities. The domain of a function
then includes the whole interior and boundary of the orthotope., The knowledge
of what goes on at the vertices has been thoroughly investigated and copiously
documented in the last few decades. In many cases, these isolated values suggest
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what may happen in the rest of the domain, but they never define it with
certainty, This will be amply illustrated in this paper, where very different
functions defined over the interior of a square will be seen to have identicail
effects at the corners, and often around the whole perimeter,

The square to be used represents all pairs of values from 0 to 1,
inclusive, for two variables, x and y. In the illustrations, this square is
shown as if lying flat, as in Figure 0. Verticsl coordinates represent values
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Figure O, Universe of Discourse

of the dependent varisble s, Planes for x = .1, .2, .3, etc, are shown to
assist three-dimensional visualization. The planes are drawn as if opaque, but
the cube or other so0lid containing them as transparent. The graphs are in
effect continuous truth tables for logical operations on propositions., Capital
letters will be used to represent such statements, but small letters represent
pumbers. If 2 = £(X, Y), then x represents the probability that X is true, y
the probability that Y is true and s the probability that the compound proposi-
tion Z is true,
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3. XAy
3.1 nde en

The first function to be considered is Z = XA Y, If X and Y are
independent, the value assigned to the probability that they are both true
is the product of the individual probsbilities: e = xy,

This is represented by the warped surface illustrated in Figure 1.
The lines drawn in the surface represent its intersection with the planes

Figure 1. Probability of XAY

x=,1, x= ,2, etc, In this case the intersections happen to be straight lines,
The intersections of this same surface with horizontal planes, representing con-
stant values of &, would be hyperbolas. They would display the shape of the
surface the way contour lines do on a topographical map.

The independence of X and Y is a very important consideration, If
the median height of a population is 1.7 meters, then the statement that a ran-
domly selected member is over 1.7 meters tall has a probability 1/2 of being
true. It may be that the same population is equally divided between the sexes.
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But the statement
(m is tall) A (m is male)

is likely to be true for more than one quarter of the population. And the
probability of a pair of statements, each 1/2 true, can drop quite low, e.g.

(m is male) A (m has ovaries).

In such cases, it would always be helpful (although possibly unconstitutional)

to have information that discriminates on all sides of set boundaries. But if
the only inputs available are the probabilities of X and Y, then the probability
of 2 is rather uncertain, In the case where x = y = 1/2, it ranges all the way
from 0 to 1/2. Can it ever be worse than that? The answer is given in Figures

2 and 3, which show the meximun possible value of s and the minimum, respectively.

3.2 Maximum
The maximum possible probability of Z = X A Y is
e =min (x, y).

Its graph in Figure 2 is two planes, meeting along the diagonal of the cube
vhere x = y = g, This coincides with the graph of & = xy, not only
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at the four corners of the square, representing the classical truth table, but
also along all four sides. This shows that the minimum and the product give
identical resuits if either x or y takes on a value of 0 or 1, If, for example,
X 1s & tautology, or universally true statement, then the probability of X A Y
is simply the probability of Y, as shown by the diagonal line fromy = ¢ = 0
toy=g =1 in the front face of the cube.

This shows vividly that for the propositional calculus both multi-
plication and minimum give the same results. Either xy or min (x, y) gives
the truth-table values in the corners of the square, The distinction between
them is meaningful only in the interior.

3.3 Minimun

The third function to be'gnphcd in connection with XA Y is the
minimum possible value of ¢. The probability of XA Y increases according
to how much the statements X and Y tend to apply to the same set of sub jects,
The maximum is achieved when one set is a subset of the other. Similarly, low
probabilities arise to the extent that the characteristic sets of X and Y
avoid each other, If x and y are on the low side, it is possible for the sets
to be disjoint, and then the probability is zero. But for larger probabilities
the sets become so large that they cannot help overlapping. If they still stay
as far awvay from each other as possible, the territories in which they are false
are disjoint. The probability then achieved is x + y - 1, and it can be done
if and only 1f x + y > 1, So the minimum probability of X A Y is .

max (0, x+y - 1),

This is graphed in Figure 3, where it is seen that it too has the same border
as the other two graphs.
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Figure 3, Minimm for XAY

3.4 COMPARISON

The three graphs are shown together in Figure 4. In order to show

all three surfaces, the picture shows the planes for X = ,1, .2, etc. Each one
Figure 4. Range for XAY
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shows the range of &« as a parallelogram, which degenerates to & line segment
when X = 0 or .1. The product xy is necessarily between the maximum and the
minimum, and is seen in Figure 4 as a diagonal of each parallelogram. It is

not generally midway between the top and bottom, but it represents an average

of all values weighted by their probabilities (assuming X and Y are independent).
For example, when x and y are both small, the characteristic sets of X and Y

are more likely than not to be disjoint. So the graph of s« = xy stays close

to the floor in that region, not up near the roof.

The three graphs coincide along all four edges, and it appears as if
they differ from each other increasingly toward the center where x = y = 1/2,
This is confirmed in Figure 5, vhere the maximum and minimum are shown as

Figure 5. Deviations for XA Y

deviations above or below the product xy, This is accomplished by pushing the
curved surface down to the floor (& = 0) without changing any vertical distances.
Esch parallelogram '"racks" to & new shape; it is still a parallelogram, but its

diagonal is horizontal,
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A satisfying feature of Figure 5 is that it shows the minimum for
8 just as far below xy as the maximum is above xy, but distributed differently.,
The parabolic ridges and the "tents'" they subtend are congruent, but rotated
90° from each other. The planes y = ,1, .2, etc. would also intersect these
surfaces in parallelograms. Both Figure 4 and Figure 5 show that the maximum
probability & = min (x, y) is closest to the probabilistic product at the two
corners wvhere x = 0 and y = 1 or vice versa. In the region where both X and
Y have high probability (or both low) the minimum function makes an intuitively
better approximation of reality.

If someone is determined to use the functions represented by planes
rather than the warped surface, it might be reasonable to select the floor
or roof according to which is closer, This divides the function into four
regions separated by the lines x = 1/2 and y = 1/2/

y<1/2 y>1/2

x< 1/2 0 x

x> 1/2 y x+y-1

This composite function is graphed in Figure 6, using the same style as
Figures 1 to 3, It shows how four planes approximate the warped shape nicely

Pigure 6, Min or Max for XA Y
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at the corners, but not very well at the center, This function would in most
cases be far less easy to implement then the product xy, but it serves to
illustrate an important fact. Even this outlandish function has the same
outline as the other three. Thus it would be consistent with the propositionsl
calculus to use the table above to find the probability of X A Y, The graph
also shows the indeterminacy of this function along the borders between the
four quadrants. When x = 1/2 the whole parallelogram is still available as a
range for e, including the widest possible variation (from e = 0 to e = 1/2)
vhen y = 1/2 also.

4. Xv Y

A long story can be made quite short regarding Z = X V Y, The maxi~
mum probability is & = min (x + y, 1) achieved when X and Y avoid each other
as far as possible. The miriimum is ¢ = max (x, y), achieved when one charac-
teristic set includes the other. The probabllistic formula that strikes a mean
between these two, ainuui_ng that the statements are independent, is 8¢ = x + y - Xy.
The arguments for these assertions are interesting and useful, but Figure 7
shows that the results are simply a variation of those for Z = X A Y, The

Figure 7. XvY
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tetrahedron with the warped surface inside is the earlier one turned upside
down, reflecting the fact that X VY = o(« X A 4 Y). This is a variation on
deMorgan's Law, and is typical of the comversions that logicians use to make
one problem look like another. Such conversions are not without pitfalls, as
will be shovn in what follows.

5. & ¥
5.1 Independent

The function "exclusive or" is very different from the "inclusive or".
Logicians dispatch the difference by pointing out the single '"cornmer" X A Y,
where one of them takes the value 0, the other 1. The difference is exaggerated
wvhen consideration is given to the whole continuum of values for x and y, In
applications involving informatich from various sources, the word "or" may be
used for either one, and so blur the distinction. A comparison of the two
functions shows how big a mistnkg it is to confuse one with the other.

Three possible interpretations of '"exclusive or" are suggested by
English paraphrases that can be used to explain what it means:

X or Y but not both XV Y)AY (XA Y)
One is true and one false (XV Y)A (mXvnY)
X and not Y or vice versa (XAY)V (XA Y)

1f multiplication is used for each "A " in these formulas, sum-minus-product
for each "V ", and subtraction from 1 for each "=", the first two give the
same result, but the third differs from them, ;

(x+y-xy)(1-zy)-x+y~xy-x2y-xy2+x2y2

x+y=xy)(Q=x)+Q-y)-Q=-xA-y))=
x+y-:y-xzy-xy2+x2y2
x(1=y)+ (1 -x)y=-x(1-y)(1-x)y-=

:+y-3:y+x2y+xy2-x2y2
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Those formulas assume independence of the probabilities involved, and give
spurious results when applied to mutually interdependent propositions like
these. It happens that none of these formulas gives the best result. 1f
X and Y are independent, the probability that exactly one of them is true

is best represented by
x +y - 2xy,

which is graphed in Figure 8.

Figure 8, X Exclusive or Y

5.2 Minimax Mixture

Much of what has been written on this subject assumes (sometimes
with a brief justification) that the probability of X A Y should always be taken
as min (x, y), and that of XV Y as max (x, y). What has gone before shows
that the former is the maximm possible probability, while the latter is the
ainimm possible. (It is & source of potential confusion that the one that
4s minimsl uses a maximm and vice verse.) An interesting thing happens when
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these formulas are applied to the various composite representations of

"exclusive or'": 1

min (max(x, y), 1 - min(x, y))
min (max(x, y), max(l - x, 1 - y))
max (min(x, 1 - y), min(l - x, ¥y))

An easy way to analyze these is to observe that the decisions in them are all
governed by whether x> y or by whether x + y>1. So they can be examined for

four cases:

<y ©y

x +y<l1 y x

x+y>1 1 -x l-y

These results are the same for all three versions! Such consistency lends
credence to the basic formulas. The result is neither minimal nor maximal, but
a pretty fair approximation of the curved surface by four planes, as shown in
Figure 9. It coincides with it when x = y = 1/2, and is farthest from it when
x and y have values of 1/4 or 3/4.

Figure 9. Minimax Exclusive or
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5.3 Range

The minimum probability for "exclusive or" is achieved when one of
the characteristic sets is included in the other, and is equal to |x - y| .
The maximm occurs when the sets are as disjoint as possible, and is equal

" tomin (x + ¥s 2 - x = y). These two values are graphed in Figure 10, enclos-

ing a tetrahedrom that shows a wide range of possibilities. The slices are

Figure 10, Bounds for Exclusive or

rectangles with their diagonals representing the probable value, The one for
x = .5 is a square. In the middle of it (where y = 1/2 also) the probability s
can be anything from O to 1, which is as uncertain as a probability can get.

The outer edges of all these graphs are the lines

x=0andas=y
y=0and s = x
x=landas=1l-y
y=landas=1-x
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They are shared by the maximum, the minimum, the warped sufface assuming in-
dependence, the four-plane approximation of it, and the two incorrect formulas
derived by hasty application of formulas in the text: This shows that all of
these formulas are equivalent if either X or Y is restricted to the values 0
or 1. In the propositional calculus, both are so restricted, and so all these

formulas are correct for that small subset of the possibilities for two
statements,

6. VARIATIONS ON A AND V

The graphs in Figures 4, 7, and 10 can be applied to other cases,
For example, the graph for "X A Y" can be rotated 180° to represent the
probability of "neither X mor Y", which has one high corner at x = y = 0 and
the other three low. Indeed a logician might say that any function of two
variables could be expressed in terns of negation and one of these three funda-
mental functions. The "proof” that this is the case is based on the analysis
of only the cornersof the domain, There are only 16 two-valued functions of
two two-valued variables. Six of them are really functions of only one
variable (or none); four are logically equivalent to "A " and four more to
"v" (with selective negations). The remaining two are the exclusive or (just
considered) and "if and only if", which is "exclusive or" turned sideways.

7. IMPLICATIONS
7.1 X =p y

These logical equivalences have to do with only the corners of the
graphs shown here. Many surfaces can share the same edges, and one of them
may be appropriste for different situations from another. An example that de-
serves particular attention is "if X then Y", Almost every time such a state-
ment shows up in connection with a logical problem, it is summarily replaced
by "not X or Y", and then treated like any other "or" statement. This may be
just right for a system where everything is two-valued, but it becomes more
complicated with continuous varisbles.
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The probability of "< XV Y" is shown in Figure 11, using vertical
planes for x = 0.1, 0.2, etc. In each plane, a parallelogram shows the
saxisum probability min (1 - x + y, 1) and the minimum max (1 - x, y).

Figure 11. XY

Between these extremes is the value that assumes independence, 1 - x + xy,

represented by diagonals of the parallelograms, which desc.ibe a warped surface
as in the other graphs.

7.2 Iy

The basic assumption underlying the identification of "if X then Y"
with "2XvY" is thst vhenever X is false the implication is true by default.
Thus either a low probability for X or a high probability for Y contributes to
the 1ikelihood that the compound statement is true, If this principle is
A applied indiscriminstely, it can lead to paradoxes, It mskes it appear, for ex-
: ample, that this statement is very likely to be true:

“If a man 1is over 2 meters tall, his mass is less than
100 kilograms."
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Few men are that tall, and most are that light, so that '"not tall or light"
has a high probability - even higher than '"not tall or heavy'". But the fact
is that the two measures are not independent. The tall men are likely to be
the heavy ones.

To make a fairer comparison in such a case, the discussion should
be limited to men who are tali, Those under two meters should not be counted
as satisfying the statement, nor as dissatisfying it. As in the earlier
illustration, it would be best to have separate data on the masses of tall men.
But even in the absence of such informstion, better estimates can be made of
the probability that "if X then Y" is true. The kind of implication that is
equivalent to " XvY" is represented by "X=¥ Y", Another kind of implication,
represented by '"X—> Y", takes into consideration only the cases where X is true.
The others are omitted rather than counted as true., The probability of '"X—»Y"
is the quotient of the probability of "X A Y'" divided by that of X, If X and Y
are independent, this quott.cnt is simply y, the probability of Y. But it can
vary greatly for some values of x and y, as will be demonstrated by showing
its maximum and minimum,

The probability of '"X—5» Y" is at least max (0, 1 - 1_;2) and at
most min (f. 1). These limits are graphed in Figure 12. Each plane for a
fixed value of x shows a parallelogram reaching from ¢ = 0 to 1. The diagonals

Figure 12, X=» Y
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all have the same slope; they form the plane s = y, representing the inter-
mediate value assuming independence of X and Y. For small values of x the
parallelograms grow quite large. When x = 0 the graph opens out into a square,
showing no restrictions at all on the probability of "X—» Y",

7.3 _ rison

Comparison of Figures 11 and 12 shows that "X=p Y" and "X = Y",
while they are identical when x = 1, differ more and more as x approaches
0. One set of limits does not even fit inside the other, as shown in Figure 13,

x=.,5

- 4 B s 8 vy
: v, e Sunsg b !
| =9 =T
.' +
7 RS SN~ T e
e T L o ST RN X=,2

B R 'L—::—;—“f-"

[} —— ———— - e ;/ J fr—— e

PR

Figure 13, Comparison of X=»Y and X—>Y

Here the slices for x = .5 are superimposed. The limits for "X=» Y" are
cross-hatched vertically, and those for "X—»Y" horizontally, and it can be seen
that for y < .25 the minimum value for “X=b Y" is above the maximm for "X—>Y",
The smaller pictures show how corresponding slices for x = .8 give parallelo-
grams that are close to each other, while those for x = ,2 differ greatly.

1.4 lodus Ponens

An important application of the functions graphed in Figures 11 to 13
is the analysis of the probabilities involved in modus ponens. If the state-
ments X and Xab Y (or X and X=»Y) are given, then Y follows as a consequence.
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What is the effect of probabilities other than 0 or 1? The answer is already
in these graphs. They represent ali possibilities regardless of which variable
is called dependent. If the probability of X is x, and that of the implication
X=b Y is s, then Figure 11 shows that x + & must be at least 1, This is because
the probability of X=» Y (or=XvVv Y) must be at least as great as that of X,
that is, e > 1 = x,

For admissible values of x and ¢, the probability of Y is st least

X + e - 1 and at most ¢, with the reasonable intermediate value 1 - ]—;—' - x—::—°l

derived from the equation of the warped surface 1 - ¢ = x(1 - y). This is for
an implication X=»Y,

If e represents the probability of X =Y the situation is quite
different. All walues of x and ¢ are then admissible, and the value of y is
at least xe but no more than 1 - x + xe, with the reasonable intermediate ¢
The ranges of possibilities are still compared in Figure 13, but with the
horizontal coordinate repnicntin; the result, There is no case where the
range of y is disjoint for the two kinds of implication, as there was for
theirange of s, For values thoé sre admissible for both kinds, the two ranges
alvays overlap from xs to s. If the statement "if X then Y" is not clearly
identified as X=» Y or X-»Y, it would seem safest to think of the probat}utty
of Y as being between these narrower limits. This range is illustrated in
Pigure 14, vhich is the intersection of the solids shown in Figures 11 and 12,

Pigure 14, Intersection of X—»Y and XepY
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1t has one warped surface (the front), two that are plane triangles, and one
triangle with a parabolic notch cut out, Its slices are trapezoids like those
doubly cross~hatched in Figure 13.

The comparisons in Figures 11 to 14 are not entirely fair in that
they do not show the interdependence of X*#Y and X~ Y, The conditions that
make s high for one of them also make it high for the other. They are related
by the formula

(1 - probability of X Y) = x+ (1 - probability of X-r Y)

Thus the pairs of parallelograms in Figure 13 are related by vertical stretching
or shrinking, with the top edge being held fixed. A particular pair of state-
ments will be represented by points in corresponding positions on the parallelo-
grams. The discrepancy between the values of ¢ is (1 - x)(1 - ¢), which is
largest when x and ¢ are small, but almost negligible when they are both close
to 1. A formula that gives satisfactory results for large x and e may be

quite inappropriate for small values.

v

8. RESOLUTION
8.1 The Resolvent

Modus ponens is a special case of deriving one statement from two
others, A more general maneuver is the use of the 'resolution principle'.
when & set of information contains the statements: :

XV W and YV W

it is useful to augment the set by the "resolvent” XV Y, If the individual
probabilities of X, Y, and W are known, they determine (or at least narrow

the range of) the probabilities of the statements and of the resolvent, A more
1ikely situation is that probabilities will have been assigned to the two com-
pound statements without particular knowledge about their components, If x’

is the probability that X v W is true, and y“the probability that Yv- W is
true, what is the probability e of XV Y?
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Pinding the probabilities x, y, and v from the two numbers x’and y’
is tcnunot‘mt to solving two equations in three unknowns, No definitive
answer can be given, even with assumptions of independence. But minima and
maxima can be established, and then some observations made about the range of
values for the probability of the resolvent.

A key ingredient is w, the probability that W is true. It follows
from what has been said before about "or" that

!

w<x and 1-vw<y,

and these in turn imply that x'+ y’> 1. If the probabilities of the two
statements adc up to less than 1, it should be concluded that the set of state-
ments is already inconsistent. Such a conclusion is a goal of the resolution
procedure, and this shows the beginning of how it works when statements have
probabilities other than 0 or 1.

8.2 Range

The bounds of the probability of X V Y can be found by considering
the probabilities of five statements that are mutually exclusive and
exhaustive:

Probabilit » Statement

WA XANY

WA XATY

(WA X))V (WAY)
MAWATXAY
AWATXANY

T ® 41 o 9

The Venn diagram in Figure 15 shows that these five probabilities
sust add up to 1, lndthltp+q+r-x' and r+o+t-yf From these
facts it follows that r = x"+ y'~ 1. The set with probability r is the inter-
section of XV W with Yv= W, If these were independent statements, the
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Figure 15, Probabilities in Resolution

probability could range from max (0, x’+ y’- 1) to min (x', y), as demonstrated
previously. But the way W is used makes the sets avoid each other as much
as possible, so that the minimum is assumed,

The desired probability of XV Y is ¢ = q + r + s, The restrictions
on the probabilities make p+ q = 1 - y'and s + t = 1 - x, but do not control
the individual values. So it is possible to have a situation in which
P=1l-y,te1-x)andq=s =0, making the probability of XV Y as low as
possible, namely ¢ = r = x’+ y’- 1, It can also happen that p = t = 0, making
s g0 all the way to 1 for any almissible values of x'and y. These bounds are

graphed in Figure 16, using x’and y’as independent variables rather than x and Ve
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Figure 16, Bounds of Probability of Resolvent

8.3 Intermediate Value

The assignment of a "medium" probability for the resolvent XV Y
begins with the assumption that W, X and Y are independent, With so many
“or" statements, it is easiest to work with the probabilities that they are
false, If W and X are independent, the probability that X v W is false is
1-x'=(1-w)(l-x)., The probability that Yv= W is false is 1 - y'- w(l -y
The probability that the resolvent XV Y is false is (1 - xX1 ~ y), and the other
two equations imply th = this is equal to

l] - x -
Lake *Q oW

This has an extra variable w in it, so that it does not yield a single func-
tion of x’and y? But it does incorporate the assumption of independence, so
that it may be instructive to see how high or low this variable probability can
80. When w = 1/2 the denominator of the fraction is largest, and this leads to
the highest probability that XV Y is true, namely s = 1 - 4(1 - x)(1 - ¥).
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This is graphed in Figure 17. It is a warped surface like previous graphs, but
stretched in the vertical direction, It,Eouches ¢ = 0 only when x’= y'= 1/2,

/,
—\Q‘/k/‘.\

Figure 17, Probability of X v Y if w = 1/2

It was noted previously that w must be between 1 - y' and x. If both
x’and y‘are above 1/2, this range will include w = 1/2, and that will yield
the maximum for &¢. The minimum will be achieved at one end of the range or
the other, Ifwe1 -y ..x'_-i-y’t__l - 1t‘v-x’, |-L'L¥L,'—l. The lesser
of these is the lower bound for e, If either x'or y’'is below 1/2, w cannot
be 1/2, 1In those cases the last two formulas represent both ends of the range
of e. The maximum for ¢ turns out to be very much like Figure 17. The surface
like a pitcher spout pointing to x'= y'= g = 1 represents the maximum in the
whole quadrant x’g 1/2, y'z 1/2. 7Two warped surfaces tangent to that one have
the effect of slightly filling in the parabolic edge where the spout meets
the wall x'+ y'= 1., The spout thus merges into the wall, meeting the floor
along the line x'+ y'= 1,
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The minimum for e differs very little from the bottom plane shown in
Figure 16. It has the same edges, but is dented slightly where it intersects
' the plane x’= y. The place where the minimum over all W (assuming independence
of X and Y) is furthest above the plane ¢ = ¥+ y’= 1 is where x = y'- 2/2%.707.
There the minimum on the curved surface is 2 - V2 % .586, while the absolute
minimum shown by the plane is V2 - 1%,414,

The use of w = 1/2 gives not only & maximum value of €, but in a
sense a typical value., The denominator w(l-w) is close to 1/4 for any value
of w from about 1/4 to 3/4 as shown in Figure 18, Values of w closer to the

2 S
A
O o Do b s |

! w

Figure 18. Value of w(l - w)

ends of the scale are likely to be cut off by the limitation that 1 - y'_<_ w< X
S0 it may be that ¢ = 1 = 4(1 = x)(1 = y) is as good a formula as any for
estimating the probability of a resolvent,

9. IHE CHOICE
9.1  Minimex

This paper has discussed the full range of possibilities for the
elementsry functions, and has generally pointed toward the use of the
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"independence" formulas: product for X A Y, sum-minus-product for X V Y,

etc. These have been seen as & reasonable compromise between the linear

minimax functions representing the highest and lowest probabilities, In
contrast to this approach is a lot of current literature that assumes the .
use of min(x, y) for XA Y and max(xX, y) for Xv Y, The first of these is the
maximum possible value, as shown in Figure 2; the second is a minimum, as shown
in Pigure 7. But the two are ccmpatible with each other; because the probability
of Xv Y is always the sum of the probabilities of X and of Y, minus the
probability of X A Y, The subtraction msakes one go up when the other goes

down. Thus another pair of compatible formulas is those at the other end of

the range: max(0, x +y - 1) for XA Y, and min(x + y, 1) for X v Y. These

are not so simple as the other formulas, but technically they deserve as much
attention. Why are they not included in the discussions that seem to treat
min/max and independence as the two choices?

A possible answer lies in n geometrical view of things that has been
illustrated in this paper. Two dimensions represent a domain of interest, and
a third is superimposed to show the range of & varisble, In these illustra-
tions all three dimensions represent probability, so that it was even legiti-
mate to turn some of the graphs sideways. The domain can have any number of
dimensions, but the simplest illustrations result when it has one, |

In Figure 19 the horizontal dimension represents & one-dimensional
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Pigure 19, Minisum -~ Maximum
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universe of discourse, and the vertical represents some function defined over
that universe, It can be probability or degree of membership in a fuzzy set
(wvhich are not the same thing, as L.A. Zadeh pointed out in 1965 - Information
and Control, vol 8, page 340), The regions under two rectilinear "curves",
cross-hatched in different directions, represent two such functions, which may
be called x and y. (It does not matter which is which.) The doubly cross-
hatched region shows a third function that is min(x, y). The region that is
cross-hatched in either direction (i.e., not white) displays the value of
max(x, y). Variations on this figure appear often in discussions of fuzzy
sets, and are used in defense of the adoption of minimum for "and" (or
intersection) and maximum for "or" (or union).

9.2 Independence

The "other" formulas, xy and x + y - xy, can be visualized by &
mathematician looking at Figure 19, but do not stand out the way min and max
do, But independence can be better represented by using two different dimen-
sions for x and y., In Figure 20 one of them is shown vertically as before,

Figure 20, Independence

but the other is plotted from back to front., For every element in the
universe there is a plane section of this cube, typified by the ieft end that
shows in Pigure 20, where the two probsbilities happen to be .4 and .5. The
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doubly cross-hatched region has an area of .2 of the whole square, or in general
of the product xy. The L-shaped non-white region represents x + y ~ xy

(.7 at the left end). The intersection of the two surfaces shows where the
corner of the doubly cross-hatched rectangle is for all elements in the universe,
In this illustration the minimum and maximum can be visualized with some effort,
but they are upstaged by the independence formulas,

9.3 The Other Extreme

Much of the ‘discussion of this subject treats these two as if they
were the only choices. As has been shown in this paper, there is really a
whole spectrum of possibilities. Min and max are at one end of it, and
independence in the middle. Why has the discussion not included the other end
of the spectrum? It may be because it has not been given an appealing
geometrical representation. But there is one available,

In Figure 21 are shown the same functions as in the previous two
figures, They are both plotted as vertical coordinates, but they start from
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Figure 21. The Other Extreme

opposite ends of the scale! In this unfamiliar position the hitherto neglected
formulas have their moment of glory. The height of the doubly cross-hatched
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region is max(0, x + y = 1), the lowest possible value for X A Y. The com-
bined height of the non-white regions is min(x + y, 1), which is the highest
possible value for XV Y,

It may well be asked, But doesn't using opposite ends of the scale
introduce a strong bias? The answer is, Yes, and so does using the same end
of the scale! As natural as it may ceem for both graphs to be "upright,”
it makes X and Y overlap as much as they possibly can, Thus two statements
with probabilities pf .1 each are displayed as coinciding in spite of all the
room they had to miss each other! Similarly, the opposite=end style makes
two .5's miss each other completely, which is pretty much of a fluke too.
Both representations are extreme because they are showing the largest and
smallest possibilities,

An sppealing thing about such diagrams as these is that they present
perceptible geometric léta to represent abstractions., The unions and inter-
sections of those sets seem very naturally to represent corresponding functions
such as disjunctions or conjunctions of statements. The intersection in
Figure 14 represents a yielding to the temptation to work with the graphs as
entities in their own right. The identification of A with \ and | with v
seems like good, clean Boolean algebra, But it is an oversimplification,
comparable to using facts about the corners of a square to derive conclusions
about its whole interior.
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10. A CREDIBILITY FORMULA FOR COMPOUND IMPLICATIONS

If AABACA ... = Q, and if all the antecedents A, B, C, etc,,
are true, then Q follows as a consequence. The antecedents, and possibly the
implication itself, may have associated with them numbers in the interval
L 0,1] representing degrees of credibility. These can be thought of as prob-
abilities, but other interpretations are also possible. This paper presents
a way of assigning a credibility number to Q, depending omn the credibilities
of the other statements: <P = (<A, <B>, <C>,...<AABACA ... # ).

If =~A is the contradiction of A, the simplest interpretation dic~-
tates that <=A> = 1 - <A>, But this is not the only possibility. In dealing
with uncertain sources of irfformation, it may be useful to think of <A> and
<= A> as two numbers whose sum is less than 1, with the defect representing a
range of uncertainty. This possibility will not be explored in this note,
but <A> and <= A> will be represented separately, without any assumption that
either one determines the other.

The complexity of the problem to be considered here is evident from
the "simplest" case, in which there is only one antecedent, The credibilities
of <A> and <A<y @ do not very closely control that of <Q>. For example,
<A sy @ might represent the statement, "If a number is prime, it is odd," This
statement has a credibility slightly less than 1, because the number 2 is prime
but even, Suppose it has been determined that the probability that N is prime
is .6; what is the probability that N is odd?

If N really is prime it is very probably odd, and this suggests a
probability just under .6; but even if N is not prime it has a chance of being
odd, and this may add almost .2 more to the chances, for a total just under .8,

In any situation like this, it would be useful to lknow two credibilities,
which are best described in terms of probabilities, but can be applied also to
other interpretations of credibility. The universe of discourse contains four
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kinds of elements, with their total numbers represented by the letters in this
chart. The total w+ x + y + z is taken to be 1,

Q true Q false
A true v x
A false y €

The probability of A*PQ isw+ y + e. That of A is w + x.
Knowing these two numbers does not make Mlulc to find <P = w + i._‘:ut
the conditional probability of A»Q is w + x, and that of "A-»Q is y + ¢.
If both of these numbers are known, the probability of the consequence is given
explicitly by the formula

Q2O ADIQ + <O <A P,

I1f a rule of the form Ay Q can have two such numbers supplied with it, good
estimates can be made of the credibilities of consequences.

The A in the above discussion could be taken to represent a conjunce~
tion of several antecedents, so that the whole discussion would spply to other
situations, But another illustration can show that this might be hasty, Con-
sider the rule:

(x works with y)A (y works at s)sp (x works at s).

A single credibility for this rule would be quite high, falling short of 1 only
becsuse of such anomalies as people who work on more than ene thing. The other
credibility that ought to be known is that of the supplementary statement:

(x does not work with y)V (y does not work at s) =» (x works at s anyhow),

How can one number describe such a probability? If x does work with y but y
does not work at s, there is practically no chance that x works at s, If,on the
other hand, x does not work with y, vhile y does work at ¢, it still might

B-30




é

very well be true that x works at s. And if both antecedents are false, the
probability could be almost anything, depending on the universe to which x
belongs. Now, if four probabilities could be given in connection with such a
rule, the problem would be solved:

AL =<AABD <AAB> QP +
AAT B AATBB-S QO +
<HAABD <=AAB=» @ +
<VAA B <AAT B = O,

For three antecedents there would be eight terms in such an expression, for
four antecedents sixteen, and for n antecedents 2", This very quickly gets
cumbersome, and will not be pursued. But one thing will be salvaged before
it is dropped.

The probabﬁ:l.ty of <AA B> is not simple itself, involving a con-
ditional probability, But it has been demonstrated in 2330-TN-1 that the
assumption of independence simplifies this without being very likely to do
serious damage. The assumption that <AA B> = <A> <B> makes the ensuing dis-
cussion very much simpler than it would be without it, and will accordingly be
adopted temporarily. Later it will be discussed how to cope with interde-
pendence of antecedents,

The case of three antecedents (AABAC —» Q) will be used as a
vehicle to discuss a technique that applies to any number (even 1 or 2).

The simplest approach is to supply one credibility for the rule:
zo = AAABAC—-> @

For some rules zo may be 1, but it can be considerably lower, as in the ex-
hortation: "If you stand right and keep your eye on the ball and swing level
you will hit ic,"
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The meeting of the three conditions corresponds to being at one
vertex of a cube (or in general an n-dimensional orthotope). Seven other
vertices (or 2° - 1) represent various kinds of poor technique, the worst of
which is the opposite vertex. But even a batter with his feet in the bucket
and a bad eye and sn awkward chop has some chance to hit the ball. (Whether
he will pop up, ground out, etc., is another question.) The coach may be sble
to supply eight probabilities, each to be multiplied by the probability of its
combination, such as <A> <aB> <C> for good stance, bad eye, good swing (multi-
plication being used on the assumption of independence), It turns out that
these 2° numbers can be replaced by only n + 1 (including 2 ).

What is called for is an estimate of the results of each single kind
of failure. In the example, these might be:
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zA = ,6 poor stance reduces hit probability to .6 of what
it would have been with good stance;

ZB = ,3 eye off the ball reduces to .3;

Z

c " .5 improper swing cuts chances in half,

The new 2's are not probabilities all by themselves, but factors that reduce
the overall probability zoz

2A Zo = <9AABAC—> O

ZB Zo = SAANBAC— Q>

-
zczo-«o\‘n/\ cC=> .

I1f, for example zo = ,8, the ~t!u-u mediocre batters have hit probabilities of
.48, .24, and ,40, respectively,

The probabilities for the three poor batters who do two things wrong,
and the one really bad one, are taken care of automatically by this formula:

QP = zo <> + zA <) <B> + z‘ <AP) e + zc <= 0),

Each zx is multiplied by the probability of failure <= X>, and the product
increased by the probability of success <>, These sums are all multiplied
together along with zo.

This is the working version of the formula, involving 2n multiplicas-
tion and n additions. The expansion below is not intended to show an alterna-
tive procedure, but to display the result in a way that clarifies how the
formula parlays n + 1 credibilities into 2", The algebraic multiplication gives

this product:

@OZO (<D<D<O+ZA<-|D<D<D+Z'<A><-|D<D+

2c<b<l><‘|° + zA Z‘<‘|A><-!D<b+ ZA zc KA B0 +

2 zc <L <P <0 + zB zc KD <P < D)

B Z
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The factors <A>, <B>, <C appear with every combination of negations, making
a full 2" terms, If each €~ X> = 1 - <>, these products all add up to 1,
Each one {s multiplied by the product of the 2's for all the failures it in-

wvolves. This carries through the idea of independence giving good medium
sized estimates for probabilities. The intuitive appeal of the results can

be seen in the batting tlhutr_atian, where the coefficients are: &
09
A\§ 30 J8
EYeE

5 s’% . ) ‘“.6 ;‘]

Each one is mltipucd‘by the overall 2 . = .8, giving the worst batter only
«072 of a chance >f putting the wood on it, while even the best gets only .8
of a chance.

A "really good" rule has a high value of 2 0! signifying that if the
conditions are met the consequence is really likely to come off. In some cases,
1like "x works with ye«py works with x" it is appropriate that 2 o ™ 1o Another
characteristic of a "good" rule is low values of the other z’ numbers, If a z,t
is high, its corresponding condition is mot really important. The batter might
think, for example, that he should have a rabbit's foot in his pocket (D), but
objective analysis might reveal that zn = 1, On the other hand, having a bat
in his hand (E) is go important that it could be taken for granted, and zE = 0,

Similarly, "really good" data has high values of <C and low values
of <X>, This means that in a system with good information, most of the terms
of the above expansion will be microscopic. It is tempting to use this as an
excuse for an oversimplified formula., The one given here appears to give the
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"negligible" quantities their due, and this is likely to yield bénefita in any

system, But it becomes especially valuable when the rules and data are 'not
8o good".

The formula works for all values of n., The number of operations
involved in it grows linearly, but the effective number of terms (as shown
in the expanded version) grows exponentially. It should be noted that for n = 1,
the interpretation is slightly different from what was said above about that
case, Zo is the same as <A-»> >. The supplementary probability <—1A =>Q> is
not ZA, but ZA Zo. In general, <7"A->Q will be low for a good rule, so that

dividing <" A->Q by zo will give a value for zA that is below 1.

The formula is commutative in the sense that the conditions may
appear in any order. The different Z's will do their job without any restric-
tion such as treating them in order of their '"goodness". There is also an
important sense in which the formula is associative.

A conclusion may often appear as a consequence of many conditions,
even in a simple system where the rules never have more than two., If an
analysis uses the statements AA Bs» P and PAC 3 Q to arrive at the conclusion
Q, it may well be said that Q is true because A and B and C are true. It is
interesting to see what distinction appears in the use of this formula,

Suppose that the rule AAB=» P has credibility numbers Zo, Z,, and

A
ZB, as defined above, and the rule PA C =pQ uses 21 (in place of zo), zp, and
Zc. Then:
<P =2 <> + zA <) (<B> + Z, <=B>);
<P = Z1 <P + ZP < PO + Zc <A0) =

21 (2°(<A> + ZA <) KB + Zn <B) + ZP <AP)KE + 2, <0).

c

Now, 1f the second rule is "really good" with respect to P, zp will be small,
possibly even zero. 1If z’ = 0, the expression for <> simplifies to just what
it would have been for one rule AABAC = Q, using the same values for zA, ZB,
and zc. but with the overall credibility zo 21, the product of those for the
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two individual rules. A non-zero value for ZP will raise this credibility,

reflecting the fact that Q follows not only from AA BA C, but from an additional

domain where P is true even though A and B are not both true,

This way of combining two rules into one can also be applied to
separating one rule into two, It may be useful to replace

AABACADAE =2 Q

by two rules: DAE<# K and AABACAK=® Q, One place this may have practical
value is in the case that D and E are decidedly not independent, so that they
upset the validity of the overall scheme. If they are pulled out of the
rest of the set, they can be analyzed separately:

<O = DA DAE> K> +
DAEB DAE-> B +
< DAE < DAE=>D 4+
<ADA-IE <DATES

The atomic probabilities <DAE>, etc., can be found other ways than by the
product, For example, if <I> and <E> are both high, and the two statements
D and E are decidedly negstively correlated, it might be appropriate to use:

DA = <ID> +<BP -1
DAV E +1 -<B

< DA =1 - <>

< DATE =0

The associated conditional probabilities could be supplied for these two
variables out of context far more easily than when they are tangled up with
A, B, and C also, Then making zx = 0 would make this pair of rules just like
the original single rule. But some other value of ZK might be chosen for even
better accuracy.
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We adopt the nmotation:

CONDITIONAL PROBABILITY IN RULES

The most practical method of obtaining the credibility <r> of a de-
rived fact r from the rule:

pAMq=>r given <p> and <q>

consists of treating the hypothesis pAq as a single fact hypothesis. Thus:

<r> = <(pAq)—> r>*<pAq> + <a(pAq)—=> r>-<=(pAq)>

The two conditional probabilities are analogous to the two inference
rule credibility numbers and are expected to appear normally in the STIS infor-
mation. Thus: ’

(<q(pAQ)=> r>, <(pAqQ)—> r>) PAG=>T
Thus, the <r> computation is simple, most particularly in the case where <pAgq> =
<p>+<q> because of independence or the likely case that no conditional prob-
ability is known linking p with q. Here we are concerned with the less usual

situation where more complete conditional probability information is available.

(m, n) p=pgq

to mean
<wp->q>=m and <p->q> = n
Consider the example:

e s g TER L L <p> = .85
PAGDT

4 the task is to estimste <r>, As an intermediate step we estimate <p A ¢>
#eh i slweys given by the conditional probability law: :

< Ag> = <p><p g

C-1

. —— ———T—— e




We observe, now, that the .9 number is the conditonal probability

<P> P

Therefore, our work is simply:
" <pA @ = <P <prd> = (.85)(.9) = 765

Since we have assumed our main rule (pAq=>r) as being of full certainty; we have:

PAQer or (0, 1) padq

which is to say that the consequent never fails when the hypothesis is true,
We also have (as presented above) the consequent necessarily false when the

hypothesis is false. Therefore, we obtain:

<> = (1)(,765) = ,765

Now we proceed with the second matter, namely the credibility features
intrinsic to the main implication itself:

PA g

. ...We develop the previous pattern.for credibility numbers .in a rule using as : : 1
an example:

vhere <r> = 95 when <pP> =< =1, or 95 = <pAq=a1>
<> = ,1 vhen <MIpPp =P =1, 0r ,1=<mpA q= 1>
<> = ,05 vhen <p> =< =1, or ,05 = <pA- q=>1>

We make an initial estimate for <r> based on the truth estimate
of the hypothesis alome.

initial estimate <> = (,95)<pA ¢ = (.95)(.765) = ,727

c-2
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It is the hypothesis being false cordition that it more difficult to acccunt
for.

We notice that our conventions imply that the rule:

(015. 09) P a
has constants to be interpreted thus:
K2, <p2>¢) P9

which suggests that our <r> estimates can be arrived at as the following sum:

initicl estimate <r> = (,95) <p A ¢ = (,95)(.765) = ,727

fiirst correction for <> = (,1) <p>¢> <> = (L.1)(.15)(.15) = ,002
second correction for <r> = (,05) <p=>=1¢> <p> = (.05)(1-.9)(.85) = ,004
Final estimete for <> = ,733

We note that in the sccond correction is a result cf roting that we start with
the condition <p> &« <—1¢> = 1 for which the probability <p++q> is appropriate,
Then we notice that <p*q> comes from the simpler iwplication, and that
<Sprq>+ <pragq>=1,

As with the single literal hypothesis cace, a Venn diagram is given
with shadings indicating the two different corrections applied to the original

<r> estimate. The unshaded portion inside r represents the initial estimate
for <r> (.727).




We also note that every section of this Venn diagram has an appropriate
interpretation in the above work estimating <r> = ,735, which is diagrammatically

underscaled,

<p =

<p>P =

<Ap=H>P =

<pAQP=

initial <> =

first correction <r> =

second correction<r>s=

We list a few, as

.85
9
.15
«765
o727
«0C2
004

follows:

assumption, also underscaled
assumption, underscaled
aumpttbn, overscaled
calculated, underscaled
calculated, unshaded, underscaled
calculated, marked » Overscaled
calculated, marked % , overscaled

We further note that a third possible correction for <r>, in the event that both
p and q individually fail, has been neglected.

Ny . o2 1
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ILLUSTRATIONS OF THE USE OF REPORT LIKELIHOOD

VENN DIAGRAMS

We suppose thé fact:
.75, WA(2,7)

might appear diagrammatically thus:

where the fact WA(2,7)) appears as a circle surrounding a truth area comprising

75% of the universe area. Now we proceed to apply this graphical scheme to the
credibility ideas pertaining to system reports.

In our illustration we develop the likelihood ratios of two reports on
the fact WA(2,7), namely:




These are based on the two reports introduced as follows:

.75, R,=» WA(2,7)

1
.80, R, -» WA(2,7)

“ where the credibility numbers are the usual probabilities for the truth of
the WA fact based on the appropriate report alone (under the important assump-
tion that <WA(2,7)> starts from an old credibility estimate of .50, prior to

both reports.)

We represent this situation with the following Venn diagram:

WA(2,7) —

in which the <HA=» R,> probability is represented by the enclosure of 1/4 the

VA area inside the R, loop. The <WA» R,> probability is represented by the
enclosure of 3/4 the WA area inside the Rl loop. Thus, the likelihood ratio
indicates the degree to which the Rl loop prefers the truth value set of the

fact WA(2,7), When L{WA(2,7)=>R,] = 1, the R, report may be though of as indepen-
dent of the WA fact, that is, the Rl report shows no preference between the two
sides of the WA(2,7) oval. When L[ﬂA(2,7)-v RI] is large, we have the R, report
nearly inside the WA truth set, This is the {dealistic situation where the re-

port Rl is highly reliable, and the Bayes result is:
v Jwe,n] o Juae,ns ) 1, [wen)
. ;[w\(z.v)-’ R, ()

mesning that <WA(2,7)> is almost unity and the fact is assured a high 1ikelihood,
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We notice that the same state of affairs can also be represented by
a new R, oval which encloses only 1/4 the WA area and 3/4 the WA area.
This may be thought of as having the same value and the same 1ikelihood ratio
as the earlier Rl report, The difference between the two may be thought of
resting in how appropriate the report is to appear and in that alone.

When the two loops are nearly identical (reports duplicate substan-
tially), then the intersection area R; A R, gives no substantial likelihood ratio

improvement (the preference for the WA truth set is relatively unchanged). The
Venn diagram as actually drawn indicates high independence of reports R} and R)
with a joint likelihood ratio approximately:

« (L, ) )
L&LA R, O‘RI “‘nz
= 3x4=12

Such a computation is exactly the result of applying the Bayes technique con=-
secutively, with the normal assumption of report independence.

INITIAL FACT LIKELIHOOD

In the text of this report we have made a simplifying assumption that
the historically established credibility estimate is:

<“A(z ’7)>°1d - os
before the appearance of the two reports R; euu R, are to be accounted for.

The simplification is a result of the use of the resulting Lold [WA(2,7)] = 1
in the Bayes relation:

LW tfme,nsn]r  [w] @ my

A(2,7)> SIA->R>

L‘"["‘]'ms';ﬁ -L["A(zﬂ)‘)ll]-m_:; ®, only)
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in which the Rl report can be characterized in each of two equivalent ways:

75
- - _
me,n-sr]- 3¢5
<Rl—) WA(2,7)> = ,75
The unpli:ﬁcat:lon is only computational, as we will illustrate below,
We do the same problem with the following alteration:
<HA(2,7)>01d = ,05, instead of .5

1f facility #7 is one out of a total of 20 facilities, the new assumption repre-

sents an approximate zero information state. The previously assumed value of .5
really represents a lot of information: person #2 is as likely (or more so) to

work at facility #7 as at any one amongst all the remaining 19 together, Let
us see what is the result of applying the same Rl' Rz reports with this new
fact assumption, We get from two spplications of the Bayes rule:

Lo [ WA)- L[wA-»nzl L[ua—> R1] L,,q (W)

. 05, 12
L (W) @@ gD = 2

This means that, after the Rl’ R2 reports are accounted for, we have:

AR, - 1

g "1‘-‘«3(2,‘7));&‘ P ¢

2 B ¥ 1
«A(z'?»nw . EL-;_II.T 31

We notice that the WA credibility still falls short of the 1/2 level. One
more report of value approximately that of R, or R2 will suffice, We can see
wvhat sort of .‘3 would be required by reapplying the Bayes Theorem in a different
mamnner , vhere it is now:

Loid [HA] e %% (not anv):

Lﬂ“ [“A] 0% Ky l[uA‘.’Rs] (%)

D=4




19
Therefore: L [HA-O R3] -5
13
Since 12 <3< 4

We see that R3 is less than Rl or R

bility to just 1/2,

p in value, to bring the final fact credi-

INFORMATION MEASURE

Since we have already identified the value of a report with its
likelihood ratio, we already have an indicator of the amount of information of
a report. The more valuable a report, the more information. However, we do
have a situation where two reports with likelihood ratios of 3 and 4 have the
same information content (or value) as one report with likelihood ratio 12,
Another scale is possible, mﬁh as is used in psychological measurements.

- 8
We consider the information measure IR for a report R as defined to be:

L =ln [wa— R])

We tabulate the following results:

Report L{va— g L =toafu> &)
nz 4 1,39

useless 1 0

report

(B.1 and Rz) 12 2,49

in which we see that the information measures add up pleasantly., One unit of
information in a report means that the likelihood ratio of a system fact is in-
creased by a factor of e = 2,718,
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This emphasizes that an individual report is well identified by the
amount of information it brings, or alternatively by the report likelihood ratio.
For example, our first Rl report was characterized thus:

A(2,7)=>R.>

Lfia,n-=r] - “an_)__L - 3
2,7)=>R.>
’ 1

with no dependence upon the state of initial information about WA(2,7) before
the appearance of Rl‘ On the other hand, it was natural to first introduce R1
with the statement:

«75, R, =PUA2,7)

because it focuses attention on the credibility of the fact which Rl deals with,
But if the fact WA(2,7) is already established at the .90 level, for example, we
see how confusing such a method is for report characterization, This is why the

normalizing assumption became necessary:

A(2,7)> ;4 = 0.5

D-6
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Y RULE CONSISTENCY

1. AN EXAMPLE OF A SELF-CONSISTENCY PROBLEM IN A SINGLE RULE

We use the following notation for a simple logical implication:

(.05,.70) p=pq
where the two probability estimates are defined thus:

0.70 = <p-=» @ = probability estimate that the
consequent q is true in the event that the antece-

dent p is true,

0,05 = <= p-> ¢> = probability estimate that the
consequent q is true in the event that the antece-
dent p is false,

So far there is no possibility of a failure in self-consistency, although the
estimation of probability may be poor., For an antecedent of probability <p> =
0.75, a Venn diagram with areas proportional to probability might appear thus:

L Y
{
é Assumed:
¥ <P = 075
<P’q> = .70
<= P*q> = los
P~
q o
U
&
E-1
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With the aid of the Venn diagram interpretation it is fairly easy to gain con-
viction that if the .70 and .05 estimates are replaced by any other two proba-
bility numbers, the implication p&q is at least self consistent,

If, now, we consider the contrapositive of the original implication
rule we might then obtain:

(.10, 0.80) -1 q=>=p
0.80 = < qp=p>
0.10 = <g>=— p> (2 (=q)=q)

We have defined the probability estimates in perfect analogy with the defini-
tions for the original rule p«» q. We note, however, that the two probabilities
are quite distinct from the original <p-> ¢, <" p—» ¢> probabilities. There

is a relationship, of course, but it is not superficially obvious. We have also
supposed that the .10, .80 estimates have been independently made,

It is natural to consider the contrapositiveq= —p because in simple
logic it is fully equivalent to the original psy» q statement, It is often used
as a proof method, where to prove ps» q we consider the reverse possibility-q.
With the probabilities showing up as four independently estimated numbers, there
is a definite possibility of a self inconsistency. This can be suspected from an
examination of the Venn diagram, which has four areas which must add up to umity,
so that there are only three degrees of freedom. We look therefore for a necessary

relation amongst the four probability estimates, having assumed our rule in the
two forms:

(.05,.70) p=» q
(.10,.80) = qay-p

We can also assume the specific illustration:

p = system #7 is being developed at facility #4
q = a subsystem of system #7 is being developed at facility #4
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We also assume that there are a total of 15 facilities, Superficially, the

probability estimates appear plausible. For example, (<= p-»q = ,05) if

it is definitely known that system #7 is not being developed at facility #4,

then there is a less than 1/15 chance that an associated subsystem is being
- developed there.

el R A AR S ]

To obtain the necessary relationship among the four probability
estimates we compute each of <pA ¢> and <pV ¢ in two different ways:

<PAP = <P <pIP = <P <qI P
PpVP =1l K IP <IPpPaP =1 = <A <qarP

with the intention of eliminating <p>, <¢> amongst the equations to arrive at
the relation amongst our four conditional probability estimates. The above

are equivalent to:

S | Sa2p (A)
<¢ <P P
S | SS9 (B)

<¢ <P P
Now we insert in the first relationship (A) the following:

P o<pH P <P +<pH P <P
and obtain:

<p = L b

q
1+ SSrs P <amp

Similarly, we insert in the (B) relationship:

P s <pp P <P + peP <P
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and obtain:
1
<P = 1 (B°)
1+ P>
<P <qd P

* Now we make use of <p> + <~ p> =1 in (Al) and (Bl) and arrive at:

1= » 3 %
1 +S9200> <p2g> 1 +S29> P <aprD
<P P <qg»pP <pd» > <Mqep>

We note that the four estimated probabilities are:

<p-» = ,70 <Tp>g = ,05
<mgqe=p = ,80 <qe=p = ,10

T —

s We also notice that the final symmetric relationship is what we have been looking
; for. It involves our probabilities directly (e.g., <p» ¢>) or through a co-

* probability (e.g., <p»= > where <pp=> +<pHq> = 1), We are now in a
position to check the degree of our probability estimation consistency:

. <P +<apP = L. 4
3 PR OIALE 1+ $3-.800Q-40
“ (.05)(1-,10) (1-.70) (.80)
- %__ l
+
| 1+ & 1+ B
= 20
B+ i
- .950

which we might identify as consistency in the measure of 957%
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A person observing this might comment that perhaps <-1p-» ¢ = ,03
might have been better than the .05 actually used, It is not easy to answer
questions about improvement, but questions concerning consistency can be
approached. The new check would appear thus:

$ 4 dald 1s (1-.80)(1-,03)
(.03)(1-.10) (1'-70)(080)
B e Ly
o 13108
. 120
97 t 217
- 03

which indicates that the first estimation was more consistent, Since there
has been no straddling, <~ p+» ¢ = ,057 is apt to be quite nearly consistent
with the other three probability estimates. The miss i{s by about 1%.

The literature speaks of people endowed with special capacities to
estimste probability. We have here a specific test that can be employed to test
the sbility to estimate consistently, if not accurately,

2. EXAMPLES OF CONSISTENCY PROBLEMS
BETWEEN A RULE AND OTHER INFORMATION

We cooment, initially, that inconsistencies tend to appear in the
form of disagreement between various estimates for the same probability. This
is already spparent in the main body of the report where there have been cases
of different portions of the dats file leading to the same statement with very

different probability estimates. This occurs because the statements used from the

file msy vary widely in credibility. In an even deeper sense, it is obvious
that a direct clash, such as p and =1 p both being in the data file thus:

1,9
1,29

E-3
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would be called a logical inconsistency in ordinary (deductive) logic; however in

inductive logic the same situation:

1, p
o, P
is apt to be viewed as a difference in probability evaluation, or credibility,

Next we consider the consistency picture of a rule together with a
fact statement:

(1, .9) P& q
.95’ q

where we follow the notation of paragraphs 3.2. on.

9 = <pp ¢ = prob. (a/p)
el ® Capapg = prob. (g/=p)
95 = <¢ - ”»0 (1)

Some consideration leads us to expect inconsistency directly, One statement
asserts that assuming p (i.e., with its help) the truth probability of q is
90%. This appears to be at odds with the other statement that the truth prob-
ability of q is 95% without any help at all,

The inconsistency can be viewed formally by the estimates for <g¢>.
Working with the given rule alone:

CPrHPpHIP <P +<PpP P <P
= (9) <P = (L1) < p>
= (.9) <> + (1) (1= <p>)
e (8) <P + ,1

so that the highest possidble <> is .9, wvhereas the data statement gives
<P = .95, The viev of the inconsistincy cammot be shown in a Venn diagram
with probability areas, unless we violate seriously some of the given informa-
tion, We chose to violate the <p ¢ = .1 informstion. The Vemn diasgram,
then, may sppesr thus:




B e L e —

P U
e’

<> = ,95
<p-.q> = ,90
<apa P = .9 (not .1)

o3

If we work with the Vemn diagram attempt at (and distortion of) the informationm,
and estimate <¢> thus:

<P = <pPp PP + <P P < p
.95 - 090 <P + 096 (1- <P)
.06 <p> = ,01

<p> =1/6

Thus, given the large <-yp > @ = .96 value it is possible to compute the value
<p> from the assumed <¢> value. This is the reverse direction of computing
probability estimates as compared with our usual rule probability method, If
this computation had been performed with the original <=y p-»> ¢ = .1 assump-
tion, then the inconsistency would have shown up as & <p> value greater than one.

Some general comments on the possibility of such an inconsistency
may be helpful. 1f the .95, q statement is removed and replaced by the p state-
ment with any probability estimate, e.g.: '

.'5. P
then no inconsistengy with the given rule:

(.1, 9) pPgq

can arise, Alternatively, if we uuuu- a contrapositive form of the given
rule, e.g.: »
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(1, 9) mgqPp=p
with «95, q

then no inconsistency can arise. This refers to an inconsistency between the
. two statements sgbove: it is yet another matter to consider an inconsistency
between the following two statements:

(01. «9) P q
(e1; 19)q wpp

Using the consistency test of Section 1 of this Appendix, we obtain a perfect
consistency result. Independent of that test, we observe that:

<P = (9) <P+ (1) <mp>
<P = [9) <P + (1) <

vhich are the relationships normally used in computing the probability estimate
for the consequent of an implication. The result is that <p> = <> = 1/2,

We proceed, now, with an example of inconsistency among essentially
different rules (one rule not a contrapositive of another). Assume given:

(0, 9) paypgq
0, .9) q&r
(0, 9) rp

An immediste expectation of inconsistency develops when one attempts a Venn
diagram with probability areas. The first two rules must appear thus:

v

0, 9) pmq
(0, 9) qupr




T 2 s <

That is to say, the zero probability estimates (K "p=>» =< q>1> = () mean
that the q truth set is completely inside the p truth set, Likewise, the r
truth set is completely inside the q truth set, Therefore, <r-» p> must equal
unity instead of the .9 assumed in the third rule.

A more typical example of three such assumed rules follows:

(.1, .9) p=»q
(02. 09) q=>rT
(3, «7) r=pp

In this case, no inconsistency appears, as can be seen by solving the probability
equations:

<P = 9 <pP + J1(1- <pP>)
<> = 9 <P + 2(1- <)
<> = 1<+ J3(1- <)

for which the solution is approximately:

<> & 53
< & .52
<> & 57

An attempt to do this with the earlier trio of rules would have led to a flat
contradiction, and no possible solution. The insights of linear algebra in a
<p>, <>, <r> space appear valid., A Venn diagram with probability areas
11lustrating this last (and consistent) trio of rules follows:

r 2
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A PAGING SCHEME FOR LISP

The paging scheme will allow each user to perceive his own virtual
space of 217 words (131K) even though he is operating with a significantly
smaller size of real core, probably on the order of 4OK. This result can be
accomplished by allowing the most needed portions of the user's virtual space
to occupy whatever core space exists while the entire virtual space resides
on drum. Whenever data not in core is needed by the user, that data is read
from drum into whatever core space is not in use; if all core is in use, an
equal sized, least needed section of data from the virtual space is removed
from core to make room for the needed data. A table is used to keep track
of where each section of virtual space is kept. In this scheme, the size
of the section of virtual space is constant for all users; each such section
is called a virtual block. The counterpart of the virtual block in core is
the core block; similarly, the counterpart of the virtual block on drum is
the drum block. While the size of virtual and core blocks is measured in
words, the drum block size s is in sectors. A page is a virtual block
allocated to the user.

The Page Table

Each block of virtual space has an entry in the Page Table. The
ntb entry of the page table lists the current status of virtual block n.
When the user references address @, the paging system divides @ by the page
size to give a page number n and a page displacement d. The system looks
at the nth entry in the Page Table to find whether the page is core-resident.
If so, the nth entry on the Page Table will have the address a of the core
block with which page n is identified. The system then reports to the user

program the real address of @, namely a + d.

Page Fault

If page n is not core-resident, then it can be found :n the drum.
The user's space on the drum is identical to the virtual space, in the foll
ing manner: virtual block n is identified with drum block n where drum block
n is defined as residing on the s sectors starting with sector ns.
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Now a place must be found for page n to occupy rzal core. First,
the Available Core Block Pointer is zonsulted to see if a free core block
is available. If so, the Available Core Block Pointer is changed to point
to the next core block in the Available Core Block Stack nnd page n is read
into core to occupy the available core block found. The Page Table is up-
dated to reflect the change in page n's status.

If no core blocks are available, a page must be removed from
core to make room for page n. Let us suppose we have determined page p
has to go and so relinquishes its use of core block b. Page p is written
out from core onto the drum and its Page Table entry reflects its change
of location. Page n's Page Table entry is updated to show its acquisition
of core block b and page n is read into block b in core.

Page Replacement Algorithm

The question still remains as to how the system decides which core-
resident page must leave when a Page Fault cccurs and no core blocks are
available. First, the list of pages eligible for replacement is reduced by
tha Page Lock Feature; any page with its Page Lock "on'" is not eligible for
replacement.

The final decision is made using the Weight Counter stored in the
Page Table for each core-resident page. Basically, every time a core-resident
page is referenced its Weight Counter is incremented. So, the Weight Counter
reflects the frequency of references to that page. When a page must be selected
for replacement, the system scans the Weight Counters of all the (core-resident)
pages to find the page with the lowest Weight Counter; this is the page to be
replaced.

Now, the question is how much should a Weight Counter be incremented
for a page reference? 1If the increment is a constant value, then the Weight
Counter does not reflect the current need for the page in core. For example,
suppose that over the last 10,000 page references, page 1 has been referenced
94 times while page 5 has been referenced 75 times. Let us further suppose
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that all of page 1's references occurred over 5,000 page references ago (using

page reference as a unit of time) while all of page 5's references occurred

no more than 500 page references ago. It would seem reasonable that, although

over the last 10,000 references page 1 has been referenced more frequently,
page 5 has a better case for remaining in core because its references were

more recent and, so, more closely reflect the current needs of the user.
Thus, page references that occurred more recently should have higher incre-
ments or weights than those that occurred further in the past.

The function chosen as the basis for the page reference weight
system is an exponential decay function of the form g Specifically,
w(r) = Z.t/' is the weight of a page reference which occurred r page refer-
ences ago where a is some positive constant. Clearly, function w satisfies
our currency need that w(x) > w(y) where y » x > o.

Using the results of simulation studies by Chu and Opderbeckl, an
estimate was made that our paging system could expect approximately 1 Page
Fault for everv 10,000 page references. Hence, a page reference occurring
10,000 page references ago should have a weight close to zero. W(10,000)
was set equal to 1/16. So, our basis weight function was defined as w(r) =
277/% yhere a = 2500.

For computational reasons, the function w(r) has to be simulated
using a step function s(x) in the following manner:

Let x be the th page reference after the most recent Page Fault.

x
Then, s(x) =1 for O0<x <K
=2 for K<x<K+a

4 for K+a<x< K+ 2

«2" for K+ (n-1) a < x< K + an

wvhere K is a function of a

A running count is kept of x. As each page reference occurs, x is increased
by 1 and s(x) is added to the Weight Counter of the pagec referenced. When a

F-3




T

——————

Page Fault occurs, a Factorization process is activated after the page to
be replaced is found. The Factorization process merely divides each

Weight Counter by the current s(x). x is then reinitialized to zero and the
paging system continues. In order to simulate w(r), s(x) is restricted so
that wvhen a Page Fault occurs at x = an for n > 1, the sum of the weights of

all page references from one to an inclusive is the same when calculated with

s(x) as with w(r). That is, S~ 8(x) o ¢ y(r)dr for all n > 1. S(x) satis-
g_:lm S

fies this condition vhen X = a (2 - 7=5). With a = 2500, K = 1393. K is called
Paging Parameter.K. A is called Paging Parameter A. X is the Page Reference

Countdown.

In order to insure that a page just brought into core due to a Page
Fault does not get replaced before it has a chance to accumulate page references,
each page has its Weight Counter set tc a Page Bonus value when it is brought
into core. (Since locked pages are not eligible for replacement, references
to such pages are ignored in the Weight Counter portion of the paging system.)

P-4
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IMPLEMENTATION FIELDS

© System Fields

Page Size = number of words/page; must be a power of 2
Core Size = number of core blocks
Paging Parameter K = number of page references with weight 1
Paging Parameter A = number of page references with weight 2"
vhere n > 1
Page Bonus = initial value of a page's Weight Counter
vhen the page becomes core-resident
Virtual Size = number of blocks in virtual address space = maximum
number of pages in initial memory
Drum Factor = number oj} sectors per page

User Fields (1 such field for each user)

Page Table - array of virtual block status entries
Page Reference Countdown - number of page references until weight
is increased

Weight - number added to page's Weight Counter when page is refer-
enced

Factor - number of bits each page's Weight Counter is shifted to
the right during Factorization
Weight = 2 ToS%OT o0 411 times.

SL T S ———

Page Table

The Page Table is an array of entries, one for each block in virtual
memory. Each entry records the current status of a virtual block. The number
of entries equals 2‘"/!... Size.

Each Page Table entry will appear different according to the paging
status of the virtual block
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Unallocated virtual block

35 34 18 17 12 11 0
1 1 eee 1 ‘ AVlillble Virtull
Block Pointer

Available Virtual Block Pointer = negative value of virtual block
on Available Virtual Block Stack
= 4f this virtual block is the
last in the Available Virtual
Block Stack, then this field con-
tains the virtual block number
associated with this entry
(e.g., 1f virtual block 6 is the
last virtual block in the Avail-
able Virtual Block Stack, its
Available Virtual Block Pointer
contains the value -6)

Page that is out on drum

35 3% 18 17 12 11
1111 .... 1] Type ! e PO 1
Type = type of LISP information stored on this page. N
Page that is core-resident -
35 34 18 17 12 11 0
Weight Counter Type Block Number
Page lock

Page lock = 1 if page must be core-resident
= 0 if page is not required to be core-resident

Weight Counter = weighted count of number of page references
to this page since decoming core-resident

Block Number = mumber of block this page occupies in core; the
real address of the core block can be obtained
by shifting the block number n bits to the left
where 2" is the page size
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Available Block Stack

A pushdown stack for each user is kept to record the blocks available
to that user in core. The stack is structured as follows:

Available Core Block Pointer contains the address of a block
available in core. If no blocks are available, the contents
of the Available Core Block Pointer is zero.

In turn, the first word of the core block pointed to by the
Available Core Block Pointer contains the address of the
next available core block. If there are no more core blocks
available, the first word contains zero.

In this manner, all available core blocks are listed on this
single-threaded queye.

When the user needs an available core block, the user is given the
first block on the stack and the Available Core Block Pointer is changed to
point to the next block on the stack. When a core block is made available,
that block's first word is set to point to the first block on the stack and
the Available Core Block Pointer is changed to point to the newly available
core block.

Awatilblo Page Stack

A pushdown stack for each user is kept to record the blocks avail-
able to that user in his‘vir:unl_nplcc. The stack is structured as follows:

The Systea Aﬁtil.‘io Virtual Block Pointer contains
the number of an available block in virtusl space.
If no such blocks are available, the content of the
System Available Virtual Block Pointer is sero.

The Page Table entry of sn available virtual block has
an Availsble Virtual Block Pointer to record the next
virtual block in the Stack. If no more blocks are avail-
ble, the Available Virtusl Block Pointer points to itself.
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In this manner, all available virtual blocks are
listed on this single-threaded queue. :
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THE LRU PAGING SCHEME FOR LISP

Appendix F detailed a paging scheme modification to Univac 1100 LISP.
The paging scheme included an algorithm to determine which page is to be re-
placed in the event of a Page Fault. This paper presents an alternate algorithm
wvhich can be used within the framework of the paging scheme previously presented.
This algorithm is the so-called Least Recently Used (LRU) algorithm. A compari-
son of the two algorithms will be presented at the conclusion of this paper.
All definitions and data structures from Appendix F are retained unless speci-
fically noted.

The LRU Algorithm S

In the LRU algorithm, the page number of each core-resident page
is positioned in a pushdown stack according to how recently the page vas
referenced with the least recently referenced page at the bottom of the
stack. So, vhenever a page is referenced, its page number is removed from
its current position in the stack and placed at the top. When a page must
be replaced, the page chosen for replacement is the one at the bottom of
the stack; the page brought into core is positioned at the top of the stack.

es in lementation cture

Using the LRU algorithm, the following system fields are not needed:
Paging Parameter A, Paging Parameter K, Page Bonus. The following user fields

are also not needed: Factor, Weight, Page Reference Countdown. The Weight
Counter fields in the Page Table will be referred to as Reference Number fields.
A single Next Reference Mumber field will be needed for each user. The sys-
tem will also need & System Shift Pactor field.

Isplementation Algorithe

When & user begins, his Next Reference Number is initialiszed to szero.
All Reference Mumber fislds have the highest mumber they can hold (i.e., 27 - 1).

6-1
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Whenever a page is referenced, the Next Reference Number value is
placed in the Reference Number field of the appropriate Page Table entry.
The Next Reference Number is then incremented by 1 and the paging system con-
tinues.

Whenever a page must be replaced, the Page Table is scanned to find
the page with the lowest Reference Number. This is the page least recently
used and is the one paged out; its Reference Number field is set to the highest
value, 217- 1 and the Page Lock bit is also set to 1. The page being paged
in has its Reference Number set to the value of the Next Reference Number. The
Next Reference Number is incremented by 1 and the paging system continues.

Whenever the Next Reference Number has the value 2:"7 = 1 before being
incremented, a Factorization process is set into motion to forestall the over-
flow situation. Each page's Reference Number field is shifted n bits to the
right as is the Next -Reference Number as well. The number n is the System
Shift Factor. If n= 3, thdn Factorization will have to be performed only once
for every 115,000 page references.

Comparison of Algorithms

In terms of the speed in the operation of the algorithms themselves,
the LRU slgorithm would seem to have the edge. In processing the ordinary page
reference, the LRU algorithm does not have to perform as many arithmetic addi-
tions nor does it have to make as many comparison tests. When a page replace-
ment is called for, the LRU algorithm has only to perform one comparison for
each entry in the Page Table while the Weight Counter algorithm performs a com-
parison plus s shift for each entry. Both algorithms perform equally as fast
in the overflow situation. However, the LRU algorithm will encounter the over-
flow situation once every 115,000 page references (vhen the System Shift
Pactor = 3). On the other hand, if Paging Parameter A = 2500, core size > 80
pages, and the Page Fault Prequency (i.e., page faults per page reference) is
greater than 1/25,000, overflow situstions should almost never occur.

On the mu. the d'uib should give quite similar recommendations
of pages for replacement. S$till, there sre differences. While the Weight Counter
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algorithm emphasizes both currency and frequency, the LRU algorithm reflects
only currency. Since currency is not balanced with frequency in the LRU, we
can expect the LRU to more closely reflect the current needs of the user with
no regard for any historical considerations of past need. The Weight Counter
p algorithm will be more moderate in its regard for the fad of the day. In some
§ - gircumstances, though, the Weight Counter only reflects frequency. The Weight
{

—~——.

Counter algo‘r‘ith because of its step function basis has the characteristic
; that over periods of high Page Fault Frequency on the order of 1/Paging Para-
" meter K (e.g., 1/1,400 if Paging Parameter A = 2500) or more no regard at all
3' is made for currency; the algorithm sees all page references with equal weight
g and, so, frequency rules supreme.
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MISSION
of
Rome Air Development Center

RADC plans and conducts research, exploratory and advanced
development programs in command, control, and cosmunications
(¢3) activities, and in the ¢’ areas of information sciences
and intelligence. The principal technical mission areas

are communications, electromagnetic guidance and control,
surveillance of ground and aerospace objects, intelligence

data collection and handling, information system technology,
ionospheric propagation, solid state sciences, microwave
physics and electronic reliability, maintainability and
compatibility. . $
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