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algorithm is also investigated analytically to compare LM$ algorithm resp onse
with the response obtained when est imates of the input signal parameters re-
quired to impls.snt an optimal arr ay processor are used in a direct manner to
calculate the ada ptive array weights . fç~sVnlike some results presented previously
in the literature , the results pres.nt~d here in take into account the effects
of the desired signal present at the ar~ay input on the arra y weighting coeff i—
d ents in addition to the presence of undesired signals . Both th e analog and
digita l approaches for implementing the LMS algorithm , using either an ideal
refdr ence signal or desired signal direction of arriva l information to distin-
guish desired from undesired signals , are considered in the analysis . Expres-
sions for the mean and variance of the weights and measures of the effects of
weight jitter , caused by control loop noise, are developed . Factors shown to
influence the transient and steady—state performance obtained with the LMS
algorithm include the input signal bandwidth, the factor by which the desired
signal spectrun is spread by a d*terministic code prior to transmissio n , the
eigenvalues of the input signal covariance matri x , the control loop bandwidth,
the initial weights , end the method used to distinguish desired from the unde-
sired signals . An analysis shows that the desired signal direction of arrival
vector can be estimat ed by & p~~~ri knowledge of the desired signal character-
istics (e.g., an ideal reference signal) , and that this estimate can be obtain i
in an interval of time which is •hort compared to the adaption interval requiri
for L$S algorithm convergence.

Exper imental tests were conducted to evaluate the accuracy of analytical result
and tu demonstrate more conclusively that adaptive arrays can be utilized to
suppress undesired signals in practical TDMA systems. The experimental system
consists of a four—element IF implementation of an sdaptive array processor
and oth er equip ments which simulate a hard—limiting satellite repeater . This
satellite simulator, together with prototype TDMA modems developed previously,
simulate an adaptive array/TD 4A satellite comeunications system. The analog
LMS algorithm implementation is used to adjust the array weighting coefficients
in this system. The reference signal required to implement the LMS algorithm
is generated by waveform—processing the array output signal. This approach
permits adaption to be performed simultaneous with the transmission of data.
Experimental results and corresponding analytical results are in good agree-
ment for low levels of control loop noise. The analytical results are shown
to provide a useful upper bound on the performance degradation of the experi-
mental system due to control loop noise under a wide variety of input signal
conditions.
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GLOSSARY OF FREQUENTLY-USED
NOTATIONS AND ABBREVIATIONS

Mathematical Notations

x(t) a real-valued function of time
~(t) derivative of x(t) with respect to time
x(t) complex envelope of x(t) with respect to a specified frequency

• ~(x(t)} unilateral Laplace transform of x(t)
x a col umn vector having real or complex-valued elements which

are either constants or functions of time
xj or (~ )j element in the ith row of vector ~~,
lx i magnitude of vector 

~!.complex conjugate of vector ~adjoint (transpose of the complex conjugate) of vector x
cx,r inner product of vectors x and ~: ~(x ,~) xtZ~: a scalar product of vectors and ~ with respectto specified matrix Z
X a square matrix of real or complex-valued elements• Xii or [X]1 4 element in the ith row and j column of matrix X

• lx i 6etermlnant of matrix X
X~~ adjoint (transpose of the complex conjugate) of matrix X
TRX trace (sum of elements Xii) of matrix X
X l  Inverse of matrix X
E 

— 
expectation operator

Ex or x mean value of random variable x
var{x} variance of random varIable x

Parameter Representations

A a matrix defined by Equation (177)
unit direction of arrival vector associated with the
jth signal Incident on the array

B spectral width associated with the composite signals
processed in Hertz

B a vector defined by EquatIon (111)
• a vector defined Impl Icitly by Equation (116)

c a real-valued constant defi ned by Equation (134)
c a vector defined by Equation (294)
if. where . represents b,e,r.f. , or w: delay vectors

defined by Equation (346)
vector representation of the location of the kth array

• element in three dimensions
Eb energy contained in a digital oomeunlcation signal over a• signaling interval (energy per bit)
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CONTINUATION OF GLOSSARY

e an eigenvector associated with covariance matrIx Xx
(see Equation (77)

~~ or Ck kth eigenvec tor associated wi th covariance matrix Xx
I un I t  matrix
j Fl: the imaginary unit

• covariance matrix associated with the composIte signals
processed (see Equation (22))

k number of sampling instants associated with the implementation
of direct matrix inversion algorithms

M covarfance matrix associated with the undesired (interference
• plus thermal noise) signal s processed (see Equation (22))

m number of elements in the array
power in the composite undesired signal present at the array
output; also represents the single sided power spectral densIty
of a noise process In the composite notation Eb/No

P the unitary transformation matrix associated with covariance
matrix Kx
bit error probability

• ~e 
power in each of the composite signals xk(t)
mPg: total power in the composite signals Xk(t)
power associated with signal ~j(t) Incident on the arrayPJ/Ps interference to desired signal power ratio for the case where
a single interfering signal and a singl e desired signal are
incident on the array
total power in the undesired signals uk(t) (see Equation (25))

P~ mPh: total power in the desired signals sk(t)
Ps or P

~ 
power In each desired signal sk(t)

P1 total power in the array output signal y(t)
p number of signals incident on the array —— includIng one

desired signal
Ld or Rxd cross-correlation vector associated with the referenceand input signals (see EquatIon (44)

a vector defined by Equation (59)
an autocorrelation function or a normalized autocorrelation
function

r(t) the array reference signal
• 1’(t) complex envelope of the array reference signal
• 

S0 
power In the desired signal component of array output signal y ( t )

(S/N)0 desired signal to composite undesired-signal power ratio
associated with array output signal yft): So/No

s(t) desired signal observable at the origin of the coordinate frame
• in which the locations of the array elements are specified

• 0(t) complex envelope of s(t)
• f(t) s(t) ~i 

where ii is the direction delay vector associated with
t~ d sired signal

I
T0 optimum array output desired-signal to composite undesired-

‘1 signal power ratio
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CONTINUATION OF GLOSSARY

t time
ti ith sampling Instant
uk(t) composite undesired signal (equivalently) present at the

output of the kth array element -- Including thermal noise
Ljk (t) complex envelope of uk(~)
u(t) vec tor wI th components uk(t), k •
v wave propagation velocity associated wi th the medium in

which the array is ininersed
direction delay vector associated with the j th signal incident
on the array (see Equation (19))

~ or w rn-dimensional complex-element weight vector
~
j or w~ 

jth complex component of weight vector w
~Opt6

WOPt* optimum weight vector
xk(t) composite signal (equivalently) present at the output of

the kth array el ement

~k( t) complex envelope of x kC~)
• x (t ) vector with components xk(t), k~1,2,...,m

~~ory~ Pw
~
j or 

~i 
projection of weight vector w on the ith eigenvector
of

tor y p
~z or z w - ~~pt: difference between the actual weight vector, w,

• and the optimum weight vector, !opt
gain constant associated with the adaptive feedback control loop

8. where . represents several integers: real or complex-valued
constants

)(t) the array output signal
~(t) complex envelope of the array output signal

time elapsed between successive sampl ing instants
• ak(t) thermal noise equivalently present at the output of the

kth array element
~k(t) complex envelope of $k(t)
~(t) vector with components ~k(t), k~l,2,

...,m
K elapsed time divided by the smallest response time constant

associated wi th the response of the adaptive feedback
contrpl loop

A PKxP ’  diagonal matrix associated wi th K~an elgenvalue associated wi th covariance matrix ~1~ elgenvalue associated wi th cova riance matrix Xx and
• elgenvector ii

ith signal observable at the origin of the coordinate frame
In which the locations of the array elements are specified
com plex envelo pe of ~j(t)

• p sIgnal to noise power ratio associated with array output
s ignal y (t)
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CONTINUATION OF GLOSSARY
o standard deviation of noises 

~k’ 
k~l,2,...,mdelay, time lag or time constant

• matrix defined by Equation (102)
* desired

~signal/undes jred_signa1 electrical-separationparameter; see page 175
desired signal carrier frequency in radians per second

Ac ror~1y~~
AA adaptive array
ALMS analog least—mean-squareASP adaptive spatial processorBEP bit error probabilityCW or cw Continuous wave
DLNS digital least-mean-squareDM1 direct matrix Invers ionDOA direction of arrivalDPSK differential phase shift keyingOS desired signal
HRF higher rate formatINS least-mean-square
LO local oscillator
LRF lower rate format
LUB least upper boundML maximum likel ihood
~4’15E minimum mean square erroruSE mean square error
NCS network clock signalPN pseudo-noiseRIL range trac king loo p
SDDLL. sampled-data delay-lock loopSNR signal to noise ratio
SS satellite simulator
TOMA time division multiple access
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CHAPTER I

INTRODUCTION

Adaptive antenna arrays are currently the subject of extensive in-
vestigation for radar and conmiunlcations systems applications . The
interest in this area stems from the fact that an adaptive array auto-
matically establishes pattern nulls in directions from which undesired• si gnals are received and provides gain to the desired signal . An
adaptive array therefore offers the cabability of Improving system per-
formance by enhancing the ability to acquire and track desired signals,
even when the undesired signal sources have much higher levels relative
to the desired signal. This latter capability Is one of the fundamental
advantages of adaptive arrays compared to conventional waveform proces-
sing techniques which generally require a large spectrum spreading
factor to obtain comparable levels of undesired signal suppression.

An adaptive array is an array of antenna elements followed by an
adaptive processor. An adaptive processor functions to combine the
element outputs to optimize the output signal according to an appro-
priate performance criterion. Early work in the area of adaptive arrays
considered adaptive processing as an optimal control problem. Widrow,
et al. (1], presented the basic feedback algorithms which seek to
minimize the mean square error between the array output signal and the
desired signal. Applebaum (2] developed the control law theory of
side—lobe cancellers using maximization of the output signal-to—noise
ratio as a performance criterion. The theory of adaptive arrays has
since been developed to satisfy the requirements of radar and coninuni-
cations system applications. In radar applications, the desired signal
direction of arrival Is generally presumed known a priori. This
a priori knowledge Is utilized to steer the main b~eam on the desired
signal while rejecting all other signals. Griffiths (3) presented a
modification to Widrow’s least mean square (1.145) algorithm whichcan be applied to the known direction of arrival case. urennan,
et al. (4), developed first order approximations to the effects
of noise in the control loops assuming the presence of the desired
signal does not contribute significantly to the weight solutions. This
assumption was also employed by Reed, it al. (6], In an analysIs which
showed that an adaptive processor which Is calculated directly from a
sample covariance matrix of the Input signals converges rapidly to an

J optimum processor In an arbitrary signal environment. Other results
related to the radar applications can be found in (7,8,9]. In com-
munications systems , the application addressed herein, an adaptive

A 
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array must generally be implemented wi thout a priori knowledge of the
desired signal directi on of arrival since sources of desired signal
are located at unknown positions . An overvi ew of various techniques
which can be used to distinguish between des ired and undesired si gnal
sources in the unknown directi on of arri val case was presented by
Baird , et al. [10]. The choice of a technique tends to be dictated
by the specifi c conriunications application. The power inversion
techniques (e.g., 11], which rely on very rapid nulling of high—level
interferi ng signals characteristi c to the feedback algori thms , have
shown promise where little or no a priori Information regarding the
desired ~igna1 waveform is available, e.g., during a prelockup phasebefore code timing has been established In a coded coninunications
channel , One problem with this approach is that the adaptive processor
gradual ly forms a null on the desired signal. Nulling of the desired
signal was prevented in Widrow’s algori thm by subtracting the desired
signal , which was assumed known, from the array output and then using
the result as the error signal in the feedback loop. Using Widrow ’s
basic algorithm, Riegler and Comption (12] showed that nulling of the
desired signal can also be prevented if a reference signal which
adequately resembles the desired signal is subtracted from the array
output to form the error feedback signal . Huff [13] and Reinhard
[14,15) extended this idea to a coded coninunications application. The
basic feasibility of using a delay-lock loop to establish Initial code
timi ng under high-level interfering signal conditions has also been
demonstrated (16]. Koleszar (Il ] developed techniques for determini ng
the statistics and spectral characteristics of the adaptive array
weights when the desired signal is corrupted by additive random noise
and WI drow (5] derived a first order approximation for the mean-
square error between the desired signal and the array output due to
control loop noise.

The purpose of this research was to generalize previous work to
coded conununication system applications where the desired signals
received at the array are pulsed. A time division multiple access
(TOMA ) coninunications system is an example of one such application .
The effectiveness of utilizing an adaptive array to improve the
signal—to—noise ratio in such a system is highly dependent upon the
ability to rapidly form a beam on the pulsed desired signal . Since
interfering signals could be pulsed, the pattern nulls should also be
formed as rapidly as possible in order to minimize loss of data.
Consequently, a major portion of this study was devoted to investi-
gating, both analytically and experimentally, the transient response
tharacteristics of adaptive arrays.

A brief description of the TDMA system concept, followed by an
overview of factors to be considered in selecti ng a specifi c approach
to implementing a TOMA/adaptive array sys tem, are presented in
Chapter II. In Chapter III , the complex envelope representation of
the input signals and appropriate performance measures are formulated.
Optimal solutions for the adaptIve processor are then presented. In
Chapter IV, the ideal transient and steady—sta te performance of
digital and analog models of the INS algorithm and the modified2



(Griffith’s) LMS algorithm are reviewed. The relationship between
initial weights and loop convergence is also discussed. Then, the
effects of control loop noise on the array output signal and on
coherent detection of that signal are examined In detail. The
analysis represents an extension of the work by Brennan, et al. [4],
to the coded coninunicati ons applicati on in which the presence of the
desired signal cannot be neglected and the desired signal direction
of arrival may or may not be assumed known a_priori. Second order
effects of control loop noise are also taken into account. The
analysis differs from the research conducted by Koleszar [17] in that
the effects of loop noise on the array output signal are determined
under high—level input interfering signal conditions. The results of
this analysis will serve as a basis for determining an upper limit on
the rate of convergence of the U4S algori thm. The transient response
of the LMS algori thm Is compared with the response of the direct matrix
inversion technique in Chapter V. An analysis of a technique for
estimating the desired signal di rection of arrival vector assuming an
Ideal reference signal is then presented. One purpose of this analysis
was to determine the length of averaging time required to obtain an
adequate estimate of the direction of arrival vector for use in
initializing or modifying the LMS algori thm, thereby improving adaptive
array performance. The experimental performance of a TDtIA/adaptlve
processor system, implemented using the LMS algorithm, is described in
Chapter VI. The adaptive processor employs waveform processing to
generate the reference signal . Experimental measurements of data bit
errors which occurred upon detecti ng a bandpass limited adaptive array
output signal plus additive noise in a differential (DPSK) detector are
presented. These data were obtained under steady—state, transient ,
and high control loop noise conditions with c.w., moderate bandwidth ,
and wide bandwidth interfering signals successively appl ied to the
adaptive array inputs. The experimental results are compared, where
appropriate, wi th the analytical results derived in Chapter IV. A
sununary and conclusions are given in Chapter VI!.

I
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I’
CHAPTER II

- TDMA — ADAPTIVE ARRAY DESI GN OBJECTIVE S

A. Introduction

Abbreviated descriptions of the TDMA signaling concept [18,19)
• and the prototype TDMA modems used in performing the experiments

described in Chapter VI are presented in the following two sub-
sections. These descriptions are followed by an overview of the
factors considered in selecti ng a specific approach to imp lement-
ing a jointly operational TDMA/adaptiv~ array satellite conmiunica-tions system. The reports cited contain detailed descriptions of
the TDMA and adaptive array investigations completed previously.
Most of the discussions presented in this chapter were documented
previously In (20).

B. The TDMA Signaling Concept

In 1DM satellite cornunication systems, the time continuum
is divided into non—overlapping intervals or slots , each of which
is (normally) allocated for the relaying of signal from no more
than one terminal at a time. The slots are normally defined wi th
respect to the time base of a signal present on the satellite down-
link designated as the network clock signal (NCS). At each user
terminal, the time base of a locally—generated signal (clock) Is
aligned with the time base of the received NCS to establish a local
receive clock. In turn, a transmi t clock is timed so that pulses
transmitted by the terminal during intervals identifi ed from the
transmit clock occupy assigned time slots on arriving at the
satellite. Normally, the information needed to maintain proper
transmitter time is obtained by estimating the error in arrival
time of pulses transmitted by the terminal as they are received on
the down—link relative to the local receive clock.

The 1DM techniques developed at The Ohio State University
rely on the use of two coupled sampled-data delay-lock loops at
each user terminal to maintain the desired timing relationships t I
between the transmit and receive clock signals and the NCS.
Baseband waveforms having appropriate correlation properties,
e.g. , pseudo—noise (PM) codes, are Impressed as digital phase

4
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modulation on each pulse processed by the loops. Properly designed,
the synchronizing ioops will maintain the transmit and receive
timing errors at values which are small relative to the duration
of the symbols which comprise the modulation waveforms. Consequ-
ently, a single local receive clock can be used at a terminal to
time the demodulation of all data carrying pulses present on the
down—link to that terminal. Moreover, a single clock signal can
be employed within the satellite to generate signals which are
synchronized with respect to the received signals. This latter
clock signal can be generated autonomously within the satellite

• if the NCS is generated in synchronism with it by a satellite—
• borne subsystem. As should become evident subsequently, a

satellite—borne adaptive array which sequentially forms main beams
in directions from which desired, pulsed—envelope signals are
received and nulls in di rections from which undesired signals are
received can be implemented with relative ease if the system
design is based on the autonomous generation of a single clock
signal within the satellite.

C. Abbreviated Description of the
Prototype TOM Modems

The four prototype 1DM modems which were implemented to
• demonstrate the practical feasibility of the TDMA technique

developed previously can be configured to establish either a
lower—rate format (LRF) or a higher-rate format (HRF) as shown
In Figure 1. To utilize the LRF, the received signal power to
single—sided noise density ratio (Pr/Ne, associated with the
smallest terminal in the network must equal or exceed 51 dB, and the
satellite channel must have a bandwidth of approximately 500 KHZ.
The respective values for the HRF are 60 dB and 4 F4Iz. Each

t prototype modem can simultaneously accommodate an I/O device
which operates asynchronously at an average data rate of 75 bps,
e.g., a teleprinter, and a device which operates synchronously
at a 2400 bps average data rate, e.g., a vocoder. When the
modems are configured to establish the HRF, data are transmitted• at an instantaneous rate of 81.6 (bps. Pseudo—noise (PM) codes
are employed to spread the signal spectrum by a factor of sixteen
to provide a moderate amount of protection against multipath and
interference. In the LRF mode, the data are conveyed at ano instantaneous rate of either 10.95 Kbps or 87.6 I(bps; the corre—
spending spectrum spreading factors are sixteen and two, respec—

• tively. The modems can be configured in either a two—phase mode
wherein each signal pulse is bi—phase modulated by a PN code to
effect spectrum spreading or a four-phase mode wherein a pair of
PM codes Is employed to quadraphase modulate each signal pulse.
Data are always conveyed via antipodal, differential phase shift
keying, and each modem is equipped wi th a single differential

• 
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detector which is utilized to detect multiple signals in time
sequence. Eight data symbols are transmitted in each time slot
utilized to convey data except when operation In the LRF is enabled

• and data are being conveyed at an 87.6 Kbps rate. When the
exception applies , sixty—four data bi ts are transmitted in each
data slot. The first signaling interval within each slot which
conveys data is allocated to the transmission of a one—bit
“preamble” which Is processed intrinsically wi thin the differential
detector to establish the reference “vector” need~d to detect the
first data symbol conveyed In the slot.

Essential ly one—fourth of the 1DM signal ing format is allo-
cated for use in performing “overhead~ functions ; the remainder of
the format is normally allocated to the user terminals In real time
on a priority, demand—assignment basis* and is utilized exclusively
to convey data between I/O devices. The overhead signals include
one NCS, one control signal per network control terminal , and one
link/range (L/R) signal per user terminal (see Figure 1). The
modems are Implemented so that a PICS is generated at a terminal
and transmitted on the up—link in addition to other signals when a
transmit clock switch is placed in an on position, however, no
requirement exists for generating the NCS within a modem, i.e.,• the NCS can be generated autonomously wi thin the signal relay,
e.g., wi thin the satellite.

Each L/R signal is transmitted during two consecutive pre—
• assigned slots——a L/R slot pair——once per frame. The L/R signal

transmitted by a given terminal is generated in synchronIsm with
a transmit clock and Is subsequenctly received by that terminal
on the down-link. On receipt, the L/R pulse is processed to
estimate its error in arrival time relative to a local ly—generated
receive clock. This latter clock is maintained In synchronism
with the received NCS. The time base of the transmi t clock is

• corrected as appropriate to maintain the estimated error in arrival
time wi thin acceptable bounds. Each h R  signal Is also utilized to
convey data-slot assignment requests to a network control terminal,
to request links with one or more terminals after an assignment

• has been received, to transmit suitable responses to link requests,
to terminate links , and to relinquish data slot assignments after

• they are no longer needed. These functions are performed, in part,
by transmitting one appropriately-coded sixteen-bit control word
in each L/R slot pair.

Three or fewer network control terminals (NCTs) assign data
slots on a priority, demand—assignment basis in accord with a
network control algorithm. Each NCT transmits a twenty-four bit

*A manual-assignment capability is also provided to simplify testing.
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network control word in three consecutive overhead slots-—LLL
slots (see Figure l)——once per frame (in addition to a L/R signal).
Appropriately—coded control words are made available to the TDMA
modems by a minicomputer which executes the network control
algorithm.* Each network control word destined for a given terminal
conveys , in  part , the terminal ’s address, a data slot alloca-
tion, and either an authorization to utilize the designated
allocation or a request to terminate utilization of that allo-
cation. Detailed descriptions of how the overhead slots are
utilized are contained in El9].

D. Basic Considerations Relevant to the
Utilizati on of ANSA5 In TDMA Systems

An adaptive array is considered to consist of an array of
antenna elements , appropriate front-end amplifiers and down-
converters, and an adaptive spatial processor (ASP). Unlike in
a conventiona.l array, the signals received by the array elements• in an adaptWe array are not combined in a fixed manner to gener-
ate an array output signal . Rather, the array output signal——
normally an IF signal——is generated by processing the received
signals within the ASP in accord with an adaptive spatial
processing algorithm. Generally, the array output signal is
formed by (effectively) multiplying each received signal by a
complex weighting coefficient which can vary wi th time and summing
the weighted si gnals. For a given set of weighting coefficients ,
an equivalent conventional array having the same structure as the
adaptive array could be implemented. Thus, at any gi ven instant,
an adaptive array (of the type being discussed) can be characterized
by an effective pattern which is dependent, in part, on the number
of elements in the array , the element characteristi cs , and the
manner in which the elements are spatially distributed . If the

• weighting coefficients are properly calculated (generated) , the• effective pattern would exhibit preferred characteristics, and
will be modified automatically to maintain those characteristics
should the temporal and/or spatial characteristics of the composite
signal incident on the array change with time. For example,
pattern nulls will be established and maintai ned in directions from
which undesired signals are Incident on the array if the weighti ng
coefficients are generated in an appropriate manner.

• In the TOMA application , the adaptive array would ideally
form a main beam in the di rection from which any given desired-
signal pulse is to be received immediately prior to the receipt
of that pulse and in a negligibly—short interval of time, and
pattern nulls In direction from which undesired signals are

‘Only terminals which are to be configurable as NCTs need be
equipped with minicomputers.
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incident on the array. Since the undesired signals could also
be time—varying, the pattern nulls should also be establishedI in negligibly—short time Intervals, Of course, a main beam and
a pattern null cannot be formed in the same direction (if the
spectra of the desi red and undesired signals overlap and the
desired and undesired signals are similarly polarized) , nor can
appropriate changes in the (effecti ve) array pattern be made
instantaneously, i.e., the signal transmitted on the down—link
will not exhibit a suitably high desired signal-to—noise ratio
until after an appropriate pattern Is formed. Clearly, each of

• the many time-orthogonal pulsed (desired) signals could be
processed by a single ASP In a manner whereby the weights (spatial
filter) associated with each signal would appear to be held

• between pulses by sampling the weights at the end of each received
• pulse, storing the sampled weights in an appropriate manner, and

Initializing the weights at the beginning of each pulse to the• appropriate stored val ues. A suitably-high signal-to-noise ratio
may be obtained using this technique provided (1) that the desired• signal direction of arrival is approximately constant between

• pulses, (2) the angular separati on between the desired and Un—
• desired signal source is sufficiently large, and (3) an appropri-

ate reference signal ‘Is available at the array processor for
distinguishing desired and undesired signal sources. These

• requirements must be met regardless of the adaptive algorithm
selected for implementing the adapti ve array. Condition 1 repre-
sents a valid assumption In the present application. Condition 2

• can normally be satisfied by selecting an array geometry capable
• of accommodating the closest angular separation whIch is expected

to be encountered In a particular application. The third condition
represents a more demanding requirement since the desired signal is

• modulated by an unknown data stream and its direction of arrival is
initially unknown. Moreover, the desired signal cannot Initially
be assumed to arrive at the satellite in synchronism with the TOM
format. Since ft is desirable to synchronize the desired sIgnal
and derive a reference signal as rapidly as possible and to
obtain an adequate signal—to—noise ratio in time varying signal
environments as well , attention was necessarily focuse d on pro—

• viding a capability for forming an appropriate pattern in a short
interval of time.

Zn the TDMA application being considered, undesirable signals
should be suppressed wi thin one or two data slots In order to

• prevent the occurrence of burst errors having lengths greater than
the maximum burst length that can be accommodated by a practical
error correcting codec. This Implies adaptive array response
times on the order of a few hundred microseconds or less for the
HRF mode of operation and about eIght times longer in the LRF. As
will be shown In Chapter V, this rate of convergence may be
achieved In theory for arbitrarily low Input desired signal to
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undesired signal ratios by directly computing the weights based
on a sample covar iance matrix of the input signals and on an
estimate of the desired signal direction of arrival . Unfortunately,

ri this high rate of convergence cannot be achieved in practice due
to limited real—time computer speeds* and non-ideal ci rcuit com-
ponents used for implementi ng the weight controls. The di rect
calculation approach also has the disadvantages that the number
of c*lculations required per unit time is approximately proportional
to in” and that th~ number of circuit components is approximatelyproportional to m’, where m is the number of complex weight controls
(equal to the number of antenna elements in the present applica-
tion)——a requirement which could present serious difficulties even
for moderate array sizes, e.g., for an array of sixteen elements.

Of the alternati ve approaches considered for implementing
the adaptive array, the LMS algorithm was selected. In addition
to satisfying the speed requi rements 0f the IDMA applicati on over
a wide range of signal conditions , the LMS algori thm has the
advantage that (1) wideband analog circuits can be used to imple-
ment t~e ASPA (2) circuit complexity is proportional to m ratherthan in’ or in”, (3) the feedback loop tends to compensate for circuit
imperfections, and (4) means for obtaining a reference signal
and for inserting that information into the feedback loop are
readily effected.

The most direct approach to Implementing the LP’~ algorithm with
analog circuits is illustrated in Figure 2. In an ASP of the type
illustrated, the ~th received signal (where n 1,2,’’. m) is
effectively weighted by the complex coefficient w~ by separating
the signal Into in— phase and quadrature comoonents and multiplying the
components by real weights wflp Re{w~} and Wn2 Im{w~), respectively.Each real weight assumes an arbitrary value tn a range (~WmaX, W 3where ~~~~ Is a positive number: the maximum gain of the we’Ight~R~circuits. The weights are maintained at values which result in theerror signal being minimized in an LMS sense by the feedback control
loops. Should the error signal be correlated with the signal present
at the input to any given weighti ng ci rcuit, the value of the wei ght
is automatically changed in a manner which results in the amplitude
of the error signal being reduced. It has been shown that the desired
signal to interference plus thermal noise power ratio associated with
the array output signal is maximized on minimizi ng the error signal
In a U’~ sense ‘If the reference signal Is sufficiently like the

• ‘Fhls limitation is not necessarily based on the time required to
invert the covari ance matrix. Formidable difficulties are en-
countered in processing the input signals at the P4yquist rate,

• and in maintaIning the accuracies requi red for implementing the
optimum filter under high-level interference conditions. U
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desired signal , the desired and interfering signals are sufficiently
different , and the time constant associated with the response of

• the ASP to the highest level signal incident on the array Is
maintained at a sufficiently large value.

Ideally, reference signal r(t) (see Figure 2) would be an
amplitude—scaled version of the desired signal incident on the
array since the feedback control circuits would operate to pre-
vent all signals unlike r(t) from existing at the array output.
In a communication system application, a sui table reference
signal cannot normally be generated within the adaptive array on
an autonomous basis since the desired signal is modulated by an
unknown data st ream. However, it has been shown that the array
output signal can be temporally processed to generate an adequate
reference signal if a pseudo-noise (PN) coded (spread spectrum)
desi red signal is to be received provided (1) the spectrum of the
data-carrying desired signal is spread by a factor of approximately
eight or more, (2) the spectrum spreading code can be generated
autonomously within the adapative array, and (3) proper synchroni-
zation between the time bases of the received desired signal and
a clock signal generated within the adaptive array can be maintained.
A suitable reference waveform generator can be implemented as
shown in Figure 3. As is well known, the desired-signal to
interfering-signal power ratio associated with the signal present
at the output of the bandpass filter in a processor configured
as shown in Figure 3 will be larger than the desired-signal to
interferi ng—signal power ratio associated wi th the signal present
at the processor’s Input (provided the conditions delineated
above are satisfied). The factor by which the desired-signal to
interfering—signal ratio Is Increased is normally designated as
the (waveform ) processing gain and is nominally equal to the rate
at which the spectrum spreading code is generated divided by the

• bandwidth of the bandpass filter. Since any practi cal fi lter
• Introduces a non-zero envelope delay, the phase of the reference

signal generated will be incorrect following transitions in the
• desired signal’s phase resulting from the Impression of data on

• the ceded carrier until the phase transitions have Npropagated_
through” the filter. The control loops can be prevented from
responding Improperly during the Intervals of time when the phase
of the reference signal is incorrect by forctng the error signal
to zero or holding the weights constant during an appropriate
portion of each signaling (bit) Interval . This approach is• practical provided the filter parameters are speciflid so that
the phase—transition lag time does not exceed approximately one—
third of the data bit duration. A tag time approximately equal

• to one-fourth of the data bit duration results when a double— tuned
circuit having a 3 d8 bandwidth approximately equal to three
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times the data rate Is utilized to Implement the filter.* Note
that the amplitude of the array reference signal is maintained
at a preferred value by a suitable limi ter circuit (see Figure 3).

An experimental four-channel 30 MHz IF ASP and a reference
• waveform generator configured in accord with Figures 2 and 3,

respectively, were implemented previously and operated in conjunc-• tion wi th a differential detector (14, 15]. It was shown that
a spectrum spreading factor of only ten Is adequate to result in
interference suppression capabilities which do not differ signifi c-
antly from the capabilities provided when an ideal reference signal
is utilized. Overall , the implementation of practical ASPs which
provide very signifi cant interference suppression capabilities
was shown to be feasible. A spatial processing gain of 65 dB
resulted when each of the four signals applied to the ASP consisted
of a desired signal , a thermal noise signal containing approximately
the same power as the desired signal , and a c.w. Interfering signal
having an amplitude 25 dB larger than the desired signal ’s amplitude.
Circuit limitations precluded increasing the interference-to-signal
ratio above 25 dB. Intolerable intermodulation resulted when the

• amplitude of the interfering signal was excessively large. At the
other extreme, the amplitude of the desired signal was not reducible
below a mi nimum value due to non—ideal offset voltage character-
istics of the circuits utilized to multiply the input signals by
the error signal . Four-quadrant transconductance multipliers
were employed which were implemented with wideband analog inte-
grated cirucits (CA3049s). No alternative approach to implementing
four—quadrant multipliers having adequate bandwidths was identified.
Since a reasonable attempt was made to Optimize the multiplier
design, It was concluded that an ASP capable of accommodating an
Interference—to—signal ratio greater than 25 dB would best be

• configured so that the utilization of four-quadrant multipliers
would not be required.

Although perhaps not obvious, it has bun shown that the IMS
algorIthm is implemented by an ASP configured as shown in Figure
4 If the IF amplifiers following the input signal by (down-

• converted) error signal multipliers have suitably large bandwidths.
Only one wideband quadratura hybrid and m four-quadrant multipliers
are required to implement this latter configuration, where m
represents the number of signals processed. In contras t, in
wideband quadrature hybrids and 2in four—quadrant multipliers are
required to implement the former configuration. More importantly,

‘me ut iiTzation Of a multiple—pole (sharp cutoff ) filter having
a bandwidth only moderately larger than the data rate would
maximize the processing gain. However, the phase-transiti on
lag time would be unacceptably large if such a filter were to
be employed. 4
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offset voltages generated by the m input signal by down-converted
• error signal multipliers do not affect the dynamic range of the• control loops since the product components of interest are IF

signals. These IF si gnals are transformed into in-phase and quadra-
ture weights, respectively. Of course, offset voltaqes will still
exist at the inputs of the integrators. However, the baseband
signals can readily be generated by passive mixers which each
have a constant envelope, narrowband, high— level signal applied
at one input port and, under steady—state conditions , a low-level• signal at the other input port. Consequently, the offset voltages
at the integrator inputs can be maintained at small values. A
high loop gain can readily be achieved without imposing an unreason-• able dynamic range requirement on the four—quadrant multipliers
by suitably amplifying the IF product signals. These considerations
are discussed in greater detail in section VI C.

The ASP in the experimental IDMA/adaptive array system is
configured in accord with Figure 4; the reference signal applied
to the ASP is generated by a reference waveform generator con-
figured essentially in accord with Figure 3. Four PN codes are
generated autonomously within the satellite, i.e., in synchronism
with a free-running ~clock.” These codes are identical in struc-• ture to four codes which are generated wi th each TDMA modem. One
pair of codes or one code from that pair is utilized to generate
either a quadraphase or biphase coded LO signal in the reference
waveform generator, depending on the position of a 2~/4~ swi tch.
When comparable switches in IDMA moderns are appropriately positioned,
the coded 10 signal and coded carrier signals generated within the
TDMA modems are identically modulated. Similarly, a second pair
of codes or one code from the pair is employed to generate a net-
work clock signal (NCS) which Is identical to the NCS transmitted
by a TDMA modem when the modems are not beino operated in con-• junction with the adaptive array. Generating the tICS and the
coded LO signal synchronously within the satellite results in the
signals transmitted by the TDMA modems arriving at the satellite
in synchronIsm with the coded LO signal .

As previously noted, the spectra of all overhead signals
transmitted by the modems are always spread by a factor of sixteen.
The spectra of the data carrying sianals are alsn spread by a
factor of sixteen except when the moderns are configured to establish
the LRF and 64 data symbol s are being conveyed in each data slot.
The spectra of signals which convey 64 bits In a slot are spread
by a factor of two. Since a spectrum spreading factor of two is

• not adequate to permit a suitable reference signal to be generated,
the reference waveform generator has been Implemented so that only
signals having spectra spread by a factor of sixteen can be accom-
modated. Thus, when the IDMA modems are being operated in conjunc-
tion with the satellite , the data channel assignments utilized
must be selected so that eight data bits are transmi tted In each
data slot.
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It is well-known that the transient resnonse of the INS
algori thm is dependent on the signal environment and on the circuit
gains used in the feedback loop. In the remainder of this report,
techniques for maximizing the convergence rate of the LMS algorithm
are evaluated. The scope of the analysis presented in Chapter IV
extends beyond the speci fic implementation discussed in this secti on
so that al ternati ve approaches for structuring the IMS algorithm
could be examined. The analytical models presume that an ideal
reference signal is avai lable at the adaptive array. As previously
discussed, this is a good approximation in the experimental system
provided the signals are approprIately synchronized. The ability
of the SDDLL to acquire and maintain synchronization in a jointly
operational TDI4A/adaptive array system is evaluated experimentally
in Chapter VI. Two methods for inserting desired signal information
into the LMS feedback loop are addressed in the analysis. In one
method, the ideal reference signal is inserted into the feedback
loop as in Figure 4. The second method uses the desired signal
direction of arrival to provide desired sianal discrimi nation. The
latter method may appear inappropriate insofar as the ASP implemen-
tation previously described is concerned, since the desired signal
direction of arrival and the reference signal are initially unknown.
However, as presently implemented, each pulsed desired signal is

• preceded by a preamble Interval during which only the PN code is
transmitted* (i.e., no data are transmitted). Since this code is• presumed known at the adaptive array, an ideal reference signal can
be generated autonomously within the ASP during the preamble. It
is thus possible to estimate the desired signal direction of
arrival during this interval , as will be shown. It is also possible
to use an ideal reference signal during the preamble when the IMS
algorithm is structured as in Figures 2 or 4. Finally, a weight
management subsys tem wherein • the weights are sampled, stored, and
“recalled” is no longer necessary to obtain acceptable system
performance, since an adequate (array) output signal-to—noise ratio
can be obtained prior to data detection by adapting during thet preamble interval. For this reason and the fact that a significant
reduction in circuit complexity/cost could be obtained, the weight
management subsystem wa s omi tted from the experimental TDMA/adaptive
array system. The prototype TOMA/adaptive array has been designed so
that each preamble transmi tted by a TDMA modem need only span one
time—slot. The experimental TOMA/adaptive array system is described
in greater detail in Chapter VI and in [20].

The analytical results presented in Chapter IV establish a
basis for designing an adaptive array which responds rapidly to
changing signal environments. It is shown that the rate of
response is related to the input signal bandwidth and is limi ted

‘This requires a minor modification in the TOMA modems.
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by the level of control loop noise which can be tolerated. The
effects of control loop noise on the performance of phase detectors
is also investigated. When applicable, these results are compared
to the experimental resul ts in Chapter VI . For the purposes of
comparison, the transient response of the direct computation
methods are examined analytically and numeri cally in Chapter V.
A technique for estimating the desired signal direction of arrival
is also presented.
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I
CHAPTER III

MATHEMATICAL MODEL

A. Introduction

This chapter provides the necessary mathematical background
and definitions required in subsequent chapters. A description of
an assumed antenna array geometry and signal structure is given .
A spatial filter which linearly combines the received signal in
each antenna element to achieve an optimum signal-to-noise ratio
is derived. The performance of this filter is then compared to
the performance of filters developed under other performance criteria
assuming narrowband signals. The method employed to distinguish the
input signal from noise is described in the last section.

B. Siqr~al Structure andArr~y~Geometry

The assumed array geometry Is Illustrated in Figure 5. It con-
sists of m sensors (or elements) positioned in a three-dimensional
coordinate frame which has Its origin near the array phase center.
The position of the kth antenna element (k 1,2, •.. m) with
respect to the origin is specified by the vector 4j~ and Is assumedknown. The signal environment is assumed to consfst of p signals
which are assumed to propagate towards the antennas in a non—dispersive
homogeneous medium with propagation velocity v. Unless otherwise
noted, the direction of arrival of the ith signal , which is denoted by
the unit vector ii (1 1 ,2, ... p) is assumed constant. The signal
emitted from the first source (iaI) is defined as the desired signal
(OS), while the signals from the other p-i sources are defined as
interfering signals. To emphasize the relationship between the signal
environment and adaptive array performance , the output of each ele.
ment is modeled as a time delayed version of signals arriving at the
origin of coordinates pl us internally generated thermal noise. The
effects of non-ideal antenna elements will not be addressedç however,
these effects can be included in any results presented by an appro.
priate transformation of the input signal waveforms.

The 1th s ignal ~t the coordinate origin may be represented, In
• general , by an amplitude and phase modulated carrier of the form

‘ ~1(t) cos (
~~

t + ,1(t) + 
~~ 

i • 1,2, ... p (1)

I
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kt~ ARRAY ELEMENT
INTERF ERING SIGNAL
ARRIVAL DIRECTION

DESIRED SIGNAL
ARRIVA L DIRECTION

IN TER F E R I N G  S I G N A L
ARRIVA L DIRECTION

Figure 5--Array geometry and signal environment.

where wc represents the carrier frequency in radians , •j(t) and
ui(t) represent the phase and amplitude modulations, and ej
represents an inltal (constant) phase angle. The spectrum of
~j(t) is assumed bandllmi ted to Ocw c2wc . Whenever possible,
signals will be expressed In thei r complex envelope representa-
tion to simplify the notatIon. Denoting the complex envelope of
~1(t) by ~1(t), it follows that

~~(t )
Ci(t)  ~~~.... exp (j (,1(t) + ; I • 1,2, •.. p. (2)

Similarly, thermal noise generated in the kth element can
be expressed In the form

6k(t) • Bk(t) cos (w et + *k(t” . (3)
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The associated complex envelope representation is

Ad Bk(t)6k(t) 
a r... exp (i ~k (t) ) ; k • 1, 2, •.. n (4)

where Bk(t) and $k(t) represent amplitude and phase, respectively.

For the purposes of analysis in later chapters, interfering signals
and element thermal noise will be modeled as sample functions from
stationary, zero-mean random processes. Thermal noise will be assumed
uncorrelated between elements. Further, these processes are assumed

• partially characterized by the following ensemble averages :
i •j

E[
~i(t) ~~(t 

- r)] = i ,j • 2 ,3 . .p  (5)
t..o is i

• Ia2 R (r) k t
E(~~ 

‘
~ (t — r)) 

a k ,~ • l ,2,...m (6)
k $ &

where R1(0) * 1
R0(O ) 1

and P4 and ~
2 represent per-element input powers ass~ociatedwi th the ith source and therma l noise , respecti vely. It can

be shown that the correspondIng cross-correlation functions of
the real input signal-s (Equations (1) and (3)) are related to Equations
(5) and (6) by

E(~1(t) (~(t - t)] Re{ e~~ E(~1(t) ~~(t - 
~~)]} 

. (7)

An arb itrary stationary process cg(t) wi th zero mean can be
written In the form (21]

c1(t) • a~(t) cos + b1(t) sin (8)

where ai(t ) and bI ( t )  are real processes . Since q(t) is assumed
a stationary, zero-mean process, it follows that ai(t) and bi(t)

*The symboT * denotes the complex conjugate of the scalar function with
which It is associated .
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are also stationary , zero-mean processe s . If the sp ectra l density
of ~i (t) is an even function about the carrier frequency, then Itscomplex envelope can be shown to have the following properties (21]:

P~ R1(t ) • E[ai(t)ai(t-T)]

• E( b1(t)bj(t-T)]
• Raja1(r) (9)

and

E [a 1(t)b 1(t—r)] • 0 (10)

which implies that Rj(t) is real and that the In-phase and quadra-
ture coniponen~s of the signal ~i(t) are uncorrelated. In
addition , if ~i(t) is modeled as a sample function from a zero-mean Gaussian process (and Equations (9) and (10) are satisfied), then
a moment theorem for compl ex Gauss ian processes , derived by Reed
[22), can be applied . As a consequence of this theorem,

• (a) E[Z~ Z~ 23] 
= 0

(b) E[Zt Z~ Z3 24] • E [Z~ Z3] E [Z~ 24) + E[Z~ 23] E(Z~ 24) (11)

where Z (i • 1,2,3,4) represents a sample Z(ti) of the Gaussian,
zero-m4n process 2(t). The properties of narrowband complex Gaussian
processes given In Equations (9)-(1l) will be employed in Chapters IV
and y.

• With the exception of a portion of the analysis presented in
Chapter V the desired signal is assumed to be biphase (or quadra-
phase) modulated with Ph code(s) In order to obtain results applicable
to the IDMA signals. When biphase data are to be conveyed, they are
added modulo—two with the PN code(s) prior to modulation . The ratio
of the code rate to the data rate, denoted as the spectrum-spreading-
rat io, is assumed to have an integer value greater than or equal to

H one.

The desired signal (DS) is to be distinguished from all other
signals present at the array Input and thus will be designated by

22
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special notation. The OS , observed from the ori gi n of the coordina te
frame In Figure 5, is defi ned by

~(t) • ~1(t) . (12)

Under the biphase (or quadraphase) assumption, the DS has a constant• envelop e, as opposed to the rando. envelopes assumed for Interference
and thermal noise. That is ,

* E(~(t) ~*( t)] • 
~(t) ~*(t) (13)

where P~ represents the per-element input desired signal power. Except
in Chapter V, s(t ) is assumed to be a deterministic signal .

The arrival of the 1th signal at the output of the kth element, of
is delayed tik seconds with respect to the coordinate origin ,

where*
<a1, ~~~tik . (14)

Thus,

~ik
(t) a ~ (t — tik) CX~ (—jw~ Tik] I • l,2,~••p

k • 1 ,2,...m (15)

All signals present at the array inpu t will be assumed narrowband
with respect to the array bandwidth; that Is, the maximum differential
delay between elements is assumed much smaller than the reciprocal of• the input sIgnal bandwidth. In this case , the effects of envelope delay
in Equation (15) can be neglected, permitting the approximation

• ‘
~1(t — ‘ik~ ~1(t) . (16)

The output ~k(t) of the kth antenna element Is composed of
• the sum of all delayed directional sources plus thermal noise:

* ~~~~~ denotes the inner produc t of the rn-dimensional vectors
A and~~.
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Xk (t) • ~(t ) exp 1:-i “c tik ] (17)

+ 
i~2 ~1(t) exp [-j U~ Tik] + 

~k
(t
~
’ ; k * l,2,...m

For notational convenience, the outputs of the m antenna elements
at time t will be written as the rn-dimensional complex-type vector

~(t) 
• 

~2(t) 
(18)

~~(t)

The m-dimensional vector defined by
j W~ T Il

— j w  t
• e C ; I = 1,2,.-. p (19)

•JW c Tim-e -

is a vector directed along the DOA of the ith directional source
and will be denoted as the direction-delay vector associated ~iththat sIgnal. The instantaneous input desiCed signal vector , ~(t),
and the Instantaneous Input noise vector, v(t) , are defined In
terms of ~ as

(a) j~(t) • ~(t) y1 (20)
p

(b) ~(t) • I ~1(t) L + ~( t)
1.2 ‘

where

f
t 

---
-
~~~~~~~

I- - .
~~~~~ ~~~ 

•,



-Sn ----- -

~l 
( t)

~(t)  a 6
2(t)

• 
~m(t)

represents the input thermal noise vector. That the input desired
signal and noise vectors could be written as in Equation (20) Is a
consequence of assumptions regarding the antenna elements. For non-
isotropic and non- Identical array elements, the only modification
required in Equation (20) is to multiply the kth component of each
vector vj (1 1,2, ... p) by a complex scalar fk(vf ) (k = 1,2, •.. n)
which is functionally dependent upon the arrival dtrectlon ai of theith signal . Other effects such as mutuaj coupling and aperture blockage,
which alter the relative phases of each Ji(t)vI in EquatIon (20) , may
also be Included in modeling the received signal structure , although
the modifications to Equation (20) would generally be more involved.

From Equations (17)-(20), the output of the m antenna elements
may be expressed as -~~~~

~(t) •~~(t) +~~(t) . (21)

The covariance matrices associated with each of these three
input vectors may be determined as follows :*

E( ~.(t)kt(t -t )} I 
~~

_ 
(22)

a E( (1(t) + ~(t)] (.1(t) + (t)]tl

a s s 1 + 1 4

where

*The symbol t denotes the complex conjugate transpose of a matrix
- - : or vector, and the complex conjugate of a scalar.
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• N ! El~.(t)~
t(t)] ! r’~ ii v~ + 021

- i~2

I

The mxm matrices Kx and 14, which represent the input covariance
• and noise covarlance matrices , respectively, are positive definite

and Hermitian. It, therefore, follows that (1) their Inverses
exist and (2) each can be transformed by a unitary transformation

• Into a diagonal matrix with real elements. The unitary trans.
formation and diagonal matrix associated with Kx will be denoted
by the tnxm matrices P and A , respectively. Thus ,

PKx P 1 
= A (23)

where PP 1 a •

arid
A 1 0 0 • .•  0

0 A2 0 ... 0

A• 0 0 A3 .-. . 0

0 0 0

The elements of A are the eigenvalues of K
~
. Since is positive

definite,

Ak ~ 0 ; k • 1,2, ... m . (24)

Several additional definitions will be required In later
chapters. The total input power, Input desired signal power,
and Input noise power will be denoted by P1, P5, and P~, respec-
tIvely. They are related to other system parameters as follows :*

*TR(K ) denotes the trace of the matrix K
~
.
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~~~~1

P5 E~j t(t)1(t)} S = mP~ (25)

p
• 

• E{~~(t)~(t)} = TR(M) • m ~ + ma
i=2

P1 
a E{~

t(t)~(t)} a TR(K
~
) • 

~ 
= 

~S +
k=l

C. Optimum Spatial Filtering in
• a Nãrrowband ~nv1ronment

The antenna element outputs are correlated since each contains
delayed versions of the p received signals (see Equation (17)). It is
this property which permits partial cancellation of undesired signals
without cancelling a desired signal coming from a di fferent direc-
tion, i.e., a spatial processor can be implemented by applying
the sensor outputs to an appropriate combining network (spatial filter).
The purpose of this section is to derive a spatial filter which
processes the sensor outputs to maximize the desired signal and mini-
mize undesired signals at Its output. The input signals will be
assumed stationa ry and narrow band wi th respect to the array bandwidth.

The proposed spatiaL/ilter linearly combines (or weig~ts) theoutputs of each element, xk (t), to generate a scalar output y(t).
That is,

• w1* ~1(t) + w2* ~2(t) + ... + wm* ~m(t) (26)

• The weights wk are complex to convey phase as well as amplitude
control. When Wk is viewed as the kth component of the m-
dimensional weight vector* ~~, Equa tion (26) becomes

(t) • w~ ~(t) • w~ s( t) + wt 
~(t) . (27)

• 
_ _ _ _

*For notational convenience , the vec tors ~. and !.xd (defined later) will
be written as w and RXd, respectively. When either of these symbols
appears in conjunctiOn with a subscript, the cpmposite symbol represents
a vector component, e.g., WI represents the it’s component of vector w.
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• The spatial filter w which optimi zes the output signal-to-noise
ratio will first be determined.

The total power at the output of the spatial filter is defined
as

E(~t(t) ~(t)]

= E {[wt 1(t) + w~ ~(t)] [lt ( t)w + ~~(t)w] (28)

If the weight vector is fixed at some arbitrary value , then
Equation (28) reduces to

p1.w t $ S t w + w t M w a S + N  (29)

where

S~, Etw ’ ~~t) 1’(t) w]

and

N0 E[wt~~(t) ~‘(t) w)

The parameters S~ and ~o defined above represent the output
desired signal and output noise powers, respectively. Thus , the
output signal—to-noise ratio ((S/N)0), given w , may be expressed
as

Ie~ S W S S W
I J a  0 — —L~~~I

a 
W

a
V / o  o w M w

A least upper bound (LUB) for this ratio will be determined as a
function of w assuming a fixed signal environment. The LUB will
be denoted as the optimum output signal -to-noise ratio, and the
vector w which achieves this optimum will be denoted the optimum
weight vector (usually

The maximum value of Equation (30), for a given signal environ-
ment, will be evaluated by following the procedure introduced by Reed,
et al. (6]. First, an upper bound on Equation (30) will be derived,
then a vector wopt which achieves this bound will be given. De-
fine the operator

(A~~)
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where 14 is the mxm noise covariance matrix and! and L are
arbitrary rn-component complex vectors . Since 14 is positive
definite Hermitian, it is easy to show that the above.-.defined
operator satisfies the axioms of a complex-type scalar product (23).
In terms of this scalar product, Equation (30) becomes

(s\ (W , 14 1j) (N~~s, w)

~N) (w, w) (31 )
0

By the Schwartz inequality

(!.x.) ~~. 
(

~~~& (x~
) • (32)

Thus, Eq. (31) Is bounded above by

(5), 
(w,w) 14

_lj) 
• (14 l~, 

~~~~
!) — ~t 14 l

This upper bound is Independent of w and therefore holds for all
complex vectors w. If a vector w can be found such that

) (~ r),
a S t M 1 S~~~T0 (35)

then s 14 1~ Is the LUB and the vector w is optimum. One such
solution for w, is gIven by

w hh’ wopt h’ 8
i

M
~~~1 

(36)

where 
~ is an arbitra ry (non-zero ) complex-type scalar. Sub’.• stituting Equation (36) into Equation (30), one obtains
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Ic~ W S I W

1*) • (31)

I:l
12 1t 14-1 5 5

t 14 1 s

Is~I2 s M1s

= 5~

where T~ is defined as the optimum output signal-to - noise ratio
for a given stationary signal environment; w0 ~ 

is the filter
which achieves this optimum. p

The fact that neither the amplitude nor phase of wOnt affects
(S/N)0 is both obvious and significant, e.g., neither th~ ampl itude
nor phase of 5(t) are requ I red in determinIng wopt. The advantage of• this manifests itself not only In estimating the desired signal DOA ,
but al so in estimating N, as should become apparent in subsequent
chapters.

Next, consider a weight vector calculated from the inverse
of the input covarlance matrix:

a 82 1 (38)

where 62 Is an arbitrary (complex) constant. From Equation (22),
. 

~~~ 
+ 11t) l 

~ 
-

Using a well-known matrix inversion lenuna [24), w0 reduces to

I
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• 82 
(N~ - 14 1~ (1 + I N~ jY1 I 14_l ] 

~ 
(39)

~ ~i 14—l s
- 1~\ l + ~~~Pf

1 s

1 
1\1+ 1 t 1( j) 

—

_____ 
1a 1 + T 0

1

where 83 = l + T ~
Since 83 is a complex constant , f i l ter w0 (compare Equation (39)
wi th Equation (36)) also maximizes the output signal-to-noise ratio• [25].

The fi l terj’Ii ç 1s is the well-known Weiner filter, whIch
minimizes the mean-squared error (NSE) between the filter output

• signal and 5(t); that is , it minimizes

~MSE 
• EI~(t) - ~(t) I2 (40)

• £ ((~(t) - w~ ~(t)) (~~(t) - .1t(t)w)}

By Equations (13) and (22), this r duces to

• 

• 

J~sE
a P s 2 Re{J~~Iw }+ w kx w . (41)

Equation (41) has a unique minimum (1], which occurs for

W 1SPISE •J~ 
KX

1 s (42)
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for which the minimum mean-square error becomes

~MMSE 
a 

~~~~ (1 - I KX
1 

~) (43)

= _______

1 + T~

The ~lSE between the desired signal and the Wiener filter output
,

normalized to the per-element input desired signal power, is a
function of the optimum output signal-to-noise ratio (SNR); as
expected, (Jppis~) (P1)

1 is smallest when the optimum output SNR
is high. The weight vectors Wopt and WP4ISE maximize (S/N)o for a
stationary signal environment consisting of narrowband (with
respect to the array bandwidth) uncorrelated signals. Baird and
Zahm (1] show this is also true for filters which are based on
the maximum likel ihood criterion. Since these filters yield the
same output SNR, the output SNR will be used to measure perform-
ance. This measure will be useful when undesired signals and
thermal noise approximate Gaussian processes, since maximizin g
the SNR also optimizes the probability of detection.

0. The Reference_Sig~ 1

In the preceding section, it was found that filters which
optimize the output SNR are completely determined by the covari-
ance matrix Kx (or N) and by the desired signal DOA vector Bs,
where 8 represents an arbitrary complex-type constant. In tice
application under Investigation, highly mobile terminals are to be
contained in the TOMA network; thus, It has been presumed that
the arrival angles of the desired, time multiplexed signals are
not know at the satellite. In order to obtain an estimate of 85,
some information must be made available at the array processor lo
distinguish between desired and undesired signal sources . This
Information will b~ assumed to take the form of a locally generated
reference signal , t(t) , which has the following property :

,
~. 

.~tRxd • £ (~(t) r Ct)] (44)

• £ ((j(t) + ~(t)) ~
t(t)}

‘~~ ‘~4.• j(t) r (t)

• 6~
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where Rxd is defined as the input cross-correlation vector. Thus,
an estimate of 85 is obtained by averagi ng the input signal vector
by reference signal product.

For the purposes of analysis, an i~ea1 reference will beassumed. The ideal assumption is that iW(t) is a scaled replica
of the desired signal :

~(t) 
• B~ ~(t) 

(45)

and i~ 12 E[~(t) ?~(t)] 
~ 

2

where ~ ,2 is a known constant. 85 is constant for a given
desired %ignal and is a function of the unknown phase and ampli-
tude of 1(t). In this case , the cross-correlation vector

Rxd 
a 85*J S a BI (46)

~

‘

:

~~

•

~~has the magnitude

~~ i~ri.J75 . 
• (41)

In practice, it is possible to locally generate a (nearly)
ideal reference signal if (1) the desired signal contains no data
modulation, (2) the time base of the code modulation contained on
the desired signal at the array input is aligned wi th the time base

• of the processor code to within a few tenths of a code bit (chip)
duration, and (3) an accurate estimate of the desired signal
carrier frequency Is available. These requirements would be
satisfied Intrinsically by a IDMA system of the type described
in Chapter II If (1) the data modulation were to be removed*,

1•  (2) a sIngle timing signal were to be employed In the processor
to generate both the network clock signal and the processor-generated
code , and (3) the offset in frequency between s(t) and r(t) were to
be sufficiently small.

1’ 

__________________

*For example, each user could be assigned a preamble Interval
preceding his data slot during which only the PM code is trans..
mitted.
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Of course, it is generally not possible to generate an ideal
reference signal when data are to be conveyed. In this case,
Reinhard [14] has shown that a reference signal , rp(t), which
satisfies the requ i rements in Equation (44) can be derived from the
array output signal by a processor configured as shown in Figure 3
provided the spectrum-spreading ratio is nominally eqj.~a1 to orgreater than eight and the signal-to-noise ratio (of rp(t)) is
sufficiently large. The latter requirement is satisfied when the
product of the spatial and waveform processing gains exceed the input
noise to desired signal power ratio, which 1s~normal1y the case ofInterest. When the signal-to-noise ratio of t~~(t )  Is sufficiently
high (approximately 10 dB or higher) and delays intro4uced byi
the waveform processor of Figure 3 are conlpensated,* r~(t) canbe approximated by

w
1.
s

~ (t) ~ 
— 

~(t) (48)
• - Jw

t s s t w

where

Ir~I2 E E[?(t) ~
t(t)]

• I86 l2 P~

Again I’~~!
2 is assume d known . If 85 ~6 ’ then

wt s
? (t) • ?(t) (49)p 

~~~~ tw S S w

which shows that ~0(t) approximates ?(t) to wi thin a phase factor
introduced by the ~patial filter w. Near steady-state . this
phase factor is essentiallX constant when the desired signal
frequency offset is small [15]. Note that the relative phase~,angle
between the desired signal component of the array output and rp(t)in Equation (49) is nominally zero, whereas the relative phase can

*The subject of delays introduced by the waveform processor and
methods for compensating this delay are addressed in Section VI.B4 .
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0 assume an arbitrary value in the range 00 to 3600 In the case of an
ideal reference signal . For this reason, an array processor wherein
the reference signal Is generated by suitably processing the array
output signal can exhibit better signal acquisition ( transient)
performance characteristics than a processor In which an ideal
reference signal is utilized (see Section ~.D).

• 
I
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CHAPTER IV

TRANSIENT RESPONSE OF THE UIS ALGORITHM

A. Introduction

This chapter begins wi th a brief review of the INS algori thm
weight equation. Two implementations of the weight equation are
defined. In the first, weights are updated In a continuous manner
according to a differential equation. In the second, weights are
updated in discrete steps. Each implementation is then further
subdivided by distinguishing between two technloues for inserting
a priori desired signal information. Transient and steady—state
performance of each of these four cases are analyzed in parts C
and D. In part C, a review of the mathematical development
pertaining to ideal LMS algori thm response Is presented. The
ideal assumption is that the weiahts respond to the average of
the instantaneous coveriance matrix and/or the average of the
instantaneous cross-correlation vector (depending on j  Priori• Information assumed). This assumption is shown to be valid when
the analog control loop bandwidth is much narrower than the input
signal bandwidth , i.e., when the convergence rate is relatively
slow. When the loop bandwidth Is increased to improve convergence,
however, the weights become noisier as they beam to respond to
instantaneous signal fluctuations , thus departina from the
idealized model, Selection of an optimum loop bandwidth in this
case requires a compromise between convergence rate and loop
noise. To guide this selection, excess noise at the array output
as a function of array parameters is determined for the case of a
Gaussian noise envi ronment in part D. In part E, the effects of
weight jitter on the output signal phase and on coherent detection
are determined when the discrete INS algorithn is employed. t

• B. Descri ption of the INS AlgorIthm
The analog UIS (ALMS) algorithm is designed to minimize the

mean—squared error between the array output and a known reference
signal (r(t)] based on a steepest descent minimization procedure.
The technique sets the time derivative of the complex weights,
w(t), equal to a negative constant times the gradient of the
instantaneous mean—square error (1], i.e.,



dw~t) • - Bvw ~(t,w) ~
2 (50)

where

~(t,w) • ?~(t) — ~(t) 
(51)

a 
~(t) - wt(t) ~(t)

It has been shown elsewhere (1,15) that the vector di fferential
equation for the weights which satisfies Equation (50 ) is given
by

• d~ j~ 2~~ (t) a”(t) (52)

• ~ ~(t)  (?t (t) - ~ w(t) )

• ~~ (~(t)?’ (t) -

where the real scalar z(a 2 a) is defined as the loop gai n
constant. For an rn—element array, this expression represents
m coupled differential equations of the form

dw (t)
______ • a(~~(t)~~(t) — ~1(t)~~(t)w(t)) ; I • l,2,~~’m (53)

Equations (52) and (53) describe the time behavior of the weights
for continuous values of t. An algori thm for updatin g weights in
discrete steps can be derived by transforming Equation (52) into
the difference equation

______________  • e(~(t3
)?”(t~) — ~(t~)~~(t~)w(t3

)); (54)

I tj < t j+1

where w(tj+i) and w(t4) represent the weiQhts at t~%mss tj,.p and
tj, respectively, In terms of input data r(t) and x(t) sIp~ 1ed
at time tj. Equation (54) is referred to as the digital LNS (0U6)

• algor~thm. As the interval t4,.~ - t1 approaches zero (for all 3)
EquatIons (52) and (54) becon* identical.

~~~~~~ 4 è-~7
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Taking the ensemble average Of both sides of Equations (52)
and (54 ) yields

E dw~t) 
• a{E[~(t)~~(t)] - E[~(t)~

t(t)w(t)]) (55)

• a(RXd 
- E((t) (t)w(t)])

rw (t ~,) - w(t )ii (56)
I 

• Q(E(~(t~ ~
1’(t )] - ~~~~~~~~~~~~~~

• z{RXd - E ~~~~~~~~~~~~

The last step in each of Equations (55) and (56) follows from
the assumption that the reference signal is a scaled replica of
~‘(t) (see Equation (44)). Equations (55) and (56) motivate the
following modifications to Equations (52) and (54):

dw(t) 
~ 
{R~ - ~(t)~

’(t)w(t)) (57)

w(t 1)- w(t ) ,~, ~~ ,

r’ ~~~~~~ 

a 
~{R d - x(t )x (t )w(t )} (58)

L 

j+1 3 
x

In Equations (57) and (58), desired signal DOA information Is
assumed given, whereas in Equations (52) and (54) the reference
signal , r(t) , is assumed given.

Equations (52), (54), (57), and (58) describe the four basic
models of the INS algorithm considered in this chapter . The
analog models, defined by EquatIons (52) and (57), are illustrated
in Fig. 6. To establish a convention for distinguishin g between
the two analog algorithms, the vector R~(t) is defined as the
difference (at time t) between the (Instantaneous) desired signal
DOA information inserted into the feedback path and the mean
cross—correlati on vector. That is (the expressIon (0] denotes the
zero vector).

or 

R
~ ~(t)?t (t)~~ Rxd 

~~~~~~~~ • 

(59a)

• Rxd - Rxd 
B (03 -; -• - - • - (59b ) 

~: ~~~~~~~~~~~.

1u~ 38

~
.

!J-
~~~

--
~ —~~~

- •L~ •~-~ 
- - - - _____________ - - -

“F



ARR AY
OUTPUT

I ADJOINY
f1 E )-“~~~

Lit: (.) d
Tl

9 
_ _ _  _ _ _L 1 [ADJOINT~~J
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MULT IPU ERS

Figure 6-—Ana log adaptive processor model. In Equation (52),
a (0]. In Equation (57), ~(t) 0.
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Figure 7——DigItal adaptive processor model. In Equation (54),
• (0] . In Equation (58), ?‘(t) • 0.
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• where the explici t time dependence has been suppressed for
notational convenience. Equation (59a) applies to an adaptive
processor Impl emented in accord with Equation ~52); in later

• sections, this will be referred to as the RA~EO] case. 
When the

processor Is implemen ed in accord with Equation (57), Equation
(59b) applies ; this will be denoted as the Ró—(0] case. Similarly,

• these definitions and descriptions apply to the digital models
defined by Equations (54) and (58) and illustrated In Figure 7.

• 
( c. Ideal LMS Algorithm

In this section, the mean transIent responses of Equations
(52) and (57) will be determined under the assumption that the
control loop bandwidth is much narrower than the input signal
bandwidth. This result is then compared with the mean response

• of the DIMS algorithm (Equations (54) and (58)) when ate tj+i~tj
is tssumed equal to the interval between independent saripl~s
of~ ,(t).

The mean weight vector, ~(t), of the ALMS algorithm isobtained by performing an ensemble average of Equation (52) over
all si gnals present. From Equation (55) ,

E • ~~~~ - E(~.(t)~
t(t)] (t)} (60)

- E ((x(t)~
t(t) - E (~..(t)~

t(t))Xw(t) - ~(t)} 
]

• c
~
(Rxd - K~~

(t) - E((~(t)~~(t) 1(x) (w(t) -

where ‘(t) Ew(t).

since w(t) is assumed to vary slowly with respect to
~~(t)~~T(t) , they are negligibly correlated and instantaneous
Yluct~aations of w(t) about its mean are small. This permits
the approximation

E ((~(t).~
t(t) — Kx) (w(t) — (t))] * 0 (61)

so that

‘Independent samples were assumed In order to simplify the analysis.
As should become apparent subsequently, results obtained under
this assumption can be used to approximate the mean response for
other val ues of At.

41

I !~~_~_~ - --~ • - --—- - - -v -  

-~



E d~~t) ~ _____ • a(R~ - Kx~
(t)) (62)

The vector differential equation In (62) defines the Ideal ALMS
algorithm. To evaluate the characteristics of Equation (62),
the eigenvector expansion approach described in Section III B
wi ll be adopted. Multiplying both sides of Equation (62) by the
m,an unitary matrix P yields

~~ P (t) • a(P Rxd - P K~ 
P~ P ’(t)) (63)

Defining ~1(t) as the projection of (t) onto the i~’ elgenvectorof K,~ , i.e.,

• [P ’(t)]1 (64)

results in m decoupled differential equations of the form
d~7 (t)
______ • ~[(P Rxd)i — x~ ~~(t)) 

•, I • 1,2,.--.m (65)

Equation (65) has the solution

~i
(t) ~
{
~ 1

(t
0
) - 

(PRXd)
i}

-a
~i
(t - t0) + 

~~ (66)

where ~~~~ denotes the initial value of ~j(t). Equation (66)
may be written in the vector notation as

— t )
• e ~ (y(t~~

) - A’1 P RXd] + A~ P Rxd (67)

where**

—J
‘TP* notation LJj represents the ith component of the vector
enclosed by the brackets,

~ Again, the underbar on the vector ~
‘(t) is omitted in order to -

•

simplify notati on .

I
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• V1(t)

~(t) ~2(t)

.

and

exp (—csA (t - t0)] I - ciA(t - t0) + ~~~
. (~A (t -

— ~~~
- (&~(t 

— t0)]
3 + ‘ ‘.

e 0 0

0
0 e

• , . .

0 . . . e

Since A j ~ 0, ~i(t) exists for t 
> t pnd converges to the

component of Rxd projected onto the eigenvector, i.e.,

( P R )
l im~~1(t) a ; i • I,2,’•m (68)

or, in vector form,

u r n  ~( t)  • A 1 P Rxd (69)
t.-

The steady—state weight vector is obtained by performing
the inverse transformation:
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lim (t) • lim P 1 
~(t) • P

’
~
1A’1P R d (70)x

• 1( l Rxd ~~~~

This result shows that the weight vector (t), calculated accord-
ing to the ideal ALMS algorithm (Equation (62)), converges to the
optImum weight vector.

The degree to which the solution to Equation (62) approxi-
mates the solution to Eguatiçn (52) depend~ on the correlationlevel between w(t) and ~(t)kT(t) (or ~(t)~’ (t)). This degree of
correlation , In turn , depena~s on the Input signal environment as
well as the relationship between input signal bandwidth and con-
trol loop bandwidth. The impact of these parameters on actual
performance will be further evaluated analytically and experi-
mentally in later sections.

Since ‘(t) in Equation (62) is assumed stochastically inde-
pendent of x(t), the output signal power at time t is given by
[see Equation (29)]

S0(t) ~~(t) ss~~(t) 
a 
~~(t) P P~ ~(t) . (71)

Similarly, the output noise power Is gi ven by

a 
~

‘(t) M ~(t) ~
‘1’(t) A~(t) 

- S0(t) . (72)

Substituting Equation (67) into Equations (71) and (72) yields

S0(t)  
~J1 ~~ !)~~ {(P[w(to) - (73 )

• e~~
X
~~

t t o) 
+ 
(P R~~)~

} 
2

m k R —~x (t—t )
N0(t) 

k~l 
iç j(P(w(t0) - ç~

)
~k e k o

+ 
(PR~~)k})2 

- S0(t) .

These two expressions indicate the explicit dependence of the
idea l ALMS algori thm response time on the elgenvalues of the

- ~~~~ 

_ _ _ _ _
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I i
covarlance matrix , the initial weight vector (w(t )), and the
desired signal DOA (R Xd). In general signal envI~onments, all
components Vk (t) (k.l,2,...m] must be near their steady—state
value to achieve a nearly optimum output SNR; thus, the adaption
time required for convergence is normally proportional to the
longest time constant, tmax , where

t 
- 

~~ (aA )1 (74)
max mm

The assumption that the control loop bandwidth is much narrower
than the input signal bandwidth imposes a lower bound (r1) on
the shortest time constant. Since the shortest time constant
(Tmin) is related to rmax by

a T (75)miri max 
~
‘min

one obtains the bound

, I 
~~~ (76)

max ’ 
~min

Thus, the adaption time required using the ideal ALMS algori thm
is, in general , proportional to Xmax/ Amin

To relate this result to the si gnal environment, the
eigenvalues must be determined. For narrowband, (temporally)
uncorrelated sIgnals, the elgenvalues and elgenvectors of
satisfy the eigenvector equation

(K~ — XI)e a P~ ~~ + (a2 —x) I • [0) (77)

where P~ a P~ and e is an eigenvector.

For the case of two directional sources (p.2) the eigenvalues
and (unnormalized) eigenv.ctors can be shown f 15] to be
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(78)

• ~2 + ~ (p.; + P~) - [~ 
(pI - )2 + p

~ 
pI

~~
< v v ~~,2jl/2

2 2 211~
’2

- A2 ~
2 + ~ (P.; + P~) + [F (P~ - P.;) + p.; P~ Icv 1,v2> IJ

‘fm P ~.Pp + 1m
2(P.;_P~)

2 + 4 p.; p~ lc!l,~f 
2] 1/21

e ~~~~~-—~~~~~~ - y1 ~ 2 P~ <
~2 ‘!.l

> f_i —2

1m(P~-Pj) _
~m
2(P.;_P~)

2 + 4 P.; P~ I<.~.lP.!~2
>I 2] 1/2 1

e ~~ v + v2 2 P~ <y
~ ~~~~~ S

Ak • a
2 and ek ~. e1, e2 for k • 3,...m

where

<e ,R
(P R A)L  • 

k xd k • l,2,’~~m
~ ‘<e )~~~‘/‘

‘

Clearly , ~ • 1,2 wt~en p m. The spread (Amax/Amin) in eigen—values is ¶aPge when -

~ ~2 i • 1,2

or 9 ‘> P’ i ,j • 1 ,2 .

Consequently, from (76), convergence rates can be slow when the •

Input signal power Is large in relation to the per.element
thermal noise power. Fortunately, the impact of widely spread
eigenvalues can be partially alleviated by proper selection of the
initial weight vector .

The eigenvect ors associated with Amin (e3,e4, ...e ) for the
underconstra ined array are (spatia lly ) orthogonal to tI~e twoeigenvectors associated with the two di rectiona l signals. Thus ,

46

- 

* 
F ~

— 

~-.!,P-



2 r R -aAL(t-t )
F S • ~ (P ~

) * i~ (P(w(t ) - 

~~~~~ ~k 
e “ (79)

(P R ) ~ 2

2 R —raA (t—t )
N0 * k~l 

Ak (P(w(t0) - )i e k ~ (80)

+ 
~~ ~~~ ~2 

+ t
~
’min 

~ 
~(pw(tO)kI23e mi1

~~~
0)

The coefficient of exp(-2&~min(t_to)) in Equation (80) will equal zero
whenever the initial weight vector is orthogonal to the thermal noise
eigenvectors, i.e., to the elgenvectors associated with Amin: e~, k’2.

One initial weight vector which is orthogonal to the e~ for k>2 is

w(t0) a [0] (81)

for which

~k~l 
~ &k* ~~~

d)~k(1 - e
_
~~

(t_ tor
j
~ (82)

k~l 
A k 

Rxd)
k( — e

_
~~1~

tt 0)) — S0 
(83)

In this case, the adaption time required for convergence is
proportional to either

A A

r o r r

whichever is largest. In some applications (e.g., when the
d angular separation between the desired sign-al and interfering

signal Is sufficiently l arge and the per-element thermal noise
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power is much smaller than the total input power of each direc-

, 
tional source), A 1 (or A2) is considerably larger than Amin,
and thus a significant increase in convergence rate can be
achieved by initializing the weights to zero.

A second initial weight which is orthogonal to the thermal
noise eigenvectors is given by

w(t0) • b Rxd (85)

where b is an undetermined constant. In this case, Equation (73)
reduces to

2 1 — czX ( t—t )
0 

~k~l 
[(b — .ç) ~ .~)k* (P RXd)k e 

k ~ (86)

(P R ) •1 2
+ (P i)k* A 

k j

t
2 -

~~~~~ (t-t )
• 

- 

k~1 
,‘5,’ (b - .

~
—.) (P R xd ) k e k ~ (87 )

(PR d)k 2

The transient response still depends on A 1 unless the initial error
along eu is eliminated by setting *

b a b
1~ A

1

Of course, A1 is generally unknown. However, the 1r~pact of slow
response on S~, and N0 due to A 1 (and ejoenvalues near A 1)  can at
least be reduced by setting b near

-
• 

ZAssumex 1 Is the smallest eloenvalue larger than 
~ in ’
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To Illustrate some concepts discussed above, consider a linear
array of four identical equispaced antenna elements ininersed in an
environment containing a di rectional interfering source 30 dB
higher than the desired signal and thermal noise powers. Specifi-
cally, let (see Equations (5, 6, and 25))

~
2 a 1

P~~a 1000

The eigenvalues and the optimum (steady-state) output signal-to—
noise ratio are given in Table I for several values of relative
angular separation (* 4n electrical degrees per element) between
interfering and desired signal directions of arrival . For

a 90°, the interference direction of arrival coincides with
— the direction of a null in the array pattern when the array is

cophased to the desired signal so that ~ = m~’~ ~~~~ 
A closer

angular separation causes A 1, the eigenvalue associated with
desired signal , to decrease, but does not sianificantly affect
Amax or Amin. The ratios Amex/Al and Amax/Amjn are very large
in all cases.

Employing the Ideal 1)15 algorithm wi th

• 1 ~sec

results in a maximum time constant of

Tmax 
a (&

~min
)’1 

~ 4 msec.

By Equation (82) and (83), the maximum time constant can be reduced by
a factor of Al/A min by setting w(to) 

a [0]. For the example in
Table 1, the degree of Improvement is greatest when the array Is
cophased to the desired signal , but decreases rapidly as the angular
separation between the interference and desired signal is reduced
(i.e., when T~ is reduced). -

When w(t0) a A 1’~ R~a, the response is very 
rapid since the

maximum time constant in the expressions for S0 and N0 equals
one q icrosecond. In order to determine performance for w(t0) •
6A 1 ’ Rxd, where ~ p’ 1, the transient response of the output signal-
to—noise ratio (S0/N0) was evaluated as a function of ~ for the

* • 
600 and 

~
, • 15° cases in Table I. Figures 8 and 9 show S IN

versus ~ for several different values of K 1 where ~ represents %he
adaption time normalized to the smallest loop time constant, i.e.,
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• (t-t) (~~A
2) .

The results show that convergence continues to be rapid at both
angular separations over a wide range of values for B. which ImplIes
that the convergence rate (of S0/N0) can be significantly improved by
initi alizing the weight vector to a vector directed alona Rxd

- • even though A 1 Is not precisely known. For example, the response
obtained in each of the five cases given in Table I for ~ 

a 1 woyld
be (nearly) the s ame as the response obtained by setting B
Note that t~e relative responses 

obtained for the w(t0) a [0) and
w(t0) a ~~ R ~ cases can be compared using the results in Figures 9
8 and 9 since bie w(t0) • [0] case is represented by letting ~ + 0.
In particular, the output signal—to-noise ratio is shown in Figure 9
to converge to within 5 dB of optim~rni in less than five time constants
(K < 5) for e 15° and w(t0) a x( Rxd, whereas more than 140
time constants are required to obtain the same performance when
w(t0) • [0].

Although time constants contained in the expression for 71(t)
[Equation (66)] are useful in determining the characteristics of
the weight response, the “time—constantTM associated with convergence
of So/No (to To) may differ significantly from ~max. Again, using
the * 

a 15° case as an example, the maximum time constant in the
expression* for y(t) Is related to the minimum time constant by

TmaX — 
~~ 

-_y
~ ~~~~ ‘ 3011 tmin (88)

Thus, the adaption Interval corresoonding to tmax Is represented by
K a 3011 in Figure 9. The output signal-to—noise ratio, however,
is withIn 3 dB of optimum for .c ~ 190 when w(t0) a [0]. S0/N0
converges relatively fast in this case because a deep null is
rapidly formed in the direction of the high level interfering
signal , which is the only remaining source of initial error. Con—
sequently, S0/N0 is large even though S0 is small relative to its
optimum value.

In general signal envi ronments containing more than two
• directional sources, Equations (86 ) and (87) become

‘me initial weight vector is assumed orthogonal to ek for k ~ 2.
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• ~~ {i1 j(P .L)k~~{ (b - ~~ e 
Ak(t~

to) + A
k}] 

(89)

2 2 
~~

‘ 

1 
_
~

Ak(t_ t ~ 1 12N0 
a 

~ kal 
L)k l A k 1(b 

- .ç) e + 

~~~~~ 

- S0

In order to determine a “best” value for b in this case, additional
informati on is required regarding assumed adaption times and signal
environment for the particular application. For example, a value
for b could be computed such that 50/N0 versus b is maximized for a
given adaption Interval (t—t0) if the signal environment were
assumed known. A value for b which provides a “good” response over
a wide range of (unknown) signal environments would be more difficult

-

• 
to determine.

Although a detailed study was not conducted, the convergence
of 50/No was evaluated for two different values of A3 when two
high-level interfering signals (p • 3) are present; the results
are giveq in Figures 10 and 11. In both cases, the values for
I(
~ s)i 16/A 4 (1 a 1 ,2,3) were selected so that T~ approximated theopt~ um signal-to-noise ratio of 0.331 obtained for the ~p — 15° case

in Table I. Again , the results show that the jonvergence rate can besignificantly improved by setting w(to) • BA ( Rxd, and that the
convergence rate is relatively insensitive to the value of B.

Some Insight regarding the relationship of input signal band-
width and the ideal ALMS assumption can be obtained by evaluating
the mean response of the digital implementation. Success ive
application of Equation (54) results in an expression for w(t~) in• terms of data collected at times tl,t2,’••tn_l and the initial
weight vector w(tØ. Assuming a constant interval between samples,
one obtains
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(90)

w(tn) ~At{•~(t~_l) ~~(t0_1)

+ 
j~2 [1.2 

(I- :~ 
tn_i ‘(tn_id �.(tn_j 

)
~

( tn_i ) }
+ 
{l~l 

[I - QAt~(ti)r(ti)]
f 
w(t1)

where

At tk - tk_l ; k a 2,3,•~~n

In order to evalute the ensemble average of EquatIon (90), it
is assumed that At equals the interval between independent
samples of the input sign~1s contained In x(t). For t~is choice• of At , the matrices ~(tk)~~(tk) and the 

vectors ~(t1)? (tj) are alsostatistically independent for k $ I. Consequently, the ensemble
average of the weight vector at time t~ is given by

(91)

(tn) !

n~1

w(t n
~ 

aAt{E ~
(tn_l) ?t(tn_l~

+ 
~ 

E[ It (I - SlAt ~(t i)~
t(t 1))]E ~(t 4)~

t(t ~
)

i•2 li”2 II fl fl~ j  n—j

(n-I 1
+ Ej ~

I [I — aAt
~
(t
i
)
~
’(t

i
) J’w(ti)

-- . 1—1

I n-l i 1 1
• SlAtlRxd + I 

Ei~
2 

(I - Kx )
•J 

R
~j J

+{~~ (I - SlAt k~]}w(t1)
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• SlAt{I (I — SlAt Kx)i} Rxd + (I - aAt Kx)~~
1 w(t1)

Equation (91) is denoted as the ideal DUG algorithm.

To evaluate the convergence properties of ~(t~) as n growslarge, it is again convenient to adopt the eigenvector expansion
approach. Multipl ying both sides of Equation (91) by the unitary
matrix P, yields

(92)

P 
~
(tk) • (I - SlAtA)1} P

I
+ (I — SlAtA )~ 

1

which represents m decoupled equations of the form

(93)

Yk(tn) 
a SlAt (1 - QAtA

k)1} (P Rxd)k

+ (1 — caAtA
k)~~~ Yk(tl)

a (1- - SlAtAk)~~ [~
k t1 - 

(P RXd)k] + 
~~

k • l,2,~~ m

—

The scalar Yk(tn) converges to A k (P Rxd)k provided

0 SlAtAk 2 . (94)
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The mean weight vector ~(t~) therefore converges to the optimumweight vector K,~ ’ Rxd if the relation in (94) is satisfied forall values of Ak.

The degree to which the ideal DLMS weights approximate the
instantaneous response of Equations (54) and (58) depends on the
vari ance of w(t~) about w(t~), which , as in the ALMS case, depends
on the loop gain constantci and on the signal envi ronment. These
effects will also be addressed in the next section.

To show that the Ideal ALMS algorithm is a limi ting case of
the ideal DLNS algorithm, Equation (93) is rewritten as

(95)
(n_l

~AtL (P R d~kl 
(P R d~kt ~‘k

(tn) • (1 — Sl4tAk) A 
[Yk(tl

) — 
A
k .1 + 

A
k

(t -t 1),At r (P R d~ ~ 
(P R .,)

a (1 — aAtX k) ‘~k~~1~ 
— 

A 
k

1 + 
A 

xu k

L k .1 k

By holding tk fixed and letting the interv!l between independent
samples approach zero , the expression for y (ta) apDroaches

(96)

( PR A) (PR )
lim 

~k
(t ) e k fl I G’k(tl) - A 

k) + xd k
At~0 k k

which is Identical to Equation (66) for t a ~ and t1 a

Even for arbitrary At (as long as the samples remaIn independent),
the solution to Equation (66) is approximated by the solution to
EquatIon (95) over a wide range of adaption intervals if

At cc (aA kY ’ ; k • 1,2,..~ m (97)

The interval between Independent samples can be related to the
input signal bandwidth using the sampling theorem. Assumi ng the
input spectra are ideal bandpass with a bandwidth B Hz, then
At — B ’. In this case, the limi t in Equation (96) Is equivalent to
letting the Input signal bandwidth increase without bound, so that
the relation given in Equation (97) becomes



B SlAk ; k — l ,2,”~m 
(98)

$
The above results, together with the fact that the mean of Equation
(52) approximates the mean of Equation (57) when the weiahts are
slowly varying with respect to input signal fluctuations, imply
that the solution to the ideal ALMS algorithm represents a good
approximation to th~ mean weight response of Equation (52) 

if the
rel8tion in Equation (98) is satisfied, i.e., If the smallest loop
time constant is much greater than the inverse of the input signal
bandwidth.

D. Effects of Control Loop Noise

1. Introduction

Section C dealt with the transient and steady-state behavior of
the mean weight vector (t) (or w(t~)). Weights which are con-
trolled according to the DUG algor~fthm were shown to converge Inthe mean provide4 SlAtAk 2 for all values of Ak , where Ak
represents the k~h elgenvalue of ~~

, At represents the interval
between independent samples of the input signals, and ~ equalsthe loop gain constant. It was also shown that the mean weight
response of the ALMS algorithms [Equations (52) and (57)) is
approximated by the solution to the ideal ALMS algorithm equation
when SlAtAn ‘< 1.

In physical Implenentations of these alaorlthns, the weights
are controlled by processing random data over a finite time
interval. The weiohts, therefore, tend to resnond to instantaneous
rather than averaged data, causing them to jitter about their mean
values. Weight jitter adds random noise to the array output, thus
degrading the output siimal-to—noise ratio relative to that pre-
dicted by the ideal alaorithnis. Since the LIqS algorithms rely on
averaging In the control loop to reduce the Impact of Instantaneous
data fluctuations, the magnitude of excess noise depends on control
loop bandwidth relative to input signal bandwidth. In the follow-
ing two sections, the effects of control loop noise on the output
signal-to—noise ratio will be determined when the mean weights are

F near their steady—state condition. The desired signal will be
assumed PU code modulated and the undesired signals will be assumed
to approximate sample functions from zero-mean Gaussian processes.

2. DiQital UlS Algorithm

The rn—dimensional weight vector at time t • tk, in terms of
data sampled at time t • ~~~ is given by
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(99)

w(tk) 
a SlAt

~.
(tk...l) ~

(tk_l ) — 

~
4t
~
(tk..1) ~

t( t )  w(tk_l )

+ w(tk_l )

where At a tk — t~,_1 is the interval between 
independent samples of

the input vector x(t). Define the vector ~(tp) as the difference
between w(tk) and the optimum welnht vector, wopt:

z(tk) a w(t~) - w0~ (100)

where w0~ 
a 

~~~~~ 
Rxd

Since the mean weights converge to w0~ (assuming SlAtAk < 2),
z(tk) is a measure of weight jitter when E W(tk) is near steady—
state. The magnitude of the additive (or “excess”) noise in the
array processor ’s output sianal , due to the effects of weight jitter,
will be determined by first evaluating the second moment of the
process Z(tk). To simplify the analysis, undesired input slctnals
are modeled as sample functions from uncorrelated, zero-mean ,

• Gaussian processes. The desired signal Is assumed to be PN code
modulated in accord with the TDMA application .

Subtract ing W0pt from both sides of Equation (99) and rearrang-
ing terms ylelds*

(101)

z(tk) aAt RA (tk i )  + [I - a4t K
~
) z(tk_ 1)

- SlAt$ (t
k ~~ 

w(tk l )

where
• (102)

RA (t k l ) a 
~
(tk_1) ~

‘(t~~1) — Rxd

•(tk.,l) a ~
(t k_1) ~

P(tkl ) -

‘me underbar or the vector Z(tk) has been omitted for notati onal
convenience.
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The ensemble average of each element in the random vector
and matrix • is zero:

E RA(tk_l ) [0] (103)

E •jj(tk l ) — 0 ; i ,j a l ,2,”m

Since samples of ~(t) at different sampling instants are independent,
it follows that

E [RA (tk) R~(t~)) • 0 (104)

and

E [$(tk) ,
t(t

3
)] — 0 ; k ~ 

j

Employing the eigenvector expansion technique (see Section III),
let P be the mxm unitary matrix which di agonalizes K~

. Further ,
define the vector yA(tk) as the transformation of Z(tk) Into this
eigenvector space:

yA (t k) — P z(tk) (105)

Multiplying both sides of Equation (101) by P yields the
expression

(106 )

a czAt P RA(tk l ) + [I — c~At A] yA (t k_ 1 )

— SlAt P$(tk_l ) w( tk_1 )

• aAt P RA (t k l ) + [J - SlAtft] 
~A
(tk_l )

- SlAt Pd
~
(tk_l ) P~ y~(t~.~ ) - SlAt P

~
(tk_l ) ~~~

Since yA (t ) depends only on yA (tk_l) and data sampled at t a tk..1~its f1uctuation~ are statistically independent of the processes
•(tk) and RA (tk). Utilizing the properties of • and RA g iven in
Equations (103J and (104), this Implies
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E yA(tk) 
a — SlAtA] £ yA(t k l ) (107)

and

E y
~
(tk) YA(tk_1) = uAt E [R

~
(tkl ) ~~~ yA(tk_1)] (108)

+ E{y~
(tk..l ) [I - SlAtA ] YA(tk_l)}

— a~t E [y~
(tk_l ) P~~(t )  ~~ ya(t k_1 )]

— ~At E [wopt
t
+
t(tk_l ) P 1 yA(tk l )]

E{Y~
(tk l ) CI - c~AtA ] YA(tkl )}

Simi larly,

E 1y
~
(tk) YA(tkn ) = E{Y~

(tk l ) (I - SlAtA]
~YA

(t
k f l)} (109)

n = l,2,•” k— l

n iterative applications of Equation (106) generates the
vector yA (t) at time t tk+n in terms of yA (tk_1 ) and data
samp led at times t ~~~ t~. tk+l , tk+n_lI i.e.,

YA(t k+n) C’ —~AtA3~
’1 yA(tk_l ) (110)

+ uAt 
~~ 

[
~ - SlA~~~~ ]

1 Bk l+n...i
laO 

—

where

I P R4(t~) - p,(t~) p~ y(t~) - p,(t~) w0~t (111)

£ a kl , k, k+n—l .

j  s~apsrscr1pt £ denotes the value of~ he vector B at time
t • 

~~ 
T~ vector YA(t k+n ) has the j  component
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Yj A(tk+fl) 
a (1 — SlAtA

1
)
n 1 y1~

(t~~1) (112)

+ SlAt (1 - caAtA )I 8 k—l+n-i 
~ 

j = ~~~~~~lao 1 3

where B~ denotes the 1
th componen t of ~~~~~.

as 
The cross-correlation of y

1 
and y~ at t • tk+n is expressed

E{yl
(tk+ ) yL

t(tk+fl)} 
a (113)

a ( 1 - ~A tA.) n+l (l — SlAtAL )~~ E{Y. (t ) y t(t )}.
3 — LA 

-

+ aAt(l - c&A tA L)~~~ 
i~O 

~ 
- ~AtA 1

)
1 

E{Bi 
li-n-i 

YL~
(tk..l)}

n k-li-n-i
+ SlAt(l -c~AtAj)~~

’1 

~~~ 

(1 —aAtA .)~ E{Yj (tk l ) B~ }
+ (QAt)2 ~ ~ (1 — czA tA ~ 

1 (1 _
~
AtA

~
) 
2

i iaO i2=0

k-li-n-i k-li-n-i.
E{B 

1 B~ 
2

By Equations (103) and (104), and since the process y~(tj) isindependen~~-of. the .process. ~(tj.) -and - RA (tj),. the ensemble- ~v-e~age -  - -

of the ji~ (j L  I ,2,...n) element of the mxm matrix E(B’ B )
is zero for I ~ k. Similarly, the elements of E[B yA (tkT] are zerofor I ~ k. Thus , Equation (113) reduces to

E{yj~(tk+fl) Y~~
(tk+fl)} (114)

- (1 - QAtA
1
)
n+l (1 - SlAtA L)

n l  
E{ Y IA

(t k..1 ) YL (tk..1)}

+ (SlAt)2 
~~ (1 - aAtA )I (1 - uAtA~ )

1

B
1 

k-1:n-i B~ 
k~1+n~i}
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The steady-state condition, where the mean weights are at their
steady—state values, is represented in Equation (114) by letting
n -‘. •. In this limi t, the fi rst term ip ~ ua~ion ~114~ yanishes.It can also be shown that the term E B1~ ~ B4 ~~ ‘‘ ~~~ becomes
independent of n. Thus, under steady—state conditions, the cross-
correlation of y.j (t fr _ ) and 

~& 
(tk fl) may be expressed as

A
n

E[y1 yt
t] lim (SlAt)2 ~~ (1 - csAtA4)

1 (1 — SlAtA&
)1 (115)

A A  n~~ 1-0
E[B

1
B~]

The explicit dependence of and B1 on the variable n has been
j  A

suppressed in Equation (115) since their values are independent
of the number of data samples for n sufficiently large.

The term E (Bj B~) in Equation (115) is determined by first
• evaluating

E[C1 C~) 
- E [(R A 

- 
~~~ 

~~ A 
- .w0~t

)j 
(116)

• (R~ — — $w0~t
)
~
]

The ensemble average 4eflned in Equation (116) represents the
itth component of ECC , where

C~ • [C1, C2, •‘. Cm ]

which is related to EBBt by

E(BBt) a PE(CC t )P~ (117)

Since ~ and RA are uncorrelated wi th y~,, all but two of the cross—terms vanish In Equation (116):

*
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E(C J C~) • E{R4 R4
t 

+ (
~P

1 
~~ (~P~

1 
~ A~ L (118)

+ wopt)j (.w0~~)~ - RA
1
(
~
wopt)~ 

- (.Wo~t
)j 

RA~ }
The reference signal is assumed to be a scaled replica of the

desired signal waveform; i.e.,

~1(t )  e1
~ (119)

where P~ and e are unknown constants. Separating the input signal
into the sum of desi red and undesired components

~(t) — j (t) + a(t) (120 )

and using Equations (20, 22, 44, and 102), the followina useful
properties can be established :

• 

- ~~~ E(~(t) ~~(t)] - ~(t) ~
t(t) (121)

—jeR
Xd

a r j ,’P~~e •~~1

,(t) a ~(t)  
~~ (t) + 

~
‘(t) a~(t) + a(t ) r(t) —

RA(t) —~~(t) ?~(t)

• The above relations together wi th the pronerties of complex
Gaussian processes ~22] outlined in Chapter III C, are used in
Appendix I to evaluate Equation (118). The result is shown to be

E C~ C~ - l~ I2 M11 - ~~~ 
Rxd ~~ 

- R
~d 

w0~ Mit (122) 
- 

-~

+ E(yI A 
~~~ 

- E(y p 1~ P~
1 

~4) s1 s~’

+ ~~~ Kx w0~ Kxjt  
- ~~~ S S

t w0~~ Sj S~ .
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Equation (122) can be further simplified by utilizina the following
relations and definitions.

~~~ K,~
1 Rxd (123)

10 =s ~~fl~~ s

R
~d 
(
~~

1 Rxd - I~I2 i~ Kx
•
~
’ 

.~~. i~i2 T0 
T0

Thus , Equation (118) becomes

E c1 c~ a I~ I
2 

1.1
1
+ ~ 

M
1~ 

+ ,~I2 
~~

°
i- 1) Z S1 S~ (124)

+ E(y~ A - E(y~ P ~ 5~ p 1 
y )  5j 5~

which represents the jA th component of the mxii matrix

Ad ’l 1 ., T
E(CC t) a ‘ M + 

~~~~
‘ ° 

~ 
~~~ (125)

l + T
~ 

(l+T
~
)

+ E(y~ A y~
) Kx - E(y~ p ~~~ P~ ~4) ~~~

By Equation (117),

E( BB t) 
~~~~ 

1 p ~i + l~I2 p ~~tp l (126)
l + T

~ 
( 1 + T

~
)

+ E(y~ A y4) A - E(y~ 
p ~~~ p~

1 fl p ~~tp_ l

— I~ I2 1 
A — I~ I 2 1 P $

1 + 10 (1 + 10)Z ——
— 

+ E(y~ A A - E(y p 
~~ 

p 1 y4 ) p ~~~p l

- 

- -~~~~~
-- - 

,-



In the high level interference environments of interest, the

• 
input desired signal power (P5) is much smaller than the total
input power* (P1). That is ,

p
1 

a .~
t(t) ~(t) — TR (K x) a TR(A) — l~l 

A i ~ 
a (127 )

Assuming (127) is satisfled*, terms which contain ~ s~ in
Equation (126) are negli gibly small (see Section D ~.,r this
chapter). Therefore, a good approximation to Equation (126)
is given by

E (BB~) *  1r1 l + T A + E Y ~~
A Y A A (12&)

The component of the matrix in Equation (128) may be expressed

I i

’

~~ i~~ 1 T ~ + E y
~ A A

~ 
; = j

° (129)

10  ;L~~ j

Substituting Equation (129) into Equation (115) yields

10 ;L ~~~j

E 
~
‘ 

~
‘
& ~~ 2 n 21 (130)
A u r n  (SlAt) ~~ (1 — ~~A tA ~~~)

t a j  
•

~~~~~~.

To obtain a closed form solution to Equation (l3G)~ the infiniteseries and the term E yt 
~ 
y must be evaluated . AssumIng c

~
AtX L c 2 ,

the infinite series converges to

~: ~~~~~ 

(1 - c~AtA L)
2l a 

~
AtA L ~~

SlAtA
~ 

(131)

‘Although the Tflput desired sianal power is assumed much smaller
than the total input power, the presence of the desired sional is
not neglected.
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To fi nd E ~ y, 1A 1A 
multiplied by x1 and sun ned from 1 to m;

E y ~ — 

J1 
Yi~ 1A 

A 1 
(132)

From Equations (130) and (131),

t “2  1 C
E Y A A Y A

k In 
~ + r ~~i - c 

(133)

where

m SlAtA
- I 

~134L 2-uA tA-• 1=1 i

The covariance among components of is therefore apnroxi-
mated by

SlAt “~2 1 1 
=

2 - SlAtA~ 
r 1 1- + T0 1 - c ~ &

I E(i~ tA 
(135)

0

The variance of the weight vector is therefore given by

Var(w ) a u r n  E{[w(tn) — ~(t~))t [W(tn) - ~(t~)]} (136)

H - lim E(zt(t~) z(t~)] -

a E y~ ~A

_ _ _ _ _ _  

?2

~ i~1 ~ — ~Atx1 ~T + T0) ~i--c )

Thi s result reveals a second condition on the loop gain constant
which must be satisfied to ensure convergence:

c 
~~ 

1 . (137)

____________________— * 
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Otherwise, the steady—state mean-square error becomes infinite.
Relative to Equation (94), inequality (137) represents a smaller
upper bound on Sl. Therefore, Equation (137) establ ishes a necessary
condition on ~ which must be satisfied to insure that the meansquare of the difference between the instantaneous and optimum
weight vector is bounded.

The effect of weight jitter on the array output signal will
next be determined. The array output power is defined as

P1 
a E (w t(t k) ~(t )  ~

t(t ) w(tk)) tk t tk l

Assuming ~(t) is Independent of w(tk) for tk < t < ~~~ the
expression for P1 becomes

P1 
a E [w~(t~) E(~(t) ~~(t ) )  w( tk)] (138)

a E[wt(tk) K w(t k)]

a E £[z(tk) + w pt]
t K

~ 
[z(tk) +

— E[zt(t k) K~ z(tk)] + E[z’(tk) ‘~ 
w0~~]

+ E[w
~~t 

K
~ 
z(tk)] + w t K~ w0~

Since E Z(tk) a 0 when the mean weights are In the steady-state
condition, the cross-terms vanish , and Equation (138) reduces to

P1 
a E z1 Kx z + w

~~t 
K
~ 
w0~ 

- 

(139)

I
- £ y~ A ~~~ I~ I

2
u f T 0

This expression shows that the total output power consists of a
component due to optimum filtering pl us an additive component due
to weight jitter. The total output noise power, 14.,, Is equal to
the total output signal power minus the output desired signal
power. That is ,
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N0 - P1 
_ W :pt ~.~.Wopt 

(140)

-E y A y + N
opt

where

N0 pt ~ w0~~ = l~ I
2 T

~ (141)

Thus , E y~ A Y6 represents excess 
noise contained in the array output

signal due to weight jitter.

Define the performance measure K as the ratio of excess noise
due to jitter normalized to the output noise power without jitter,

1 • 
i.e.,

K 
E Y~~A Y A 

. (142)

From Equations (133) and (141), K is approximated in high level
Interfering signal environments by

1 + 1 0 
_ _ _K i - c

To maintain an output noise level which is less than 3 dB higher than
N0 requires that K c 1 and

- 
— opt- - - •   -~~

-  j
m SlAtA I

C — 
i~l ~~ 

- 

~~~ 
‘ i + a  T~ 

. 
-  

(144 )

In theory, it is possible to estimate the eigenvalues of K~and thus determine c. In practice, however, this generally re-
quires elaborate data processing equipments. Fortunately, ft is
usually a simple matter to estimate the total input power, which
Is equal to the sum of the elgenvalues (Equation (127)).

Since all eigenvalues are real and positive,

A 1 P1 1 * 1, 2, ~ m

whi”.h implies
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I

m - uAtA SlAtP
c 1
! I 2~~~~~,~~~ , a

2 Jtp
> c  (147)

By Equation (147), an upper bound on u wh ich guarantees a total
output noise power less than 3 dB above No0~t 

is obtained by setting

c’ T~ (1 + To
)_1 :

Sl < P1 At 1 + 
(148)

More generaly, K > b If

1 2 BT0 = 
(b) (149)

- S l~ ~r P1 At 1 + 2 UT0 + T
~ 

-

where a~ (b) has been defined as the upper bound on ~ determined
I

— 
from the total input power. -

The val ue of a(a GA (b)) for which b is given more precisely
by solving the equation

in cz)( b) AtA 1 
bT

CA 
~~ 

2- u~~(b) ~tA 1 
- T~ (b + 1)10 

(150)

Since 
-

2 b T  
- - -

- a~ ( b ) - -At P1 2c
~ 

a 

~ + (b+ 1)T0 
- 

- 
-

~

then 
-

2bT
Sl~~b~~’ 

1 o
A ” ‘ P1 At F+ T,b + T)10

The two upper bounds on ~ such that ~ b are thus related by

SlA (b)• 

Sl
p 

(b ) ‘ 2 . (151)
I
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*1 Thi s result shows that, given K a b, the corresponding value for
a can be determined to within a factor of two of the exact value
if the total input power is known.

If the ratio of excess noise to N0 is viewed as a function
opt

of a, At, Ti.,, and P 1, then it is bounded by

aAtP 1 1 + T~ ~ tP1 1 + T~ (152)
2 - SlAtP1 T0 

< K 

~ - aAtP1 T0
f The above relation will be normalized to eliminate dependence on

T~. Define the variables

T
(153)

SlAtP1 aAtP1at~~ ~ - aAtP <
~~~~

< 1 - a A tP au

where a~ and a denote the lower and upper bounds on ~ obtainedfrom (152). TI~ese bounds are illustrated in Figure 12 as a
function of the loop parameter uAtP 1. r depends on the eigen-.
values of k

~
. If

in SlAtA aAtA
C 

l~l 2 - aAtA~~ 2 - cZAtA k 
(154)

for some 
~
‘k, then a is near its upper bound. This situation occurs

when A k approximates the total input power, i.e., the signal
environment contains one very high level interfering signal . a is
near Its lower -bound when the eigenvalues are approximately equal ,
for example, when the thermal noise power is high.

— - Since the eigenvalues are assumed unknown, the upper bound
in Figure 12 must generally be used to determine a value for a which
insures an acceptable excess noise level when the weights are near
their steady—state solutions. This upper bound increases rapidly as

- 
- aAtP1 is Increased in the interval (0.5, 1.0]. Thus, it is advis-

able to set aA tP1 c 0.5 to obtain acceptable steady-state perform-
ance; the resulting penalty in transient response will be relatively
minimal (say, a factor of two decrease in the convergence rate).

The preceding results apply to the DLMS algorithm when
Rd(O] (Equation (54)). When Rxd is known ~~priori , the weight

• ~squat1on can be n~dified as in Equation (58) and thus the term

k 
7

- 

~~ I UiIIJ — ~~~~~~~



RA in Equation ~l01) vanishes (denoted as the RA — (0] case). Upon
• setting RA a (0], Equation (116) reduces to

E (C jCt*) a E{(,P~
yA)j ~~~~~~~~ 

(155)

+ 1  (
• 

- ~
,woptIj ~

$WoptI:,

- E(y Ay) Kxj&
_ E(y P Li

t 
~~~~~ ~J 

S~ + W
~pt

KxWoptKxj

- ~~~~ 
~~~L

t

~~opt S~ S~~

The matrix EBBt may thus be expressed as

E(BB t) a E(y A A - E(y~ P ~~~~~~~ s s 1 (156)

“'2 T
~ ‘~2 _ _ _ _  

t-1+ r T+ T A -  r

Again assuming the input desired signal power is much smaller than
the total input power (see Equations (127) and (128)), Equation (156)
is approximated by

T
E(BB t ) ~ I~ I

2
1 +

0
T n + E y A y ~~A (157)

Employing the same steps used to derive Equation (133), the excess
output noise can be shown to be - -

E(y 
~ 

Y4) 
1R (0) 

a i~ i
2 

1 ~~ ¶
C 

~ 
(158)

-T E(yt A y )0 A A R4~(O3 - -

A comparison of Equations (133) and (158) indicates that when 4the optimum output signal—to-noise ratio (T0) is greater than one, 4excess noise due to weight jitter Is smaller If ?(t) Is inserted
Into the loop to form an error feedback voltage (RA~(O] case shown In
Figure 7). If To ci , then the effects of weight jitter can be

I
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-J

~~~ A,
reduced by replacing x(tk_l)r (tk_,) in Equation (54) by the cross-
correlation vector Rxd (Equation (58)). Equation (54) provides better
performance when To’1 due to the correlation properties of RA (t) and
•(t)w(t); that is, the mean square of ((RA)j - (~w) j] Is smaller than
the mean square of [(,w)-j).

Apparently, EquatIon (58) provides better performance than
Equation (54) when I~ 

c 1 as a result of a decrease in the accuracy
of the R d estimate associated with Equation (54) as ~ is decreased.
This conjecture is supported by results given in Chapter V where the
effects of estimating R~d are analyzed, and by the experimental results
prese~ ed in Chapter VI .

‘ The bounds on a given in Figure 12 are related to the perform—
- ance measure K by

a < <  
TO < a  ( 159)

R~~[O] 1 T~ u

These same upper bounds can be used to determine K for RA~(0] asfollows:

a L < K 
RAa(0] 

1 + ~ 
au (160)

2. Analog LMS Al gorithm

In an ALMS algorithm Implementation, weights are updated i n
a continuous manner according to the vector differential equation

dW~t1 a a (~(t)~
t(t) - ~(t)~~(t) w(t)] . (161)

This expression can be obtained from the DLMS algori thm equation
by letting At.0. Clearly, At can no l.onger be considered the
interval between independent samples.

In section B, it was shown that Equation (161) could be
approximated by the Ideal ALMS equation

d~~
W 

a a (Rxd - K
~ 

(t ))  (162)

provided the level of correlation between w(t) and ~(t)~
t(t ) was

sufficiently smal l, i.e., aAtA ~
ccl . The purpose In t~is section

will be to determine a first o~ er correction to the solution of
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~,qua~~on (162) which takes into account correlation 
between w(t) a~d

x(t)L (t) for higher loop bandwidths. Performance will be evaluated
Tn terms of excess noise which appears at the array output due to
weight jitter. Undesired signals are assumed sample functions from
zero—mean Gaussian processes and the desired signal is assumed
to have a constant envelope. To simplify the analys i s, the Input
si gnals and the thermal noise processes are modeled as ideal
bandpass processes with a (double—sided) bandwidth of B Hz. That
is (see Equations (5 and 6)),

R1 (t)  sin~~!L a 1 , 2, .•. p (163)

R (~) = sin 1YST
a irUt

The basic technique used to evaluate the effects of weight
jitter is similar to that of the previous section in that the
difference between the instantaneous and optimum weight vector
will be studied when the mean weights are near their steady-state
condition . As opposed to the DLMS algori thm case, however , the
mean of Equation (161) does not necessarily converge to WOpt. To
show this , the di fference vector Is defined as

z( t) w( t) — ~(t) (164)

where ~(t) is the solution to the ideal ALMS equation (Equation(162)). It is important to note that w(t) is not the mean of the
solution to the instantaneous ALMS equation (Equation (161)).
Subtracting Equation (162) from Equation (161) yields the dif-

- - - - - - ferential equation for z(t); -

dz~t) a c~[R~( t) - K
~

z (t )  — ,(t) w(t)] (165)

The random variables RA (t) and ~(t) are defined In Equation (102)wi th tk_1 replaced by t. Let P be a unitary transformation which
diagonalizes Kx. Multiplying both sides of Equation (165) by P,
one obta ins

dy (t)

~~ 
— aEPRA(t) — AyA(t) - P~(t)W(t) - P+(t)P~~

yA(t)] (166)

where

- 

- 
YA C t) Pz(t) a P(w(t) - (t))
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0’

Equation (166) represents m differential equations of the form

dy1 Ct)

dt •u{(PR4(t))j - A j - (Ps(t) (t) 31 (167)

— [P$(t) P~ y~(t)]j} ; I 1, 2, •.. m

In this expression, y1 (t) represents the 1
th component of vector

y~(t). 
A

A solution to the homogeneous equation

d4(t) H
~~~~~~~~~~~~

is given by

4 (t) 4 (t 0) e ~x 1(t- t0) 
~ to 

(168)

The forced response Is found by multiplying Equation (167) by
exp (cix 1ti and integrating the 

result with respect to t:

rt
y~ (t) caj [PR4(T) — P~(t) (t) (169)
‘a

1 F ~IX (t—t)
— P~(t) P y4(r))1 e dt

For sufficiently long adaption tines, the mean weight vector
will be near Its steady—state solution. The corresponding case
for y1 (t) Is found by 

letting t ... Thus, when the mean weight

vector Is near steady-state, Yi (t) becomesI
A

Urn y1 (t) — lirn 4 Ct) + y~ (t) 
(170)

t0~ • 
a t0~ -• a

or
tt

y1 (t) a) (PRa(T) P,(t) (t) (171)
a -.

—a. (t—t)
— P~(r) P y4(r)]1 a dt .

_____ 
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The ensemble average of Equation (171), provIded It Is
stationary, may be expressed In vector form as

E yA (t) • — a  E e aA( t— r) P~(t) p ’ y~(r) dr (172)

which shows that the difference between the mean weights and the
optimum weights are generally non—zero (even In steady-state).
To ~Ind a first order approximation for Equation (172), assume
Y~

(T) is approximated by

— aA(t.. t 1)
y~(r) — a e [PR~(t1) — P~(t1) ] dr 1 (173)

Employing this ass umption, Equation (172) becomes

(174)
— 2 ~ ~ —afi(t ) 1 —uA (i~—t1)— a )...j_1m

e ~ E {P~(r)P e PR~(’r1)} dtdr 1

2 ~ (t ) ~ 
—aA ( r—t 1) 

—+ a e ’
~~ 

— r E {P~( r )P e P+(r 1)w} drdr 1

Following the steps used in deriving Equation (122), the secondmatrix enc1~~ed by brackets in Equation (174 ) can be shown tohave the Ij component

E (+(~) A~(~v1)]13 — TR EA(y) 
~~~ 

(—v)) 
~ 

(y)  (175)
ii

- TR (A(y) 1j~(— ’r)] [~~ .(‘r)]~

where T— (176)

— E(~’(r) r(~1)] • K~(-y)

E~j(~) it (t
1
)]

The second term In EquatIon (174) Is evaluated by letting
—QA (T~T)

A (y) a p e p (177)

and substituting Equation (175) Into the kernel of the integral.
The result Is expressed by the rn-dimensional vector
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(178)

a —aA ( r— r )
D(t) a J.Jia 

e~~
M t t  E (P+(r)P e P$(t1)} dr 1 dT

— ~ ~~~~ e_d*
~~

t_t) TR(P 1 ~~~~~~~ PK
~
(r_r 1

)]

ç~. PK~(t 1—t) dt 1dt - a2 
J~ E 

e~~
(tt)

•1’ •1 —
TR(P e P s s  ( r— T i)] P s s  ( r—r 1)w dr 1dr

The first term In EquatIon (174) is evaluated In a simi lar manner.
Adding the two results, rearranging terms, and transforming
variab1e~ where 

appropriate yields
(179)

a2 
r 

ft e~~ (tt) p (TR(e X l  K
~

(r_ r i))

• K
~
(t i

_t ) KX
1 Rxd — TR[e * ~ M(T T)) Rxd (T

~
Tl)

t —1
— TR(e a s  (r 1— r)) a s  (r 1—r ) K

~ 
Rxd) dr 1 dr

where a K,~(O)
Rxd(O)

• s s l . s s t (0)

MaM(0)

Using Equation (163) and the identIty ~ — K,~~ Rxd~ 
Equation (179)

reduces tO

a F+1 ri:. f(t-r1) e a
~~

t_T) pR dt 1dt 
(1w)

where

~~b I _________________ 
________________

9!

-~~~~~~~ ~~~~~~~. If



p ~ A (t t ) sIn t B(r—r )
— a P 1 a 1 p 

‘(WB(t_t
1)J

Z (181)

The function f(t-t1 ) Is real and positive and has the upper bound

~ 2 .~,
~ 

Sifl
S 

(1rB(t—T
1
)]2~

Thus ,

• 
~ 1 :

2
T0 J~

t
L PS : T ~~~~ 

e tt )pRxd (182)

dr1dr

- g ~~ ~5(11~ +T0) A
1 PRxd

a 

~~ ~s(i 
~ 
io) ~ opt

whfre g Is a real number less than one. By the sampling theorem,B is the Interval between indeoendent samples of the inputprocess. Equation (182) may therefore be expressed in terms ofthe Interval (at) between Independent samples as

8 
~ opt (183)

where 
~~

a g !.
~~~~l~~~~T *

The mean of the solution to the instantaneous weight equation
~iquat4on (161)] Is approximated by

Ew(t) — (~(t) + w — (8+ 1 )w0 ~ 
(184)t.. op 

~~ 
p

I 
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Consequently, the output sIgnal-to—noiSe ratio is unaffected even
though the difference between Ew(t) (in s~eedy-state) and w
is non-zero. Note that the magnItude of y4 is smal l compaP~& to
the magnitude of ~~~ for ciAtP5 cl.

When Rxd is given (R~ 
— (0] case), Equation (179) becomes

— 2 t (t 
~
it ~ sin

2ir B(r—r 1)

~ ) j e~ ~ 2 
(185)

—. • [nB(r—r 1 ))

m —aA 4 ( t — r 1) 
~ ~l x

i 
w~~~— S P  e ‘ P S

1—1 
x o p  — —

• L1~ ~opt 
dr1dr

By employing the same procedure used to derive Equation (184),
it can be shown that Equation (185) reduces to

‘ g — 1 T0 ~s> 
w0~t 

; R~ — [0]

Again, directional properties of ~ are such ~~at the output SNR
remains unaffected, although the 4gnitude of y~ Is much larger
than tn the ~ (0] case.

Equations (182) and (186) represent first order approxImationS
for the difference between the mean weight vector and the optImum
weight vector; thus, they are accurate only for smal l values of
a4t PT (cc l) .  An expression for 7 which is accurate for larger values
of uAtP, can be obtained by emp1oy~ng a second 

order correction to
Equatloft (173), I.e., $

~ -aA(t-t~) 
— 1• a J e (PR4(t1) — P$(t 1)w — P~(r 1)P y4(r 1)] th

where y (r ) is 1pproxltnated as In Equation (173). ApproxImate
•xpress~on~ for y6, deri ved using this second order correction, are
g i vnb y
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(0] 
~~~~~~~~ T+

5
i
0 

- 
(~~ )2 p 2] 

~‘opt 
(187)

- 
a [A Pss M Rxd + Pss Rxd]

1 2

~~1R — (0] 
& (~1 (P1 — 1 +°r~ 

P5 ) - (aflt) p1
2 3 pw

OP~

- 
(a4t)2 A PRxd (188)

The above results indicate that the output signal-to-noise ratio of
the filter E w(t) degrades as aAt P1 is Increased, since YA is no
longer co-linear with WoDt. Moreover, the extent of degradation
Is dependent upon the co~iariance matrix and the arrival angles ofthe signal sources. To simplify subsequent analyses of the effects
of weight jItter, any deviation of w(t) fran wonLis assumed todegrade the output signal-to—noise ratio. S1nc~ y~ in Equation (187)
or (188) has a component directed along Wopt, the expression to be
obtained for excess noise power at the array output due to weight
jitter will represent an upper bound.

Evauation of the total output power is more difficult compared
to the DLMS case since the processes w(t) and x(t) can no longer
be assumed independent. In particular , cross-terms in the expres-
sion for the output power (Equation (138)) must be retained :

P1 — ~~~ Kx w0~ + E{z
t(t) ~(t)~

t(t) ~~~ (189)

+ w
~ t ~(t)~

t(t)z(t) + z~(t)~(t)~~(t)z(t)}

Substituting •(t) — ~(t)~
t(t) - K and y(t) P2(t), and performing

the indicated ensemble averages, huation (189) reduces to

— 
If



P (190 )

P1 - ~~~ K~ ~~~ + E[y I(t) P~(t) w0~t] +E(w
t
t •(t) P~ y

~
(t)]

+ E(y~(t) P~(t) P~
1 y~(t)) + E[y~(t)A y~

(t))

+ E[y~(t) PK
~ 
w0~t

]+ E[w
~ t K~ 

P 1 y4(t)]

Terms in Equation (190) contaIning wopt can be further reduced
using techniques established in the derivation of Equations (183)
and (186). It can be shown that the cross—terms in Equation
(190) cancel , so that

p
1 

& I
’
~ I
2 
~~ T~ 

+ E[y~(t) P~ (t) P 1 y4(t)] (191)

+ E(y~(t)A ~‘6(tfl

Since evaluation of the mIddle term in Equation (191) Is the most
difficult, the steps Involved will be given In reasonable detail;

• procedures for evaluating the last term are similar (though less
Involved) and will not be repeated. To simplify the analysis,
y16(t) in Equation (171) wIll be approximated by the components of
the vector In Equation (173). A first order correction to results
obtained under thIs assumption will then be given.

For the R~ 0 (0] case, the middle term In Equation (191) may
be expressed as

E yt(t) P~(t) P ’1 y~(t) 
& a2 E 

J

t

J
r1{1R (Tl ) P 1 (192)

— W
~,t ,(r1) P~~] exp [— aA (t—T 1)] P~

(t) P~
1

• exp (-ait(t—r2)] (PR
~(rz
) - P~(r2 ) w0~~]}dr, dr2

• Equation (192) contaIns the third order moments of the process
•(t). After very tedious algebraic manipulation , it can be shown
that

A~~.



E •~1
(T

1
) k~. (t) •mfl(T2) — 

• (193)

K
~ (t1 -t) K (t-~2) K 2 T 1)
jt Xkn xmi

+ (
~ 1-~2) K (t—t 1) K (t2—t)Xki Xmt

- s~ (r 1) sk(t) Kx (t 1 t2 ) S
m(12

) s~(t)

— sfl(t2) sk(t) sj (t l) s~(t) Kxmi
(
~
r2_t l)

— s~(t2) Sk(t) K~ 
(11—t) 5m(t2) S~(t l )

— K
~ 
(t—12) sj (T l) s~(t) 5m(T 2) 

~~~~
— 
~~~~ 

sk (t) s
1
(T 1

) s~ (t2) Kxmt
(T 2_ t)

— s~(t) Sm(t2) sj(tl) 5~(T2) K~~ (
t_t

1)

Now j
E W

~~t ~~~ 
A~

*
~,(t)42)s(t2) ~‘opt — (194 )

~ I I ~~ 
8
~ j (t i ) ~~~ ~kL

(t) A~~
) 

mn(t2) n

Substituting Equation (193) into (194) yields the result

E w
~~t •~

(11 ) A~~~ (t) A~
2
~~(r2) w0~t 

a (195)

~~~ l
~
(t i t) CXp [~

oiKx(t_ r2)] K
~

(r 2~
ti)

• exp I- aK~
(t_ ri)~ 

K
~
(t_t2) W0p~ + W

~pt Kx(t i_t 2)Wopt
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(195) (continued)

• TR(exp (— aK
~

(t_ rj )] TR(exp[- aK
~

(t_ r2)] K
~

(r 2_t)]

+ Terms In where k • 1 , 2, ~• •  m and y a ~~, r1, or

‘1’ 1where A ’’ P e p

‘2) 1 aA(t t2)A’ p e P

Assuming that the input desired signal power Is much smaller than
the total input power, the terms Ir. Sk(~) can be neglected. Also,

~
y assumIng the same input sIgnal structure employed in deriving
y, Equation (195) reduces to

E 
~~~ ~~

(t1 ) A~~$(t) A~
2
~$( r 2) W0p~ 

(196 )

~ i —aA (t— r1) —aA (t— r2)
tRxd P A c  e PRxd

+ Rxd K~ 
Rxd 1i~l 

x 1 e

• 

[ 
~~ e 

1
(tt 2)] 

~
sin ir9(r 2— r 1) sin irB(t—t1) sin irB(t— r2)

1!B(t
2

.-T
1) irB(t— r1J ~rB(t— r2)

To simplify the double integral of Equation (196) contained in
EquatIon (192), each Integral will be approxImated by a double sum.
That Is ,

D(t) a L.L. w~~t •~(~1) A~
1
~,(t) A~

2
~•(r2) wpot dr1 dr2 (197)

2 ~~~ ~~ t s ‘I’
~ (at) ~ ~ 

w0~t. 
(lat) A’ ‘~(t) A”~(JA t) w0~ti j•~• F F
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(197 ) (contInued )
P a (at)~ ~~~ ~~~ ~~~~~~~~ e t-jat) PRXd

1 rm —~~k(t
~~

At )
+ Rxd Kx~ 

Rxd A k

~ 
m —aA 4(t—jat)

I L
l i—i

sin irB((j—i )At] sin i~B(t—iat) sin 1TB (t—jat)itBI (J-1)at)J irB(t-lat) wB(t-ja t)

Next, let at equal ~he interval between independent samples of theinput si gnals (— B ’). For this case, the double sum in Equation
(197) reduces to

(198)

D( t ) & (At) 2 f {R~d 
P 1 A e 2 aA(t

~
iAt) pR

+ Rt K -l R 
_aA

k
(t_ lAt) 2] sin2 1TB(t-i~ t)

xd x xd k~l 
A k e 5 [~B(t—1at )] 2

a~ Jt{~ P 1 A e ~~A~t_T) PRXd

1 
_
~

x k (t_ t) 2

• 
+ Rxd K

~ Rxd [J., 
A k e

sin2 i~B(t—)~ d~T
(WB(t—T)]

— g1At J

t
{~:d P A PRXd 4’ R~~ KX

1 Rxd 
{k~l 

“k] 
2}

• s in2 ‘e(t—)~

~~~~~~~~~~~~~~~~~~~ 1 + T 0
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• where g1 is a real constant less than are equal 
to one. When

• aA tP1c~l, g1 & 1. Thus, D(t) has the upper bound

0(t) ~. (at)2 I~ l
2 (1

tP 1 
~ 

p~ + F + T 0 
P~)

where B 1 in Equation (196) was set to equal to at. Remaining terms
In Equation (192) are evaluated in a similar manner. The result may
be written

E[y~(t) P,(t) P
’1y~(t)] ~ (199 )

a2(~t)! I~ t 2{PN
2 i~_ + s tP~~A Ps + r+T~~ N ~ 

+ p 2}

• where ~N and P5 denote the jnput undesired and desired sjgnal power~,
respectively. Note that P~’ is the dominant term for PN’~)’(l+To)Ps’.

The steps required to evaluate the remaining term in Equation
(191) is similar to the procedure outlined above; thus only the
result will be given:

E(y~(t)A y~(t)] ~ !~~ j?12 
[PN 

1_~ + p
5 

T
~ ( 200)

Consequently, for R~ 0(0],

I T aAt P uAt P 1
~ ~~~~ o + 

1 
— 

N s 0 • (201 )

J.l + T~ 
2 1 + T

~ 
(1 + T

~
)

• (a.AtP)2
+ ~

L
C1 + T) + ~ (aAt)

2 
~P

’ ftP !

• (ciót)
2 

~N~
’sTo (aat P5)

2

+ Z(1+TT ’ 2

The approximation in Equation (201) was derived assuming the
last term in Equation (171) negligIble. Also, accuracy depends
on the .ss~~pt1Oi’ ~~~~~~ 

To obtain a first order correction
to Equation (201) wh1~h applies 

for higher loop bandwidths, let
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y~(t) — a 
J
t

e_aA( t_~r) EPR~
(t ) - P~(r)

’ (202)

- P~(t)P
’1y4(t)) dt

where y~(r) in Equation (202) is approximated by Equation (173).
In this case , additional terms appear on the right side of
Equation (200):

Ey*(t)Ay(t) & 2.~i ~ ~ +
N
T0 

+ 
(1 : T:)~ 

(203)

- 2.~~. Ey P$t(R~ — - ~~~ E[R - ~ ‘~1’] •p
_l
y
~

+ ~~~~~~~~~~~~~~ + E(y~P$tP~~)A EP~P
’1 y

~

where

• 
a •(t), R~ 

Ra(t), and — y~(t).

Calculation of each of these expectati9ns sho~i that all termsare small compared to the term a4t E[y P~~tp 1 y] when PS cc P N.
Its value is approximated by

Ey P$t$P~~y~ & Ey~Ay~P1 - Ey P S s’P~~y~P5

& Ey~Ay~P1

Thus , after a first order correction, Ey Ay
~ is approximated by

Eytfty & 
~ 

_
a
~~~~ 

~ 
I~ I

2 
~N 1 +T0 

+ ( 204)

First order corrections to Equation (192) yield terms in
(aàt P1)”, where n ~ 3. These terms can be neglected for
aAt P1 ~‘0.S.
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In suninary, if (1) aAt P1 ~ 0.5, (2) PSCCPN, (3) noise and
interference approximate sample functions from zero—mean Gauss ian
processes, and (4) the spectrum of x(t) approximates an Ideal
bandpass characteristic, then the total array output power is
approximated (bounded above) by

p ~ 
0 + aAt 

______ + 0 5 205
I ‘ ‘ )~1 + T0 2 - aAt P1 1 + T0 ~ + I0’

, ~2 2 ,

~ciAt, P,1 , ,,~2 ~aAtj P P T
+ + S P ’ A~ +

2(1 + T0J ~2 
— — 2(1 +

aAt P5
2

+ 2

Since P <“ N’ the approximation in Equation (205) can be further
simplified to

I uftt P ~~ (aàt p )2 i~ I
2

p
1 ~ ~~~~~ T- + ’ç 

+ 
~~~~~ P1 1 +T0 

+ 2(1 + 
(206)

The second term in Equation (206) represents excess noise power
• due to weight jitter:

,, • ~ t 
______ + 

(ciAt 
~~ ~j2 207

EN 2 - ciAt P1 1 + T0 2 1 +

The last two terms In Equation (191) were also evaluated for the
• R4 a (0] case. The resulting expression for the excess noise power• due to weight jitter was found to be approximated by the product of

Equation (207) and the optimum output signal-to-noise ratio (To);
this Is the same relationship between the R~ • (03 and Ra 0 (0] cases
obtained for the digital 116 algorittmi.

A comparison of Equations (133) and (207) indIcates a similarity
between the expressions for excess noise power derived for the digItal
and ana log LP6 control loops. For ~at P1cc1 , the parameter uAtC in
Equation (133) Is approximated by a4tPf/2. Thus, the excess noise
power at the array output due to jitteP Is nearly the same for both
the ALMS and DLMS configurations when the loop bandwidth Is m uch
smaller than the input signal bandwidth. For larger values of

• ciAt P1 (up to a va]ue of on.), the excess noise power in Equation (207)
• (normalizid to T~~’ (1 + T0) N0 ) remaIns between the bounds a

~, 
and

au derived for the DLMS case (saitcigure 12). ThIs similari ty is not
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surprising, since the two derivations were based on simi lar asstanp-
tions regarding independent samples. It also follows from the
sampl ing theorem that the performance of the 1115 loop would not
change significantly by simply reducing the interval between weight
updates to zero (analog case). It Is Important to note, however,

• that a fundamental di fference exists between the analog and digital
control loops under high loop bandwidth conditions. The dIgital loop

• was shown to become unstable when the loop bandwidth exceeds a certain
value, whereas the analog loop remains “stable” for all values of a.
For a sufficiently large, the analog loop will respond to minimi ze• the instantaneous error between the array output and the reference

• signal , I.e., the array output signal can equal the reference signal
even though the desired signal power at the array output is small
relati ve to the total output power. This points out one of the
diffi culties encountered when analyzing the effects of weight jitter
on ALMS loop performance. The purpose of the adaptive array is to

• optimize the array output by forming an appropriate pattern rather
than to “modulate” the input signals so that they match the temporal

• structure of the reference signal. Clearly, the latter phenomenon
cannot be tol crated when the reference si gnal Is generated from the
array output via waveform processing (which Is the case of interest).
For this reason, the excess noi se (EquatIon (207)) is considered to
be additive system noise, even though the excess noise Is correlated
with the reference signal (and thus the desired signal). This
assumption is further discussed In Chapter VI.

E. The Effects of Weight Jitter on
Desired Signal Coherence

1. Introduction

In preceding sections of this chapter, the effects of weight
jitter have been evaluated by determining the excess noise power
it generates at the array output. Results obtained can be used
as general guidelines for system design. However, the power
measure provides little informatIon regarding the effects of weight
jitter on the phase of the desired signal. Such information Is

• important In many systems, particularly those employing coherent
or partially coherent phase detectors to demodulate the received
signal.

In the following two sections, the effects of weight jitter
on coherence of the desired signal will be evaluated for systems
employing the DIMS algorithe. Thes• results can be used to

• approximate the ALMS algorithm with appropriate ass*r~t1ons. As
in previous sections of this chapter, the signal environment is
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assumed to consist of zero—mean, Gaussian , undesired signals
and a PN—coded desired signal. In the following section, an
expression for the variance of the output signal phase is derived
which applies when the desired signal phase fluctuations are small .
Then, In the last section, a specific example is considered In which
the effects of wei ght jitter on the average output signal—to—noise
ratio of a coherent detector are determined.

2. Desired Signal Mçlitude
and Phase Jitter

Weight jitter not only causes excess noise to appear at the
array output, but also randomly phase modulates the desired signal.
The resulting phase jitter tends to decohere the desired signal
at the array output, thus further degrading system performance.

• Desired signal phase jitter can be viewed a~ resulting from
pattern fluctuations in the desired signal DOA, which is equal
to a complex multiple of the cross-correlation vector Rxd.

• Thus, the array output in response to a cw signal arriving at
the array input from this direction is proportional to (see
Equation (46)]

wt(t)Rxd Z•~(t)R~ + W
~PtRXd (208)

— yiPRxd + I~~,
2 

1 +T 0

The expression in Equation (208) is , in general , a complex
F 

number and thus can be written

W
~
’RXd — lw tRxd t eje (209 )

• where

1 Im {y P R d~e — t a n  X 
—~ (210)

1 +
0
T0 

+ Re {y PR~~)

Hers Ic (} and Re U denote the real and imaqinary parts of the
expression enclosed by parentheses. To linearize Equation (210) ,
it is assumed that

I ~ 1 i~ i2 ~o (2 11)
1 +
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In other words, the absolute value of e Is assumed smaller than
about one-half radian. In this case, Equation (210) is bounded
by

‘ .2  
_ _ _

let Ie
~ I c~tan

1 
[3 

Im(yPR xd
} 

(212)

In

where

‘ 2  _ _ _ _

011 - 
,
~
2’ 

Im(yIPRXd}

In 1 + T 0

E e~— 0 (213)

The first and second moments of e 11 are given by

and
2 ( 1 + 1

E e
~ 

a 2 
1 z —

~~~~~~~~~~ 

E(Im{YIPS}]
2 
- Var(e 11).

• Since 
o In

E(Im{y~P ~)]
2_ 

~ E((Re{yP s)
2 + (ImCy~P ~~)

2] (214)

(1 + T

s n u ppsr bound o n E e 5
2 ls glvefl by

E s __,__
~~2 

Ey~P js~
’P~ 74 

(215)

0
From Equations (116) and (126)

eAt• + — ~~ 
(216)

• - I~~t
2 

(1 + T 0
)Z (P~~ ) (P L)~~

+ ~~~~ 1

1’ -l
~~E(y~P~~jP y4) (PL)4(Pj~3 

; R11~ (0)
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and, by Equation (158)

Ey11 y~ 
a 

- ~ [i~ i
2 

T 1 C A11j (217)

- l~~l
2 

~ T ~ s) 11(P s)~ - E(y P s P
1
~ y4)

• (P ~)11(P ~
)
~] ; R~ 

• (0]

Thus ,

E( y P S s~P—~ ~~ 
— 

j~l ~~ 
(y114

y
~~
) ~ i)~(P i) (218)

m aAtl (P S)~ I
2I(P S)jl

2

• 
&~l j~l ~~t 

+ A
3 

— ciAtl
3 

A 11

- F~,2 
(1 + 10)Z - E (y P 

~ 
P’~

+ l~~l
2 ~ c 

~~ 

l(P~~
)
~ I

2 

; R4 ~ (0]

• 
or E(y~ 

p s ~ 
p 1 

~~
)

in in ciAtI (P 1)111
2

1(P ~.) 1
2

• 
~~ 

A L + ~j 
— ~~~

j - [I?1
2 T

~ - E(ytP 5 51’p~
1 y~)1

+ ~~~ 

~~ 
1 ~ ~~ 

~~~~~ 

RA 
a (0]

~~~
• • •

~~~
•
~~~~~~~~~~~~~~~~~~~~~~



In terms of the real , positive number Pm , defined by

2

h 
t!l ~ 

~At (P L)~ I
2 I P  L J I 

‘ 0 p19)
i

EquatIon (218) may be expressed as

E(y P~~~~ P~ y )  • - hI~i,~ 1 (220)
(1 +

+ ~~t _ _ _ _  
i ~ _ _ _ _ _ _

‘I + ii 1- + T0 1 -c &~l 
2 - ciAtA11 

R4 0 (C]

* - 
hI~~1

2 T
~ ciAt T01r1 

_____

1 + h  1 + T0 1 + h  l + T 0 1 - c

• 
~~

11—1 2 — ciAtA 11 
— (0)

p

Clearly

Pm ‘ ~At P~ ~ 
cc 1 (221 )

and thus

E(y P s s ~’ P~ ~~ 
(222)

~ 
2 

(1 To)
2 + ciAt j~ I

2 14 - h~r~ l + T o 1 C

• ! l(P L)51 2

~~ 
2-sAt)11 

; R 40 (0]

I sAt T0 I~~I
2 

~ y t (P~~.)11I
2

T +
0
T0 ’~~ •j . :j 0 i - ~~

a

9!

p 
•

- 
•

0~



From Equation (215)

(223)

[l:To 
[
~~t 

L~l 

L)
~~l

2 

- 
i RA $ (0]

Ee~
2 

~ 1 + I m (P 5) 111
2

T0 C 2 -~~AtT11 h] 
; R~ — (0).

provided Equation (211) is satisfi ed , I.e.,
4

y P s s P  y ~‘~~Irt °A A (1+1 )
0

This relation places an upper bound on Instantaneous functions of
e11. Since y4ls a zero-mean random vector generated from Gaussian
processes, it is reasonable to assume that, with high probability ,

y~P s P ’1 y~ ~ 3 E(y~P s~~~P~ ~~
In this case, the condition on the validity of Equation (222)
reduces to

E e~ ~ ~~~

. (radian)2 (224)
/

In order to evaluate Equation (223), eigenvalues of K
~ mustbe determined for the specific signal environment. However,

• certain bounds can be established if PS and P1 are known. Since
~ 

_ _ _ _ _ _ _

Asi Z— oiA t A 11
<
~~s

Equation (222) has the upper bound (for aAt P1 ~~
‘ 0.5) 

(225)

_____________  
1

(1 + 1 ) (1 — C T  <‘ 1 + T ; 0 (0)

• E (Y : P L S P- ~~ aAt InI p 1 1S 0 0 • R • 0(1+T 0)(1-c) J + T ~ ‘ A
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which implies
• (226)

1 +1 aAt P( 2 
~ 

~~~~~~~ ; R~ 0 (0]

Ee2 <Ee~ 4ç
)

/ 1+ 1(
~ 

2 T0 ~ - 
; R~ 

a (0]

The relation in (226) shows that an upper bound on desired signal
phase jitter is proportional to the input desired signal power
and has an inverse relationship wi th the optimum output SNR.

By the relation in (224), Equation (223) remains a good
approximation If

1 2

or 

aAt P5 lZ(1 + T01 
(1 - c )  ; R~ 0 (0) • 

(227 )

aAt P5 C T2(1 + T0) 
(1 - c )  ; R11 

— (0)

i.e., when sAt P <c 1 and To is sufficiently large. Tnese
requirements wilt be satisfied In a wide variety of signal
environments of Interest.

To Illustrate the level of phase jitter encountered in a
practical environment, Equations (223) were evaluated numerically
for the example given in Section II b; Table II displays results
obtained when the loop gain parameter is set to a moderately high
va lue (sat P1 ~

‘ 0.5, sAt C ~ 0.25). As is expected, phase jitter
is very small for all cases, with the largest jitter occurring

• when the separation between the interference and desired signal
arrival angles Is smallest.

The output desIred signal power Is determined from the
ensemble average •

E(wtl stw] * E(y P s P~ Y~] + ~ ~~~~~ 
(228)
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- • 

(228) (continued)

r 2~~ 2
- ELyIP S + 0

• (1 +T
~
)

• From Equation (225), an upper bound on the variance gf the output
desired signal due to weight jitter, normalized to W~pt ~.!Ywopt~may be expressed as

1 + 1  sAt P -

; R~~~~(O]

l + T  cgAt P

T0 
~~~~~~~~ 

~ 
R4 (0]

The output desired signal power Is negligibly affected by weight
jitter if these ratios are small (for example, when the relations

• 
- 

given In (221) are satisfied) .

3. Effects of Weight Jitter
on Coherent be~ection

• In this section, the effects of weight jitter on system• performance will be determined for a specific desired signal
waveform. Since one of the primary goals of this study has been
to determine performance of a jo intly operational TDWi-adaptive
array (TDM~/M) implementation, desired signal modulation and
demodulation will be modeled to closely resemble TDP~ modulation
and demodulation techniques outlined in Chapter 11.

The complex envelope of the desired signal Is assumed to be
expressible as

• exp (j(~1(t) + (229)

where ~ and •~ represent constant amplitude and phase factors,
respectivel y, and $i(t ) represents the time—varying corponent
of f(t). Biphas. (anti podal) modulation Is eiployed to convey
data at a rate , of a1 bits per second, and s.PN code Is
used to spread the signal spectrum by a fector* of n, where n Is

The code and data bit streams are addsd modulo two and are then
used to biphase odu lats a ow signal to generate the desired
signal .
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an integer. Defining At as the inverse of the code rate, I as
the inverse of the data rate, D(t) as the data bit stream, and
c(t) as the code bit stream, one obtains the following relations :

D(t) — ±1 constant for T seconds (230)

• c(t) • ±1 constant for At seconds

a c( t) D(t) .~~. a ±~/2 constant for At seconds

1 — n  At n~~ l

E~1(t) •1(t +t) — 0 t

The IDMA modems employ a differential phase—shift keyed
(DPSK) receiver for signal detection; that is , decisions are
based on the difference in phase between adjacent bits. Owing
to certain difficulties encountered In analyzing the effects
of weight jitter on DPSK receiver performance, however, coherent
detection (PSK) will be assumed. As will be shown, the results
obtained for the coherent detector will provide a general guide
to DPSK receiver performance.

• 

In ideal coherent detection, the carrier phase is assumed• known a priori at the receiver. In order to apply this require-
ment to i system containing an adaptive array, it is necessary
to assume that the time average phase of the desired signal is
known or has been accurately estimated. The signal r’(t)
available at the receiver is assumed to have the followi no
property when the weights are near their steady-state
solution:

E~’(t) 
PIt(t) E w~(t) ~(t) ~~I*(t) 

• 

(231)

• tt) ~(t) ~~I*(t)

-

where ~‘(t) represents the array output signal , is the ensemble
average 0? w(t), and L. is an m-dinens1ona~ vector assumed con-
stant during a given data bit interval. To simplify the notation,
assume this interval is (0, 1). In arrivino at the result In
Equa tIon (231), It was assumed that the desired slanal carrier
frequency and thi code c(t) are known at the receiver. Note that
the ensemble av rage given in Equation (231) is real valued.
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The receiver is assumed to employ matched filter detection.
At beseband, this Is equivalent to the operation

rT
v(T) a 4r I (~(t) ~s I t(t )] dt (232)

JO

• 1 [1 
(w~ ~~(t)~~~

.6 t(t)] dt
JO —

where v(T) represents the detector output voltage at time T.
Noise in the propagation medium between the array output and the
receiver Input has been assumed negligible to focus attention
exclusively on the effects of weight jitter.

When ~ Is near steady-state, the ensemble mean of v(T) is
given by

£ v(T) a E ~ J
T 

[w~~(t) ~~~I*(t) + wt~(t) ~~~s*(t)] dt} (233)

• E(~(t) ~ J *(t)]

a w 0~t
L

where x( t) a u(t) + s(t).

The above result follpws from the assumption that w(t) is
independent* of x(t) r’*(t). The variance of v(T) is expressed

• as
I (234)

Var(v(T )) * E ((v(T) - w
~~.t 

L] (v(T) - L))

1 CT CT
* E —y ~ I Lw u(r 1) r C r 1)

1 ‘0 )0 °

+ z~(r 1) tii(t1) ~.t( )  + L)} 
~~~~ 

w0

+ 1~,(t2) 
1 (t) + L

t] 2(t2) dr1 dr2

9’hls applies to the 01.16 algorithm only.

- 
101

a

-

~~~~

• •---——-—,

~~~~
-

~~~~~~~~~ 

—

~

-—

~~

-

~~~

•—- • — 
— •

~~~~~~~
-‘---— 

~~~~~~~~~~~~~~~~~ 

_ _ _ _  
I



where w — wo op
and 1(t) — w(t) - w0.

The weights are assumed updated according to the DLMS
al gorithm (Equations (54) and (58)). For the purposes of
analysis, the interval At is taken as the Interval between
independent samples of the product k(t) ‘~‘t(t). In the digitalalgorithm, 2(q) is constant for At seconds, so that Equation
(234) becomes

T ~Tvar(v(T)) a 
t3 7  

J0 
)<~w0

t3(.r1) ~
4 s t (t

1
) (235 )

+ z~(iAt) (~(T l ) ~~
I
~~ t )  + L]}{~~(t2) w~

+ L~~
(i2) ~~I (t ) + Lt] z( iAt)} dt 1 dt2

where r1 ~ iAt < r.~ 
+ At

and t2 ~ jAt < t
2 

+ At ; i ,j — O,l ,2,...n.

When z(iAt) ~ 0, var(v(T)) equals the minimum output noise power,given by

t
~min 

E .17 J J0 w0
ta~(i1) ~

t(11) ~ (ti) (236)

. 
~ ~~~ 

w0 dt1 dt2

• The variance of the excess noise voltage at the detector output,caused by we i ght jitter, may be defined by

var(v
~

(T)) a var(v(T)) - Nmj n (237)

• £ J~ J J { w ~ ~
(t 1) r’ (t 1 ) E~~( t )  ~~I (t ) + Lt )z(j4t)

+ zt(iAt) (.~(t 1 ) ~
$ t(t1) + L) ~I (t 2) £ (T2) wo

+ Zt(iAt) [a(~1) 
~
‘
~
(T1) 

+ L) (
~.

(t2) ?~
‘(T2) 

+ Lt]

• z(iAt)}di1 dt2 .
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To simplify the analysis , the double integral in Equation (237)
is approximated by the double sum

(238)

‘ t’~ 
n-l n—i (

var(v (1)) & £ ~A ~< w ~ ‘(1At) ~S*(jAt)
C I 1—0 j.OL °

• E t(jA t) ~‘(jAt) + 1.t] z(jAt) + zt(i At)

- . (~(iAt) ~‘(iAt) + L] ~ (jA t) ~
t(jAt) w0

+ zt(iAt ) [~(iAt ) ~‘*(iAt) + 1]

• (r(i t) ~‘(jAt) + Lt] z(iAt)}

By Equation (230) and the independence of ~I
t(jAt) ~‘(jAt) and

z(iAt) for j ~ I, Equation (238) reduces t~

~2 n—i j-.l
var(v (I)) & 2 (239)

• e i_o j•o

E(w 0
t
~(i6t) ~ s t (1 t) Lt z(jAt)]

, ~2 n—i 1—1
+ ‘4,~’ ~ E[z (iAt) L ~‘(jAt) ~t(jAt) w0T i*l 3.0

+ R ~~~2 
~ 

E[zt(iAt) II z(jA t)]

n-.1 n.1
+ I I E(zT(iAt) I IT z(jAt))

1.0 3—0

where R - I?h 1
2

• The above result applieswheflw W . When aw0,,the veCtor
z(f 49 can be expres sed in the eigeRV~ctor space as ~ ee Equation

• y4(iAt ) a ~at 
~ 

(I - mAt A]3 ~
i..’3_l (240)

3.0
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where z(iAt) • P’~ y6(~~t)

and

- PR~(LAt ) - P~(LAt) P~ y~(LAt) - P~(LAt ) w0

The following result wil l also be required:

(241)

J[I 
— cs~tA)~~

3 E(y~(jA t) y~(jAt)] ;

E[y~(iAt) y~(jAt)]

[E[YA(iAt) y (iAt)] [I -

The m2 components of the matri x E(y~y~) can evalua ted us ing
the procedure outlined in section IV D 2. The lj component Is
given by

E(y1 y~~) — 

~ 
- 

(242)

A
13 

- ~~ &~
(P

+ E[y A Y A) - s~P ’ Ey
~
y P S (P s) 1

(P s)~} 
; 1,3 — 1 ,2,••~m.

A complete solution to Equation (242) requires evaluation of the
as yet undetermined expectations appearing on the right side. By
iterative application of Equation (242)

E(y A y4) ~~~~~~ J1{•~ -~~AtA~ 1 + T0 
(243)

I(P s) 1
2 

_ _ _ _ _ _  _ _ _

- 

~ ..uAtA 1 ( 1+ 4 r )Z - 

~~~7 
~~~~~~~~ £ YaY8 ~ £

I(P L)11
2 

•
I _ _ _ _ _ _ _
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From Equation (133), and the assumption P5 “ P1,

E(y Ay~) & r~
I
•

~1~c 1 + T~ 
(244)

Thus

Ey1 y
~ 

& 

~ 
+ A ~ + 1 — uAtC Aij] 

(245)

Y provided csAtC ~ 0.5. Although evaluation of the first two terms
in Equation (239) is tedious , the procedure is straightfo rward• and thus will not be detailed here. Employing Equation (241),
the results are

E(w t 
~(iAt) ~I*( iat) ~ z(j~t)] a (246)

- mAt w M v:~ L~ P~ (I — mAtA ]3
~~~ PL ; I c 3

E(zt(jA t) I ~~~~~ ~
t(i*t) w03 

(247)

— s&t w Mw ~ L
t P 1 (I — aAtA ]13

~~ ; 1 3.

Equation (239) can thus be written as

n-l 3—1
var (v (T))’- 2R 4.— 1 1 (248)

e 3.1 1.0

• mAt ~: Pb~0 1
tp l (I —cAtA] 3~~~’ P~

,~~~ 2 n-i 1I 1 s P ’ (I~~mAtk)
t ’I  3*0 1.0

• E~y~(IAt) y (iAt)] P1

A 2 n—2 n1 $ 1 t •1
+ R (,&.) 

~ I P E[yA(JAt). Y*
iJAtfl [I — mAtA ] 

~~~

• I +R 4~.{EY:A YA_ E LtP
_1
1AY:p

1
L} 

.
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‘ 
Since E(stP 1 .Y~ytP 1j )  has been shown to be much smaller than

• E(ytAy~), it can tie neglected in Equation (248). Substi tuting
Equhions (244 ) and (245) into Equation (248) and rearranging
terms yields

2 n—i 3—1 m
• 

- 

var( ve(T)) ~ 2 R (~
) 

~~ i~O k~1 
(249)

‘2mAtirl (1 - QAtA
k)

3 1  (~ 1)~ 
2

<1 1 T0 
_________

- c8AtAk) (1 — mAtCj — 1 + 1 —

_ _ _ _ _  

m ,(~~
L) ,1

2

1+ T0 L~i
A k + A L mAt A kAL f

m
+ R i

~
i— 

k’i ~~ £)k 1 
aAt 

T0 TZ - ~
At)

~k) (1

1 m I(P I)~ I At aAtC 
______

- 1 + T0 t—~i A~ 
+ - QAtA

k
A & 

+ R 1~ 1 — aAt~ 1 + T0 ~

Again applying the assumption that P5 P1, it is easily shown that

I(P
~~

)
~~I

2 
_ _ _ _

+ - mAt A~ A~ 1 + T0

that the first term in Equation (249) has the upper bound

m~~I1~I2 P
- •

and that the second term has the upper bound

R*t 
~2 1r ] + T  1 + T 0

Thus , by making the additional assumption
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2 n P  < < C  (250)

Equation (249) can be approximated by

var(ve(T)) & R 
At mAtCfrI 

1 + T0 
(251)

Equation (251) gives an approximation for the vari ance of the
excess noise at the detector output due to jitter, provided n

( is large and that

m A
(a) 2 n PS c — 

— ~~tx1 
(252)

(b) mAt P5 
<< 1 + T 0

(C) ~Atc c l

• Since Equation (237) was approximated by the double sum In
Equation (238) , EquatIon (251) best approximates the excess
noise variance when the input signa] (it’(t)) approximates an

• ideal bandpass process wi th At • B 1 , where B represents the
double—sided bandwidth. When B > (At) l, Equation (251) gives

• an upper bound on the variance.

Al though assumptions given in Equation (252) permitted the
expression for var(ve(T)) to be greatly simplified, they are
valid in a wide variety of high—level Interfering signal

• 
• 

enviromnents. Equation (252)(a) is the most restri ctive
condition, since It requires that the product of the waveform
processing gain and the input desired signal power be much
smaller than the total Input power. When this requirement is
not met, then past history of z(lat) for iAt in (0, 1] may
significantly affect the value of var(v (1)) , thereby causin• Inaccuracies In Equation (251). In thu case, Equation (241
should be used, provided P5 < P1.

The expression for the output noIse power when w(t) a w
• (Equation (236)) can also be estimated by approximating the 885ble

integral by a double sum and performing the indicated ensemble
average:

~“~2 ~‘~2 At 0TMmIn & in in r (1 + T )Z S ‘ S
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• The variance of v(T) is obtained by suimning Equation (251) with
Equation (253):

var(v(T) ) & I~ I~ ~ + 4~ [i~~ ~ 
+ I + T 0] 

(254 )

The output signal—to—noise ratio D will be used as a measure of
detector performance, where

0 
~~~~~~ 

(255)

Note that although D Is a classical definition for the output
signal—to—noise ratio, it does not necessarily equal the aver-
age output signal-to-noise ratio since v(T) is generally not
stationary in the interval [0, Ti. Equation (255) is meaningful

• in that (1) it normalizes the square of the mean (of v(T) ) to the
mean square and (2) it approximates the average output signal—to—
noise ratio when v(T) is near Its mean (for example, when D “ 1).
Using Equations (233) and (254), EquatIon (255) becomes

r —

O - h T~ 
[ 

— 

~~ 
+ ~ 

. (256)
l+ 11~~~~~At;C 1’

This result shows that weight jitter reduces the detectors s
output signal—to—noise ratio by the sane factor (in brackets)
that the processor s output signal—to—noise ratio is reduced

• (see Equation (143)). In other words, the wavefo,in processing
gain of the coherent detector is (about) equal to the spectrum
spreading ratio, even when the excess noise power is large
relative to the quiescent (no ji tter ) noise power. For a given
set of loop panamsters(m, at, and c), system performance can be
improved by increasing the integration time I assuming the
relations given in Equati on (252) are satisfied.

The analysis to this point applies to the DLI6 algorithm
for R4 ~ (0]. When the desired signal DOA Is known, the variance
of v(T) can be evaluated by setting Rg .(OJln each step used to
derive EquatIon (249). The result is approximated by

,~, ~2 n—i 3— 1 m
• var (v (1)) £ 2 ,~~~S j ~~

(
~~~~

) ~ 1 1 (257)e R .~O] 3—1 1—0 k—i
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(257) (continued)

mAt I~~I
2 (1 - csAtX k)

3 1  I(P L)kI

_____________________________ 

T0
2 at

— mAtA k) (1 + To~ 
(1 —mAttj — 

(1 + T0)2 t~l

I(P s)
~ I2 

_ _ _ _ _ _ _  _ _ _ _ _ _

+ A t — mAt 
~‘k A t 

— 
(1 + I )2 1 — mAtA k• 0 •. J

m 2 .8tI~ I2 T0
+ l~,I 24.~ I 1(

~~&i I i +kal I (Z - mAtA k) (1

l~~
2 

~ 
(P s)

~ I
2

________________ ~ ~~‘ 
2 AtI — 

(1 + To)
2 tul A k + At — mAt A kA t 

Ir I

mAtc 
______• T — m A t c  1 + T 0

If the assumptions in Equation (252) are satisfied and if

TociAtP c<s 1+ 10

then Equation (257) may be approximated by

van(ve(T))~ 
• T~ var(ve(T))f • (258)

Thus, the performance measure 0 for the a (0] case becomes

+ .AtC (1+T 0)} 
(259)4TJ 1

• IR~ 
-(0] 1 - sAte

The mInimum s ignal -to-noise ratio required at the processor
output, as a function of the normalized parameter

0 At
• (260)
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is shown In Figures 13 and 14 for two different values of theloop parameter mAtc . Figure 13 applies to the RA $ (0) caseand Figure 14 applies to the RA — [0~ case . In a given signalenviromnent, the transient response (or convergence rate) isten times faster for mAtc — 0.5 than for mAtc — 0.05. For thea [0) case, weight jitter causes the largest degradation inperformance when g is small , i.e., for g a 0.01 , T
~~in 

must be
Increased by more than 8 dB when mAtC a 0.5 to obtain the sameperformance as a system wi th negligible weight jitter. Forlarger values of g, the relative performance degradation due toweight jitter decreases. For the RA — (0) case, the effects ofweight jitter are most pronounced for large values of g. Forfixed values of Input signal power and D, the minimum required
output signal-to-noise ratio can be reduced in both the RA • [0]and Ra ~ [0) cases by reducing the convergence rate (proportionalto m) or by increasing the spectrum spreading ratio (1/at).

Under appropriate assumptions, the previous results can beused to approximate the effects of weight jitter on the perform-ance of a DPSK detector. In coherent detection, decisions (att - I) are based on the matched filter output voltage v(T). Indifferential detection, decisions (at t • 2 1) are based on the
• parameter

z(2 I) • u (T) u’(2 1) (261)
where

1 1
• 

u (T) s i rJ  ~ (t) ?‘‘
t(t) dt (262)

and
r2 1u(2 1) — 4 .  I ~ (t) ~~‘~ (t) dt

In ideal differential detection, It is assumed (1) that thedesired signal carrier frequency and the data bit arrival timesare known at the receiver and (2) that u(T) and u(2 I) are
Statistically independent random processes. Consequently,
~“(t) and P’ (t) differ only by a constant phase angle. Theperformance measure 0 derived for coherent detection can there-fore be used to approximate the signal-to-noise ratio of u(T)and u(2 1):

Dl 
a 

~~~~~~~ 
a EI

r
(2

1l4~ vai~L~tI~ J (263)
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Figure 13. The minimum output signal-to—noise ratio required
to obtain the performance level 9; R~ ~‘ (0] .
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CHAPTER V

TRANSIENT RESPONSE AND SIGNAL ESTIMATION

A. Introduction

Physical implementations of the spatial filter represented
by wopt a kx~ Rxd requ ire accura te estimates of Kx (or 14) and
R~d based on noisy input data. The accuracy of these 

estimgtes,
of course, depends on the method used to average the data . The
LMS algori thm relies on averaging in the control loop to perform
these estimates, which gives rise to two opposin g sys tem objec.
tives; rapid response time and small control loop noise. Large
control loop noise results when the weights are allowed to
respond rapidly to instantaneous fluctuations of the input• covariance matrix and the cross-correlation vector. The loop
noise can be reduced by lowering the loop gain (and thus increas-
ing the response time) since the instantaneous fluctuations are
averaged over a longer period of time.

In this chapter, the separate effects of estimating K~ and
Rxd in a finite observation interval will be determined. The
primary objective will be to compare the relative performance
of the LMS algorithm wi th an algorithm in which the spatial
filter w is calculated directly by inverting an estimate of the
covariance matrix and multiplying the result by an estimate of
the cross-correlation vector. The estimates of Kx or R~d are
based on the maximum likelihood (ML) principle, which is optimal
In that it yields an unbiased estimate with minimum variance
(26]. Although an algorithm based on these estimates will be shown,
in theory, to converge more rapidly than the LMS algorithm, it is
considerably more difficult to implement circuits which estimate each
element of k~ and then Invert the result, since this operation re-quires .2 estimates and an mxm matrix Inversion. Moreover, finite -:

j  circuit speeds preclude the possibility for achieving the theoretical
convergence rate except when the input signals are very narrowband
and the array size Is small (see discussion In Chapter II). The
comparison of the INS and optimum estimator algorithms to be presented
will thus be based on theoretical rather than practical considerations.

t The results of the analysis will be useful In determining (1) requIre-
nents for accurately estimating R~d, (2) the effectiveness of
control loop averaging relative to optimum estimation, and (3) an
upper bound on INS algorithm performance. The performance
measure employed will be the output signal-to-noise ratio versus
time (or observation interval ). In order to Isolate the effec ts
of estimating Rxd from the effects of estimating Kx (or 14 when
the desired signal Is absent ), analysis performed In Section B
assumes K* (or 14) is known a priori and the analysis in Section C

• 
• 
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assumes R~d is known a priori. A method for approximating the
response time when both Kx and Rxd are estimated is presented at
the end of Section C. Section D compares these results with the
transient and steady-state performance of the INS algorithm.

B. Estimating the Desired Signal Direction of Arrival Vector

Two spatial filters which optimize the array output signal-
to-noise ratio (see Chapter III) are given by

— KX
1 Rxd • (264)

and

w2 • 14 1 Rxd (265)

In this section, the array output signal-to-noise ratio will be
determined when Rxd in Equations (264) and (265) is replaced by
its estimate Rxd as follows:

W 1 
• KX

1 Rxd (266)

w2 ~~ Rxci (267)

To focus attention exclusively on the effects of errors in this
estimate due to noise, k~ or 14 will be assumed given . In a practical
system, this assumption Implies that a suff~cient~y accurate estimateof one of these matrices is available when Wl or w~ Is implemented.
Equation (267) applies when the Input coverlence matrix is
estimated In the absence of the desired signal , as would be the
case prior to the TDMA preamble interval* , whereas Equation (266)

• applies when the desired signal is present at the array Input, e.g.,
during the preamble int.,rval. In the latter case, the estimates of
kx and Rxd may well be performed simultaneously. The validity
of any performance measure of filter w~ would thus require the
unrealistic assumption that the input covariance matrix estimate
converges much more rapidly than the cross-correlation vector
estimate . For this reason, emphasis will be placed on determining
the performance of filter w~.

*j f another user ’s signal is present, it is treated as an Interfer-
Ing source.
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The output sign;1-to-noise ratio, given w2, was shown in
Chapter III to be given by

Ii \ 1 W~~S S
’W

~~~ 
2—— 2

~N) W2 I • (268)
0 j  w n W

2

which, in terms of Rxds may be written

1, 1 Rt M 1 s s~ M~
1 R

I( ~ 
‘

~ 1w 21 xd — 

1 
xd (269)

L Jo J RXd M Rxd

Equations (268) and (269) apply at any instant of time after
filter w2 has been implemented.

The output SN~ defined in Equation (269) is a function of
the random vector R*d and thus is a (real) random variable. If
Equation (268) [or (269)] is considered a function of w2, then

• (see Equation (33)) it is bounded above by the optimum output
SNR:

[(s) i~1 w~,t !1
t w~~t a 

~~~~~~~~~~~~~ T (270)
opt opt

where
• 

Wopt h BM 1 Rxd

and 8 is an arbitrary constant. The performance of filter w2
• will be determined by evaluating the mean output signal-to-noise

ratio. To do this, it is convenient to normalize Equation (269)
• to its upper bound. That is, let

[(i~j  1*2) ~~ ::~ 1~xd1
t M 1  

(271)
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The mean and variance of the real random variable P2 will
be found by fi rst determinIng its probability density function
under the assumption that Rxd is a Gaussian random vector.
Before proceeding, several additional assumptions will be made
regarding the input signal statistics .

For the TDMA application being addressed , the desired signals
are generated by quadraphase (or biphase) modulating a constant
envelop~ c.w. signal. It is therefore assumed that the desired
signal s(t) has a constant amplitude . The instantaneous cross-
correlation vector is defined as

• R
~d(t) a ~(t) ~~(t) (272)

where ~
t(t) represents the reference signal. It Is as sumed that

the receive code timing and the desired signal carri~r frequency
are known a priori and that no data* is conveyed by s(t ) . It
therefore ~ollows that

• ~(t) — A ~(t) t1° (273)

where A and e are assumed unknown real constants; e.g., signal
phase and amplitude are not assumed known (or estimated). The
mean cross-correlation vector, averaged over all signals present,
thus becomes

Rxd 
a E ~(t) ?t (t) (274)
— E[~(t) + ~(t)] ?t(t)

~ E ~(t) ?t (t)

— ~(t) ?t (t)

The above steps follow from the assumption that ~(t) and s(t)
are uncorrelated.

*This is the case during the preamble, for example.
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p Next, define R a(t ) as the di fference between the instantan-
ous and average cross-correlation vector .

Rh(t) — R~~d(t) — Rxd . (275)

Clearly, the ensemble average of each of the m components of
Ra(t) equals zero:

E R~(t) [0] . (276)

In the analysis , the random vector Rà (t) is modeled as •a sample
function from an rn-variate Gaussian process. R~d will be estimatedby averaging k samples of ~(t) P Ct ):

Rxd — 
~ 

~(t1) ~
t(t 1) t1 < t2 < •“  < t

k 
(277)

— E 
~ l 

R
A
(t

j
) + Rxd

It follows that Rxd is unbiased, since

E — Rxd (278)

To simplify the analysis, at — tj  — t4 ,  (j • 2,3 ...m) will be
• assumed constant and equal to th~ Int~r~a1 (at) between Indepen-• dent samples of R~(t). In this case, it Is easily shown that

EquatIon (277) is the maximum likelihood estimate of R~d(26]. Note that any at greeter than the code chip duration
results In (approximately) independent samples (assuming PN
code modulation). Care must be exercised at this point In
applying the Gaussian assumption. If the Input noise signals

• (!t(t)) are assianed sample functions, from independently distributed
zero-mean Gaussian processes, then R~d Is rn-variate GaMssian when
at equals the interval between independent samples of 1(t). In
more general noise situations , •.g., when narrowband interferences

• are present, the random vector R~d only approximates a GaussIan
• prociu (see Chapter VI]. ,As in Chapter IV, the difference be-

tween and its estimate Rxd Is defined as

*5y the central limit theorem (28], thIs approximation generally• Improves as the number of samples grows larger.
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k
I Rxd - Rxd — 

~ i1l 
Ra(ti) ; t1 - t1_ 1 — at (279)

Again, it follows that

E — [0] . (280 )

The density function for P2 is determined by fi rst evaluating the
density of R~., The density function for the complex rn—dimensional
random vector Ra is completely determined by its covariance
matrix [27):

cov(R a) — E R (281)
— E 

~ i~l ~
(t 1) ~

t( t )  - R
Xd]

~ ~~
(t
3
) ~(t~) - R

~d]

Z E V
~~

RXd R
~d

where

~ ~(t)?
t(t )?(t )~~

t( t )  . (282)
k i—i j—l

Fourth order moments contained in Equation (282) can be evaluated
by first separating ‘k(t) Into desired signal and Interference
components, substituting the results intp~Equation £282), ~nd• then applying the assumption that ~(tç ) 

~
‘ (ti ) and ~(tj) ? (tj)

(I ~ 
j] are statistical ly independint. This procedu re yields

E V — .
~j
1 Rxd R~~d + f 14 + 

~ 
Rxd R

~d • (283)

• Combining Equation (281) and Equation (283) generates the desired
result
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COv(ñ
~
) - N . (284)

• The vector Ra is therefore characterized by the Gaussian probability
density

• P(Ra) (~)-m 
~4 ~ 1 

exp { i~~ 
R~ ~
(l R~ (285)

where I( )1 1 represents the reciprocal of the determinant of
the enclosed matrix and m represents the number of complex
weights. The probability density of P2~ 

in terms of the variables
k, rn and Ti,, will be determined by performing a series of linear
transformations on R~.

For notationa l convenience , Equation (271) Is rewri tten in
the form

• 
— 

xd xd xd xd (286)

xd xd xd xd

• To put Equation (286) Into a form which is more directly solvable,
let i be an rn-dimensiona l vector defined by the linear trans-
formation

~ ~-l/2 Rxd 
(287 )

• A definition for Is given in Appendix II. CombIning (286)
and (287), yIelds

- 

R~~ M_ l/2 M_l/ : R R t M;l/2 M_ l/ : R d (288)

4 ~ p(1/2 t~çl/Z~, xd xd
• 

RXd N R Xd L !  
— .
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The rnxm matri~ 14 i~ positive definite and Hermitian. There-
fore, the scalar Rxd 14 Rxd is a positive real number. In
particular, its square root is defined. Next , defi ne the vector ~
as ~ normalized to one:

- 

• 
~ — (R~ 14 1 R,~ Y~

’2 
~~. 

. (289)

Computing
t ~ — t

(~
t 14 1 RXdY~

”2 (R~~ 14 l R
XdY

”2 
.~~.

: 

:R~
d fl

l Rxd)
~

1 ~~~~

verifies the normalization. Thus , In terms of ~ , the normal izedoutput signal-to-noise ratio has the form
‘t —1/2 t —1/2

a X X (290)
xd xd

Since y is a unit vector, there exists a unita ry matri x U such
that

(291 )

where 
•

Gt — (1, 0, 0, •.. 0] (292)

I )  and

Ut U g u _l 
~~~~~~~
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Thus,

Rt 14 1/2 U G Gt U 1 14 1/2 ~
— 

xd 
I(112 U U 1 

~~
112 ~~~~

. 

xd (293)
xd xd

Now define an rn-dimensional random vector c by the following
linear transformation:

• U~ M~ R,~ . (294)

In terms of Li Equation (293) reduces to

ct G G t c
• P2 — . (295)

c c

~yrther simplificatIon is possible by noting that ~.
1 G, Gtc, and

L
T
S. are scalars.

Gtc ” c

C
t
! a *

* * *

ct c s I Ic~I2
• i—i

where denotes the Jth component of £.

~2 expr sse~ In terms of the components c1 (i • 1,2,...m) of
• the vector Li is given by

I~~ I
2

1 (296)
~ ic~i2

i—i
1

1 + * 2  (I~2 12 + 1c3 1 + •.. + I~m12)
i d ,
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The joint probability density function of I~l 
2 and Z ~ 

2
1—1

is found by appropriately traflsforming the density of Rxd. £ is
related to the random vector Rxd by

C U•
~
1 14 1/2 

~ 
(297)

which can be written In the form

c H R d

• where H - U 1 14 l/2

each ci is a linear combination of the components of the vector
RXd . That is,

* m *

— 

~~ 
H~ (Rxd)j

where (Rxd) denotes the jth component of Rxd Since the com-
ponents of are jointly Gaussian , the components of~ç. are
also jointly Gaussian (27]. The joint density of the cj is thus
determined by the mean and covariance of c. The desired result
is obta ined by performing the following series of inverse trans-
formations:

E £ — U~ ~~l/2 Rxd

a U l

— U ” (R~ 14 l Rxd)
1’2 

~~~.

a (Rtd 14
1 RXd)~

’2 
~ •

Thus
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IRt ~(l R ~l/2‘ xd xd’
0

0 (298)

0

and

cov(i) — E U_i 14 1~I2 RaR&~ 
14~~’2 U (299)

— U~ 
p(~

1/2 E 
~~~ 

f(112 U

• 
— 

I~~L
2 
u~ 

p(1/2 14 p (l/2 u

As a result, the set of random variables cj, j — l,2,...m, are
mutually stocha%tlcally independent Gaussian processes, each

• with variance ~r~Z/k~ The campo,~ents cj, 3 $ 1, are zero mean,
whereas the mean of c1 equals (R d 14

1 Rxd)l/2. Let

Qi ~ 2 
i~~I

2 (300)

• 
~~~ 

(Ic~i~ + id
2 + ... + $~~ ,2) . (301)

It can be shown (29] that the random variable Qi has a non-central
• chl-square distribution with two degrees of freedom and non-

centrality parameter 2 T0k and that Q2 has a chi-square distri-
bution with 2 m-2 degrees 0f freedom. Therefore,

— Q1 + Q2 2 F’ +2 ~ 2 (302)

• 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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where the random variable F’ , defined by

(2 m-2) Q1
• ; m — 2  (303)

“2 -

Is non-central F distributed wi th parameters

r1 — 2 ,  r2 — 2 m - 2,e = 2 T 0k

The distribution function of P2 is an infinite sum of incomplete
beta functions (e.g., [30]). The probability that ~2 is less than thereal number z is given by

• —kT (kT )3
z) — I e 0 0 I (1 + j , m — 1) ; (304)• j—0 J ,  z

0 < z  c l ,m~~ 2

• where 1~ (1 + j, m - 1) is defi ned as the i ncomplete beta function

+ J, m - 1) • B(l + ,~~~ rn - 1) i: t~ c~ - t)m-2 dt

B(1 + J, m — 1) — (rn

Equation (304) gives the probability distribution function of the
normalized output SNR p2, which is the des ired result.

The performance provided by filter w1 can be evaluated in a
similar manner. When the weights are determined according to Equation
(266), then the expression for the output signal-to-noise ratio, given
Wi, becomes

[(~
) ‘;] - R%d K~ ~~ 

~~ 

(305)
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As before, define p1 as Equation (305) normalized to the optimum 
T0:

i 1,’s”~ 1 Rxd ~~ 
Rxd R~d 

KX
1 Rxd

1 • r~’4% N) 1 1J K -l N K -l R Rt 14 1 R 
(3~~)

0 0 x d x  x xd xd xd

By the matrix Inversion lenina,

KX 1 Rxd - N 1 Q R~

where

5 s~ M~Q — I —  
~~~~ i1+ 1 14 

~~ .

Thus

Rt Qt N 1 R Rt M 1 Q R

~i ~f t 1 * t 1RXd Q 14 Q~L~ R~ 14

Employing steps simi lar to the analysis on w2, Equation (307)
can be reduced to the form

,~ 
2

• P1 p * 2  A~~~~~~~~ 
. (308)

+ 1d21 + ... + Id~i

The vector

— (d1, d2, •.. d 1]

is an -va riate Gaussian random victor with mean and covariance
matrix

• (f, 0,0, 0]

S
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1 0 0 ... 0
• (1 + T 0)

2

o 1 0 ... 0
*

cov(d) - -
~~~~~~ 0 0 1 •.. 0

0 0 .. .
~~~~~~~j wheref- 

~~~~~~~~

Thus the di, I • 1, 2, •.. m, are statistically Independent
Gaussian random variables. Now define the random variables

— (1 + T~~)
2 ia1 i 2 (309)

• 2k NI
- 

i~i~ ~
_, 

1d11

Q~ has a non-central cM-square distribution with two degrees
of freedorn and non-centrality parameter 2 T0k [29] and Q~ has acM-square distribution wi th 2 jn-2 degrees of freedom. The
rando. variable

• A(2 m — 2) Q, (2 m - 2) (1 + T )‘ id 1 ’F’ — — (310)
2 Q4 21 Id i I

2
• 1—2

therefore has a non-central F distribution wi th two and 2 m-2 •

Øgrees of freedom and with non-centrality parameter 2 T0k.p~ , expressed in terms of F’, Is obtained by substituting
Equation (310) In Equation (309) :
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• 2 F’ 0 c F’ c., m ~ 2 (311)
2 ~~‘ + (1 + To )2 (2 m - 2)

• The density function of p~ is difficult to evaluate sinceIt cannot be expressed in terms of known functions . However,
it is useful to note that F’ defined in Equation (310) has the
same distribution as F’ defined In Equation (303), whIch permits
direct comparison of the performance measures p1 and p2.
Assuming F’ given, It can be shown that

• P.~(a) p.1 — 2 (312)

‘~2 ’ (1 + T
~
) (1-  p2)

(b) p1 < p 2 < l  ;

• 0.~ a

(c) p — ‘ ‘ ; ‘ << (1 + 7 )
1 

~ - p
2 (1 + T0)2 1 - p2

orp~ << 1

(d) Urn p •p
0

and, when F’ is viewed as a random variab le, that

• Ce) Urn p1 — lim p2 .

kc. k-’—

Relations given in (312(a)) and (312(bl) indlcØg that the
output signal-to-noise ratio obtained from w~ — K,~ 1 R,~ 1$• less than that obtained from W2 • 14-1 Rxd.* The performsnce
difference is greatest when T0 Is large and k is smal l (Equation
(312(c))]. The decrease in the rate of convergence Is appar ntly

loth w1 and w2 converge to ~~~ 
as k-..,
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due to terms in the covariance matrix which exist as a result of the
desired signal ’s presence and are not required to implement the
optimum filter. Relations (312(d)) and (312(e)) show that in many
cases of interest , i.e. , when T~ Is small and the sampl e size (k) is
large , the performance provided by filters w1 and w2 are nearlythe same.

The distribution function for p , given in Equation (304),
is a function of the number of eleme~ts (m) and the product
T0k, where k represents the number of independent samples and
To represents the optimum output SNR. Array performance is
therefore directly proportional to k and T0.

Two measures of the normalized output signal-to-noise ratio
02 have been evaluated numerically. One measure employed is the
probability that the output SNR is wi thin 3 dB of its optimum
value; e.g.,

q — 
~~~ 

> 0.5)

Figure 15 illustrates the calculated value of q versus T0k for
several different array sizes (m). In the limi t as the number
of samples approaches infinity, the probability that P2 is
greater than 0.5 approaches one; that is , the estimate of R
improves as the averaging time increases. As m increases, ~

• larger va lue of T0k is required to obtain the same value for q.
This is as expected, since the optimum output signal-to-noise
ratio gpnerafly increases with m , but the noise in each compon-
ent of ~(t) f~(t) does not change.

The mean value of 
~2 

was used as a second measure of
performance. The mean of a random variable x which has the beta
distribution

x ’~ I~
(a , b)

is gi ven by (30)

E X h ’ a b
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Since 
~2 is composed of an infinite sum of beta distributions ,

• its mean is obtained by letting a — j  + 1 , b — m - 1 , and sunining
as in Equation (304). That is,

• — 1k (T k)~ 1 +E p 2 a I c  ° —7 i m +~ 
(313)

Similarly, it can be shown that the variance of P2 is expressed
as

var(02) — E °2 — [E p2] (314)

—T~k (T0k)~ (1 + j) (2 + j) - 

E 2
j~o C j I (.1 + m) (.1 + m + i~ 

- [ 
~~

Figure 16 illustrates the dependence of E P2 Ofl T0k for several
values of m. To establish an approximate confidence interval on
EP2, the standard deviation of 

~2’ 
normalized to E P2~ has also been

graphed in Figure 17. In all cases shown, the mean Of the output
signal-to-noise ratio is within 3 dB of its optimum value when T0k is
greater than the number of elements m . Moreover, the (normalized)
standard deviation is less than about 0.3 when this cri terion is
satisfied.

Thus far , the analytical results have shown that (1) the
maximum likelihood estimate of the cross-correlation converges

• to R~d as the number of samples approaches infinIty ; (2) the mean of
the normalized output signal-to-noise ratio of filter ~2 depends only
on the product T0k, e.g., It does not explicitly depend on the signal
geometries; and (3) the convergence rate depends on the number of
elements (or the number of complex weights). These results were
checked by a computer simulation of a four-element linear array
with identical, equally spaced elements. The kth sample of the
input noise vector applied to the simulated array was generated
from Independent samples of a zero-mean Gaussian process g as
follows:

• ‘~k — 

i~l ~~ ~~ 
+ S g~2) !i + n~ (315)
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Figure 16-—The average normalized output signal -to-noise
ratio versus T0k for several different array
sizes .
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P4 where

g(~~1) + 5

k k k• “ t — 
~ 

g(~~2)1 + 5 g(~~2)2

9(p4m)1

Here, !z represents the direction delay vector of the ~th inter-
fering signal and ‘4 represents the kT.t% sample of the element
thermal noise vectof. The real numbers g~1 and g~ are statistic-
ally Independent samples from a Gaussian âistributIon which has
variance one. Thus, the ith interfering signal has a per—element

• input power of A1 watts and the per-element tb~ermal noise power
• is a’. The kth sample of the desired sIgnal s(t) was generated

• by sampling the complex envelope of a P-N coded c.w. signal ; the
number of samples per code bit could be selected equal to any

• positive integer.

Figures 18-20 compare E P2 obtained in the simulation with the
theoretical result given In Equation (313) for fixed signal
envIronments; each point in the simulation represents an average
of 100 Independent trails. The signal envIronment and sample rate
(relative to the code rate) corresponding to each figure is
sumari zed in Table III.

• Table III. Conditions Under Which SimulatIon Results
in Figures 18-20 ~~re obtained.

Relative Input Power Per Element and
DOA (In electrical degrees) per element

Desired Interference Interfe rence Thermal T~ ~ mple Figu re
Signal No. 1 No. 2 NoIse Rate No.

O d81p~ 20 dBL!~~ 10 dB/60° 0 dB -4.57 dB 10 18
4.57 dB 20 dB/30° 10 dB/60° 0 dB 0 dB 10 19

• 0 dB -20 dB/30° -20 dB/60° 0 dB 5.87 dB 10 20
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In each case, simulation results closely agreed with theoretical
results. Although not shown, many other signal environments
(with p ~ 3) and sampling 

rates (relative to the code rate) were
simulated and compared to the theoretical result; in all cases,
similarly close agreement was obtaIned.

C. Estimating the Input Signal
Covariance Matrix

The results presented in part B provide guidelines for
determining when it is appropriate to assume that an accurate
estimate of the input cross-correlation vector (R~d) can be• obtained. In this section, R,ccI is assumed given, and the weights

1 will be determined by inverting an estimate of the input coo
variance matrix and substituting this result into Equation (264)
or Equation (265); this method for implementing w will be denoted
a~ the direct matrix inversion (1141) technique. The matrix K~• (or N) will b~ estimated by using k independent samples of the

• Input vector ~(t) and by employing the maximum likelihood
principle. IKe above procedure Will be shown to converge to

• woot as k get large and, more Importantly , the rate at which the
output signal-to-noise ratio converges to T~ will be established.

Two different methods for implementing the DM1 technique
will be considered; one assumes that ~(t) contains the desired
signal and the other assumes Its vres.nce negligible. Letting

• Kx denote the estimate of Kx and N the estimate of N, the weights
for each respective technique may be written

— ~ -l Rxd 
(316)

J w — P1 1 R,~ 
(317)

The array output signal-to-noise ratio, given w3 or w4, thus
j. becomes
3

(S\
)3 

R~~~~~~~~~~~~ 34 (318)
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, t  & t. 
Il

_ tlIl~1e~ ‘~~4 n  S 5 r 1
( FjJ — - ‘I 1 

Xu (319)
‘ /4 R,~~I( MI( Rxd

In order to find a closed form solution for the rate of
convergence of the output SNR defined in Equation (318) or
Equation (319), all signals present at the array input are
modeled as sample functions from zero-mean Gaussian processes .
Results derived under this assumption can be used to approximate
performance in cases where the input signals approximate Zero-
mean Gaussian processes. The results can also be used to
approximate performance for large sample sizes (k) when the input
signals are random, zero-mean processes but not Gaussian. The
approach adopted to accommodate the presence of a “deterministic”signal (i.e., the constant envelope desired signal) is to approxi-
mate performance by assuming a zero-mean Gaussian process In the
derivation. The theoretical results obtained in this manner are• then compared with computer simulation results to determine the
validity of this approximation in realisti c signal environments .

It Is also assumed that the signals are Independently
distributed. Thus , the input signal vector ~(t) is an m~var1ate
complex Gaussian process with probability density

p(~(t1)) — (~Yn~ )KJ 1 exp [-~~(t 1) K
~~’ ~

(t1)J (320)

where E ~(t) ~(t)

The estima te of will be based on k samples

• ~(t0 + at) , ~(t0 + 2 at) , ... 
~(t~ + k ~t) (321)

where At represents the Interva l between independent samples.Th Joint probability density of this set of observations isthus expressed as

N 
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p(~(at) , ~(2 at) , •.. ~(l~ At)) (322)

— (~y
Mk 

I K f ~~~ exp [- 
~~ 

~ t(j at) K,~
1 

~(i at)]

where 
~ 

has been set to zero for notational convenience, it
has been shown that the maximum likel ihood estimate of Kx,
based on k Independent samples of the process with density
(322) is given by (6]

‘

~~~~~ ~~ 
~(1 at) ~t(1 at) . (323)

Clearly,

• E K
~~
aK

~

-Since each element of the nuan matrix K
~ is a random variable

the output signal-to-noise ratio in Equation (318) Is also a
random variable. The statistical properties of (S/N)3 may be
determined by deriving a probability density for the normalized
output SNR, defined by

• /S\ - -(
~ Ni Rt 

c

i $ st ~ 
-1 R

P31 f - t ~(•~1 •~i ~~~~ 
(324)

When ~c(t) does not contain the desired signal ~(t), then the
expression for the normalized output SNR becomes

(
~

)
~ R 1 ~-l a s t 1(1 R

94 T0 R
~~

M ’N
~~

1
cdI

t M 1
I 

(325)

The real vari ables p3 and p4 ar. random with the property

~~~~ ~~~~~~~~ ~ ~~~~~
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Reed, et al., (6) along with Goodman, have Shown that
the joint distribution of the estimated noise covarience matrix
N Is given by the central complex Wishart distribution. Via a
series of variable tran sfor rnat ion~, they were then able to show
that the random variable P4 defined in Equation (325) has a beta
function distribution wi th parameters k—rn + 2 and m-l. That is ,

P(P4) — (m - 2) F(k + 1 - m) ~ - ~~)m_2 k+l.m (326)

The expected value of p4 was found to be

(327)

and its variance

var(p4) 
- 

(
~- - in +~2) (in - 1) (328)

(k +l ) (k + 2)

By Equations (327) and (328),~p4 converges in the mean to one.
Therefore, the weight vector W4 (Equation (317)) generates a
spatial filter which, on the average, converges to the optimum
filter as k approaches infinity.

The measure P4 was intended for radar appl ications where
It is appropriate to assume that input signal contains no desired
signal components. However, In TDMA and other communication
systems applications, the desired signal is generally assumed
present in all data samples; in this case, the measure 93 is
appropriate.

Since the desired signal is also assumed to be a sample
function from a zero-mean Gaussian process, the random variable

• 1~ ~ —l i~- — 1R 4 K  s s  K R .., _ Xu X — —  X *uP - -
x d x  x x  xd— x 1

has the same type of density as 94. StatIstical properties of 93will be determined by relating Equation (324) to Equation (329).
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R is a complex scalar mu ltiple of s; thus , to si mplify
the no~~t1on, let

- :~ ~~~~~~~ ~ ‘
~~~~ 

~

~ 
K,~ KX V  j

~~ 
K,~ ~

and

93 - 
K
~ X ~ 

• (331)• 
~ 

K~ M K
~ ~~ N

Now

Kx 1 M + s s t (332)

so that, by the matrix inversion lemma,

1 + T ~ 
M 1 

~ 
(333)

and

(334)

Substituting EquatIons (332) and (334) into Equation (330) and
rearranging terms yields

1 + T  ~~~~~ s $ t~~ l $
a • X —— A (335)3 T~ 

L
~ K~~

•
~ N ~~~~~~ s + 

~ ~x
1 I ~ Kx~~

S

l + T
a

1 + 1T0 03

Solving Equation (335) for 03 In terms of p~~ yields the expression
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p — (336)
~ i~(i - p ) + 1

where p~ has the probability density of Equation (326). It
follows that

E p 3 < E p 4 (337)

• u r n  E p 3 E p 4 (338)
• T0-.O

(T
~ 
+ aT0) E 03 (T0 + aT0) > T~ E p3 CT0) (339)

where P3(T + aT0) represents the random variable p3 for the case
in which tRe optimum output SNR is 1,, + aT0 (aT0> 0).

The inequality in Equation (337 ) implies that, on the aver-
age , th~ output signal-to-noise ratio achieved by ca1cu~ating

• w — k,(’ Rxd is less than that achieved by calculating w ~~ Rxd
(except in the limi t as k-si ) . This behavior is a consequence
of the fact that the matrix required for Implementing the optimum
weight vector can be determined from the thermal noise and inter-
fering signals and that the presence of the desired signal can
only degrade the estimate of this matrix (i.e., the desired signal
provides no additional information of value In estimating N). The
limi t in (338) Indicates that the difference in performance

• • obtained using w~ or w~ becomes small for T0 c l •  The last In-
equality (339) ~hows that the average output SNR (unnormalized )

• obtained using w~ increases as T~ Increases . Thus , the presence
of desired signal in the estimate of the covariance matrix slows
down the rate of convergence wi th respect to the convergence rate
obtained with the signal absent, but the absolute output SNR
Increases (for a given value of k) as T~ increases.

The probability density of 03 can be evaluated by noting that

m - l
l + ( 1 + T 0) k - m + 2 ~~
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where Q is a random variable having an F distri bution with 2 m-2
and 2(K-m+2) degrees of freedom. However, its distribution will
not be eval uated since the moments of p3 can be determined from
the distribution of P4 [EquatIon (326)). The mean of 

~3 
can be

expressed in the form of an infinite series as fol lows :

E 93
_ 
a + b + Z 

(~To)i(a + b + 
(340)

( b + l  ~ (i + b - l
+ b + 2) ~~~~~~ + a + b

• where a — k - m + 2

and b — r n - i

The dependence of E p3 on T0 Is illustrated in Figures
21-23 for m — 4, m — 8, and m — 16, respectively, where m represents
the number of antenna elements; each curve corresponds to a
fixed value for k. These results show that E p3 increases mono—
tonically wi th k and that the number of samples required to
achieve the same performance with respect to optimum increases
as T0 or m increase. Constant (absolute ) output signal—w—noi se
ratio curves, for (S/N)3 — - 10 dB, 0 dB, and 10 dB, are super-
imposed on each graph for comparison purposes. Since the slope
of these curves is alwa~ys more negative than the slope of the constant
k curves , (S/N)3 Increases with ~~ which Is in agreement with
InequalIty (339).

Note that w4 slg..Ificantly outperforms W3 when T0 >> 1.
In this case, it would be advantageous to remove the components
of K~ due to the desired signal. Unfortunately, this can only
be done if 1(t) is known or If It can be accurately estimated.
In other words, a priori knowledge of R~d or even s does not
provide suffIcient Information for improving the convergence

• rate of w3. To show this, let

• - k
0 — 1 ~ ~(t 1) ~

t ( t )  - $ s~k 
~~~~ 

‘ ——
• Then

o - I I
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and E D — N

Define

W5 D S  (341)

- 0
~x - S s t )~ $

l+It Kx
_l s 

K)’.

Although the coefficient of K -l $ in Equation (341) is a random
variable, the output SNR obta~ned by using W5 is identical to
that obtained from w~ and thus no Improvement Is achieved. Of
course, in most communication systems applications , ~(t) contains
random data and fluctuates in phase and/or amplitude; for these
cases it is unrealistic to assume that ~(t) is known or even
that it can be estimated with an adequale degree of accuracy.

Most communications systems are designed to meet performance
• criterion under worst case conditions. For example, one. perform-

ance criterion could be the minimum acceptable signal-to .noise ratio
at some point In the system. An adaptive array Is then Imple-
mented to provide the desired performance cri terion based on
expected worst case Interference and noise situations; that is ,
it Is designed such that Its worst case output signal.to..noise
ratio is above sou,e minimum, say ~~~ The curves shown in
Figures 21-23 indIcate that if Tam Is small , e.g., less than 0 dB or
-3 dB, the impact of the presence of desired signal on convergence
rates is minimal.

• C~~ uter simulations of the DM1 technique were performed
for the case of a linear four-element array. The array elements
wer, assumed Identical and equally spaced. The thermal noise

• and Interfering signals were generated from indmpendent samples
of a zero-mean Gaussian process as in part B of this chapter. Also,
a PN coded constant envelop, signal ums generated In the simulation
to more accurately simulate sig nals encountered In the TD~~ appli-
cation under investigation (not, that the analysis assumes the
desired signal Is zero mean Gaussian ). The averag, normalized output
signal-to- noise ratio (E 03) versus the number of samples (k)
was used as the perfor mance ..asur..* FIgures 24-29 show that

*Each point In the simulatio n represents an average of 100
independent trials.
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the simulation results agree very closely wi th the theoret ical
result for a number of different input signal environments .
The results also indicate that the Gaussian assumption on the
desired signal gives a good approxImation to the deterministic
case, at least for the signal environments tested. =

For the purposes of comparison, the averjge norii~lizedoutput SNR E~g afforded by the weight vector W6 - k
~~~~

’ 
~xd --

an algorithm ‘in which the weights are determined frolli con .
current estimates of Kx and Rxd -- is also shown in Figures 24-29.
Several Important observations should be made about these results.

1. When T~, > 1 (Figures 24-26), the output SNR converges morerapidly if the exact vector Rxd is replaced by its concurrent
estimate

— ~(I~t) VP(it,t)
1.1

and vice-versa for T~ 1 (Filures 2 and 29). When T0 1
(Figure 27), spatial filters w~ and w6 produced nearly identicaloutput signal-to—noise ratios for all values of k. These results
are similar to the relationship between T~ and the effects of

• weight jitter encountered in Chapter IV. Aga in , it appears
that the better performance obtained using the estimated

• cross-correlation vector at high signal-to-noise ratios is
• due to correlaticn of the estimate Rxd with the est imate

2. When T0 was larg~, th~ mean output signal-to-noise ratio ofthe filter W6 — Kx l Rxd (determined by simulatiQn ) w~sapproximated by the theoretical response filter w4 — M-l Rxd
(see Equation (327)). Agreement was best for k l~ 10. Nçte
that the average oytput signal-to-noise ratio of filter w~must be less than w4, since w4 is optimum.

3. When T0 was small (<<1) (see Figyres 28 ~~ 29), the output
signal-to-noise ratio of filter W6 R~~~~’ Rxd wa~ approximated
~y the thçoretical response of filter wi K~

1 Rxd [and thus
w~ — u - i R~d; see Equation (31?)(d)]. This result was
expected1 ~1nce the algori thm K,(l Rxd converges much faster
than Kx 1 Rxd for T0 small, i.e., the dominant source of the
slower response of K~ 1 

~xd 
was caused by an Insufficiently

accurate estimate of Rxd.

~ 
~(1~t) r(iAt) and - ~(i~t) flint) 

V

• • • *
~~~~~ 
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The resul ts in this section have shown that the mean output
SNR of ~the filter W4 — ~~‘1 Rxd converges more rapidly than the
filter w~ • R~~~~

’ R~d, with the greatest disparity in the converg-
ence rate occurring when the optimum output signal-to-noise ratio
is large. Based on simulation results, It was found that replac-
ing Rxd by the estimate 

~xd 
(obtained concurrently with the

estimate K,’.) significantly improved the response when T~, was large.For sufficiently large values of T0 and k, the responses of w6• R~’1 ftxd and w~ were nearly the same. When T0 - 1 (0 dB), the
responses of w~ and W6 were found to be ne~rly identical . When T0 c 1,
W5 provided a better response relative to w6. Finally, for T0 ccl ,
It was found that the response of W6 was approximated by the response
of

• K,~ Rxd and w2 — M Rxd•

D. Comparison with LMS Algorithm
Transient Response

In this section, the digital L S  algorithm is compared wi th
the two weight algorithms w~ and W6 to determine their relative
transient responses. Resul ts illustrating the time dependence
of the average output signal—to-noIse ratio are obtained by

• computer simulation of a linear array of four Identical, equally—
• spaced elements imersed in an environment which is assumed to• contain a P-N code modulated (biphase) desired signal and noise

and interfering signal s which are sample functions from uncorre-
lated zero-mean Gaussian processes. These results are compared
to theoretical resul ts derived in Chapters IV and V.

The uflean output SNR normal ized to T~, denoted by p, versus
the number of Independent samples I’. (time), is used as the per-
fo rmance measure . The mean Is determined by averaging the resul ts
of 50 independent adaptions for each da ta point; in most cases ,
this provides sufficIent smoothing of instantaneous fl uctuations
in p.

It Is presumed that R~d Is q~ther available as a priori informationor estimated by averaging k(t) pt(t), The respectTve weight equations
which apply are as follows:
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(342)

(a) w((k + l)at) — w(k~t) + 
~

t(Rxd - ~(kAt )
Rxd

• ~~(kAt ) w(kAt)) given
t A A

(b) w5((k + l)8t) — Kx~ 
Rxd

Cc) w( (k + l)ftt) — w(k~t) + ciat[~ (k~ t) ~t(k~ t)

- ~ (kAt ) ~t (k~ t) w(k~t)] ~ r( t)
• given

and

(d) w6((k + l)8t) ‘~x Rxd

In the above expressions, £t represents the Interval between
independent samples of the Input noise signals and k represents
the total number of samples taken. The number of samples per
code chip was arbitrarily set equal to four.*

Before comparing transient responses , several factors regard-
• ing the LMS algorithm must be consIdered. First, an appropriate

loop gain constant (ci) must be selected. An approximation to the
excess noise at the array output caused by weight jitter when
the weights are near their steady-state solution was derived in
Chapter IV for the two cases Rà • (0) (Equation (158)) and R~ (0)(Equation (133)). If the inequalIty given by EquatIon (227 ) Is
satisfied, then the output SNR Is negligibly affected by desired
signal modulation caused by weight j itter. Note that the presence
of the desired signal is not neglected under this assumption.

• Assuming the inequality Is satisfied, the mean of the steady-state• output SNR, normalized to T0, may be approximated by

Any integer greater than or equal to one yields (nearly) the
same transient response If P5 cc P1.
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-- -•

(a) 
~LNS ~ 1 + T  (343)

• R (0)
• i - c

• (b) ALMS
R $(0) °

where

c - a~t 
~~ 

2~- A t  A1

The asymptotic value to which the output StIR converges may be
determined from Equations (343) for a fixed value of ci and a known

• I • signal environment. When the signal environment Is unknown
(a priori ), as assumed in applications under consideration, c can

• be approximated by a~t P~ 
(see Figure 12) , and the range of T~ can

be approx 4mated from expected worst case signal environments . Once
these parameters have been determined (or approximated), a can be
chosen so that pINS is greater than the desired minimum. In the
computer simulations, the loop gain was set to the relatively large
value of

~ atP 1

to obtain rapid response times and to illustrate the penalty
• Incurred due to weight jitter In various signal situations.

Note that this value fpr a Is only 2.5 times smaller than th#
maximum value (~t P1)-’ (see Equations (136) and (137).

W lght Initial ization is a second factor which must be con-
sidered. since it can have a great Impact on transient response.
Results In parts B and C of this chapter were derived assuming that

• “inItial TM weights were zero to eliminate biasing effects . However,
in certain environments, biasing the initial weights in the desired

• signal direction (for example) may be preferred [see Chapter IV-C) .
In what follows, initial conditions on the weights derived by es-
timating Ks’. or R~’.4~ are assumed zero. In the case of the LNS algorithm,
three different Initial weights are employed:
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(a) wt (t0) — [0, 0, 0, 0] [0] (344)

F
(b) wt(t0) — [a , 0, 0, 0]

and

Cc) w(t0) — ~min 
Rxd

where a is a complex scalar constant and Amin is the minimum
eigenvalue of Kx. Equations (344)(a) and (344)(b) do not utilize
a priori parameters; In this respect, they are similar to the
estimation algorithms. The LMS weights are initialized to the
desired signal DOA vector [Equation (344)(c)] to illustrate the
improved transient response noted in Chapter IV-C . The amplitude
of w(to) in (344)(c) has been scaled so that initial weight error
is removed or reduced along eigenvectors associated with Amin ; note

• that Amjn = ~2 if p S 3 where p is the number of di rectional inter-
ference sources and ~2 represents the per-element thermal noise
power.

• A third consideration involves the reference signal ampli-
tude and phase, which affects LMS algorithm transient response
when the initial pattern is omnidirectional; the , response is unaf-
fected by these parameters when w(to) (0) or w(t0) — Rxd.
When the reference ampl itude and phase are fixed , the result in
transient response is highly dependent on a [see Equation (344
(b)] as well as the signal environment. In particular , the output
SNR may not be a monotonic function of time during weight
transients. This behavior is to be illustrated in the simulation
by setting

a — 4

and s(t) rt(t ) — ZIJP5 /_45°

Figures 30-34 illustrate the convergence rate of each algori thm
in Equations (342) and each initial condition in Equations (344).
The curves are numbered in each graph as fo llows :
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Curve Number Algorithm w(t0)

Equation (342)(a) R~
Equation (342)(c) — Rtx
Equation (342 )( a) — [a,0,0,0]
Equation (342)(c) — [a ,0,0,0]
Equation (342)(a) — [0,0,0,0]

Equation (342)(c) [0,0,0,0]

w =  K
~~

1 Rxd
W Z K x Rxd

Tn<focus attention on the general trend of the results, data fork - 10 are connected by a series of straight lines . For k ~ 10,the li nes indicate average values and are not intended to show
Instantaneous fluctuations. Each figure illustrates results obtained
in the fixed signal environment described in Table IV.

Figure 30 illustrates the mean output SNR response for an
input interference-to-signal ratio of 14 dB and an input signal
to thermal noise ratio of 0 dB. Since the angular separation
between signal and interference is relatively large in this case,
the presence of the interfering source does not significantly affect
.To....Tb4t 1s~ .the.fl1ter w..1s near.ly..co-~hased to.the deslged..signal .•~~~~~. - •

in st adjy-state. The 1onge~t time constant in the INS algorithm
for this case is determ ined by the rela tion

__ p

~ 
1 

— 2 • 270 samples (345)
sat o O.4 a

(~rn~.uitly, all curves should be near their steady-state value
.fWr alsut 540 s~~ les (~~~~~ 

time constants).

?~, ~~t I~~srtast aspect of the results shown in Figure 301is ~~~~~~. ~~rt ~ em ~ .,a 6, th. ties constant associated with con-
— .~~~ IV ~~ ci~~ rt S is slerter then r~~~. The most rapid
rp-~~~~J 05 ~~~~~~~ ~~ wa4 ts are initialized to Rxd Or

~~ ... .s.s aIms ~ s are with ig • [0). In all three of
~~~~~uu ~~~~~~~ 7, 3), InItial response Is faster than the
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two estimation algorithms (curves 7 and 8), since (1) theIr initial
• conditions are biased toward the desired signal DOA (this biasing

occurs in curve 5 since the first non-zero weight vector is
a~t Rxd) and (2) the initial bias happens to provide an Initially
high output StIR (not necessarily true, in general). Curves 1 ,
2, and 5 increase monotonically until the effects of weight jitter
become significant.

Curve 6, which corresponds to the w(to) • [0], R~ ~f[O]case,• provides the poorest performance for k c 30. As discussed later
in this section , the convergence rate of the output StIR is propor-

-

• tional to A l , where Al Is the elgenvalue associated with the con-
• vergence of the output desired signal power to Its optimum value.

In the present example,

• I

ce1, s> — (P 
~~ ~ 

2

cek, s> _ ( P j)k~~0 ks2,3,4

Since w(t0)—[0) , the output desired signal power remains small until
the array responds along the eigenvector associated with A l. The
time constant associated wi th the output desired signal power
response is approximately

1
aAt ~ 

— 67 samples
1

which roughly agrees with the simulation result (curve 6).

For k > 30~ the convergence was better in all cases compared
to the w(to) • [1,0,0,0] case. Whereas the initial response of
curves 3 and 4 show the output StIR Increasing with k, this trend
reverses when the algorithm begins to respond to the desired
signal (along Cl), since any dacrease in the dot product of w and

• Cl without corresponding decreases in the dot product of w and the
thermal noise elgenvectors causes the output signal to thermal
noise ratio (and thus p) to decrease. When the array begins to
respond along the thermal noise elgenvectors, p again begins to
increase. The phenomenon of p passing throu~~ a minimum Is
undesirable, since it general ly occurs just prior to the onset of
response to thermal noise and the minimum value depends on the

161



4.,

0 
I~
In c 4I~ C%I 0’ 0i ~~~p.. 

~~ 
65.

e d c d d d
‘-I• ..-~~~~~

• t I a  0 0 0 0 0

~~~ .“

• ‘C 
~~ ,% p..

X is , ~‘, in
S0 U A. C%J C.J C’~J CSJ

~~

4.’ iS
45

A.

v)~~
.

•5
£ 4-I A.

~~ in in ~~0 - ‘-~ 
,-

.~ 0 0 ~~ 65

• 

o c 0

• .
~~~~~z •

1.

IL. ~~~~~~~~~~~~~~~~~~~~~

• A.

- 162

0



signal envI ronment (see Figure 32, for example). This minimum may
occur when the desired signal component of the array output is
initially (1) larger than P(t) or (2) out of phase with respect to
?‘(t). The 3econd cause is eliminated If the reference signal Is
derived from the array output. The first cause can be avoided by
choosing a such that

IaI 2 <~~~
2

However, to avoid slow response to thermal noise, a must be zero.

• Al though not shown for all cases, curves 2, 4, and 6 converge
to p — 0.74 and curves 1, 3, and 5 converge to p — 0.44. These
values are very close to those predicted in Equations (343) (see
Table IV). Curves 1 and 5 momentarily exceed the steady-state
signal-to-noise ratio since the full Influence of weightjitter~requires averaging over all time constants*. Note that w~ and W6
achieve normalized output SNR’s of p 0.44 and p - 0.74, respec-
tIvely, for k % 11. ThIs impl ies that the LMS control loop per-

• forms a running time average over about 11 samples of the input
data for aø&t P1 • 0.4.

Figure 31 Illustrates array performance when the angular
• separation between the desired and interfering signals is reduced

to 300 per element. In this example, T~ Is reduced 
by 5 dB (com—

pared to T0 in Figure 30) to 1.218 (numeric). Since To is near one,
the two estimation algorithms (shown as one curve) yield nearly
identical results and the LMS algorithms converge to about the same
steady-state values. The INS algorithm continues to provide ex-
cellent Rerformance when w(to ) — R~~, responding at about the same
rate as w~ and w6. The response of’ curve 5, as well as curves 1
and 2, are slower than those of Figure 30 sInce the advantage of
initializing w tO Amin ’ Rxd Is dimini shed by the proximity of the
interfering source. The second longest time constant (the time
constant associated with beamforming to the desired signal in this
case) Increases to

— 123 samples

• which accounts for the increased response time of curve 6. The
response obtained when the array pattern is Initially omnidi rec-

• tional is nearly the same, I.e., it has a minimum for k % 130.

*Ilote that EquatIons (343) were derived assuming the mean weights
• were near their steady-state solution. See Chapter VI for further

discussion of the effects of jitter during transient conditions.
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Figure 32 displays the relative responses when a second
interfering source is added. In this case, T0 < 1. Consequently,
W5 outperforms ~6 and pu.ts ‘R — ~ . Al so , performance
differences between the INS and estimati~on algori thms are more
pronounced, the latter providing superior convergence rates. The
most striking difference between Figures 31 and 32 is exhibited in
the response of curves 3 and 4. In Figure 32, p undergoes a sharp
min imum for k ~t 200 which is primarily caused by the initial phase
difference between ~(t) and the desired signal component of the
array output. Figure 33 shows the response when their relative
phases are initially aligned .

Less apparent in Figure 32 is a temporary “leveling-off” effect
caused by the presence of the second interfering source. This
effect is far more pronounced in Figure 33, which illustrates a
portion of the INS algorithm response when the highest level
interfering signal is Increased 16 dB relative to its level in
Figure 32. Since T0 drops only about 1 dB, the response of the
estimation algorithms remain (essentially) unchanged relative to
Figure 32. On the other hand , the wider spread in eigenvalues causes
the LMS algorithms to converge at a much slower rate. In particular,
the ratio P~/X1 is 40 times larger, and thus r~ is 40 tImes greater
as displayed in the response of curve 6. Performance is improved

• when the weights are initialized to Amin 1 Rxd. Response in this
case is rapid for k < 10, but Nlevels off” after the high-level
interference source is nulled and before response has conr~enced along
the elgenvector associated with the next largest eigenvalue A2 (112).
Setting w(to) approximately equal to A1 1 Rxd has the advantage
In that p wIll be near its asymptotic value if the adaption time ex-
ceeds ux2, as opposed to QAI when w(t0) • (0). In this particular
example, a factor of (about) ten increase in the convergence rate
can be achieved in this manner. Note that If w(to) • A2 1 R~d,
then the effective time constant equals (~Amax) 1 . The “catch” •

here is that A2 must be known precisely, since even a small
difference between w(to ) and A2 1 Rxd can cause the output StIR
to “level off” well below T0.

The average output signal to noise ratio in the case of curve
• 6 (w(t0)—(0], R~~(0)) is shown in Figures 30-34 to converge at a

much slower rate compared to the other configurations , yet the
expression describing ideal INS algorithm transmit behavior in-
dicates the response of curve 6 should be nearly the same as the
response of curve 5 (R~—(O] case). The difference between curves
5 and 6 stems from the fact that the excess noise to output desired
signal ratio Is much higher during weight transient when an ideal
reference, rather than R d’ Is used to distinguish the desired signal
from interference sources within the LMS algorithm feedback loop.
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The output desired signal power is initially very small in both cases• since the magnitude of the Initial weight vector is zero. The
- excess noise due to jitter in the case of curve 5 is also initially

small since the array output signal is the only source of control
• loop noise. When R~I(0], however, the reference signal by Inputsignal cross-terms which appear at the error multiplier outputs

introduce a fixed level of noise within the feedback loop, thereby
causing a significant degradation in the output StIR when the output
desired signal level is small relative to the reference signal.
The convergence rate of the output desired signal power to its
optimum value was proportional to (a~tA l ) l in Figures 30—34, whIch
accounts for the relatively poor performance obtained when the

• adaption Interval was less than (&~i ) ’ .
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CHAPTER VI
AN EXPERIMENTAL TDMA - ADAPTIVE ARRA Y SYSTEM

A. Introduction

The analytical results presented in Chapters IV and V have
demonstrated in theory that an adaptive arre~’ processor can beutilized to suppress high level interfering signals Incident on
an array of antenna elements. These results, however, were derived
under generalized assumptions regarding the Input signal struc-
ture and the reference signal . Also, the effects of circuit
imperfections within the array processor were neglected. In
order to demonstrate that an adaptive spatial processor (ASP)
can be effectively implemented in practice and to augment the
theoretical results with practical design information, an
experimental four-element ASP was constructed and tested. The
ASP was designed to be compatible with the TDMA system described
in Chapter II and Reference (20) to the extent practicable.
The performance of this experimental TDMA/adaptive spatial
processor (TDMA/ASP) is addressed in this chapter.

In accord with the TDMA/ASP system design requirements
del ineated in Chapter II, the ASP was implemented using the LMS
al~orithm. Since analysis has shown that the ALMS and DIMS

• algorithms provide comparable performance , at least in terms of
the mean weight response and the excess noise power caused by
weight jitter, the analog (ALMS) approach was selected instead of
the digita l (DLMS) approach to (1) minImize circuit complexity and
(2) focus attention on the relation between loop bandwidth and input
signal bandwidth rather than on the interval between weight updates
(recall that the desired signal bandwidth increases by a factor
of eight when the system is operated in the higher-rate format
( H RF)) .

The results ’ to be prisented ‘ were ‘óbtainéd by ’ bench-testing ’
the TDMA/ASP system in conjunction with other equipments which
collectively simulated an ASP located at a hard-limi ting satel-

• l ite repeater and a TDMA modem located at a ground station . The
bench-test approach permitted close control of signa l parameters
and elimi nated from consideration the effects of antenna element
patterns and mutual coupl ing ; as previously noted, these results
can be extended to include performance characteristics of the
antenna subsystem by appropriately modifying the (processor)
input signal representations. The general theory of operation
and a brief description of the bench-test configuration are
given in the following sub-section. The separate subsystems
are described in greater detail In subsequent sub-sections.

.
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Design considerations relevant to implementing the ALMS algorithm
are discussed in section C. Included in this discussion are the
effects of non-ideal circuit components and dynamic range con-
siderations. The experimental results begin in section D with
measurements of performance under small loop gain conditions
(i.e., negligible weight jitter) with the weights near their
steady-state solutions. BEP measurements under higher loop gain

• conditions are presented in the last part of section D. The
measured BEP performance when the system is operated in the
pulsed signal TDMA format is then presented in section E.

B. Description of the Experimental System

1. Description of Bench-Test Confi guration
• and General Operating Principles

A functional block diagram of the bench-test configuration
• is shown in Figure 35. The satellite simulator/adaptive spatial

processor (SS/ASP) subsystem contains (1) an antenna array
• simulator for simulating up-l ink received signals, (2) a band-

pass limiter to simulate the signal transmitted on the down-link,
(3) the adaptive spatial processor, and (4) a subsystem which

• generates appropriate control waveforms.
• As noted in Chapter II, two PN code palrs* are generated

autonomously within the SS/ASP which are identical In structure
to two PN code pairs generated within each TDMA modem. One code
pair Is used to generate the network clock signal (tICS) and the
second pair is used to generate a reference signal. The two
codes are generated synchronously wi thin the SS/ASP and
signals transmitted by the TOMA modems arrive at the SS/ASP in
synchronis. with the second code pair (see sub-section 6 and• ‘ ‘ Chapter 11). Each user normally cóñvéyi data by transmi tting a
pulsed signal during his assigned time slot(s) from a direction
which is assumed unknown. Of course, the output of the array
processor will not exhibit a suitably-high desired signal to
In terference plus thermal noise ratio until after an appropriate
pattern Is formed. Therefore, all pulses utilized to convey data
from a TDMA modem are preceded by the transmission of a preamble
to allow the ASP to form an appropriate pattern. The TDMA/ASP has
been designed so that each preamble need only span one time slot,

*Each pair is used for generating a single quadraphase modulated
• signal.
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although the duration of this interval was extended In cases
where steady-state performance was being measured (Chapter V I D).
The signal transmitted during a preamble contained PH code modu-
lation only (no data). Consequently, a scaled repl lca* of the
desired signal could have been generated locally within the
SS/ASP. However, In all results to be presented, the reference
signal was generated by temporally processing the array output
signal in order to focus attention on the effectiveness of this
approach. To permit continued adaption when data was to be
conveyed (i.e., during the data or overhead slots), it was
necessary to generate the reference signal using the temporal
processing approach since the data modulation was not known !~priori. Since any practical filter Introduces a non-zero envelope
delay, the phase of the reference signal generated by temporal
processing was incorrect following transitions in the desired
signal’s phase resulting from the Impression of data on the
coded carrier until phase transitions had “propagated through’
the filter. The LMS control loop was prevented from responding
Improperly during the Intervals of time when the phase of the
reference signal was Incorrect by forcing the error signal to
zero or holding the weights constant during an appropriate
portion of each data bit Interval . Aäaption was performed on
a continuous basis during the preamble, since no data were
conveyed In this case .

t
2. Input Signal Synthesis

The method used to simulate four antenna element outputs Is
illustrated in FIgure 36. For most experiments , the desired
signal was generated within one of the prototype TDM~ modems
configured to operate In either the HRF or LRF mode. Biphase
data were transmitted at an Instantaneous rate of 10.95 Kbps in
the LRF and at 87.6 kbps In the HRF; the P14 code rate was 16
times the data rate In each case. Three different types of
Interfering signals were generated. A noise source having a
3 dB bandwidth of about 8 P~Iz, centered about 70 MHz, was used
to generate w idaband Interfer ence . In the LRF mode of operation,
the noise was first applied to one of two 70 MHz bandpass filters
to estab lish an effective noise bandwidth of 560 KHZ or 1.7 MHz.
The Interferin g source was also a c.w . signal generator. The
interferin g signals ware progressively phased using manually
adjus tab le phase-shifters to slailate off -broadside incidence
of Interference on a linear array of equally spaced el ients .
These phase-shifte rs were 30 percent bandwIdth (21 MHz bandwidth)
devices and thus exhibite d reason ably constant parameters over

*~ smell frequency offset between the desired signal and the
reference signal negligibly affected the results to be present ed .
Reinhard (15] svsluated the affects Of larger frequency offsets .
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the 10 MHz IF bandwidth. The desired and Interfering signals
associated with a given element were sunred in wideband hybrids
with the output of a (simulated element) noise source having a
3 dB bandwidth of 8 MHz centered on 70 MHz. In this configu-
ration, the desired signal source was simulated to arrive broadside
with respect to the linear array, and phase shifters were employed
to simulate an off-broadside incidence of the interfering signal .

• - These phase shifters were adjusted so that the differential phase
angles associated wi th the simulate adjacent-element Interfering
signals were each equal to an electrical—separation parameter
designated by 

~~
. When the desired signal arrives from broadside

to the array, that parameter Is given by

,
~~

sin ejd
~~
36O°

where 4 represents the spacing between adjacent elements in wave-
lengths and ej represents the off-broadside (simulated) spatial
arrival angle of the interfering signal . The val ue of * was
variable between 0° and 70°. The pattern of a uniformly-weighted
four-el ement linear array when d~ equals 1.5 wavelengths is shown
In Figure 37. For this geometry, * equals 410 when ej equals
4.350: one-half the bean~iidth of the uniformly-weighted array.

3. AdaptIve Processor Configuration
A functional diagram of the experImental adaptive processor

Is shown In FIgure 4. This configuration Incorporates a note-
worthy design Improvement over the conventional analog LMS
algorithm configured In accord with Figure 2. Prior to generat-
ing the error by input signal product, the error signal is
down-converted to a second i.f. frequency. In this case , only one
wideband quadrature hybrid and four error multipliers are required
as opposed to the four wldeband quadrature hybrids and eight error
signal multipliers required to Implement the configuration In
Figure 2. More Importantly, offset voltages generated by the
Input signal by down-converted error signal multipliers do not
affect the dynamic range of the control loops since the product
components of Interest are i.f. signals. These i.f. signals are
transformed into In-phase and quadrature baseband signals which
are Integrated to generate in-phase and quadrature weights,
respectively. Of course, offset voltages still exist at the
Input to the Integrators. However, the magnitudes of the d.c.
offsets are considerably reduced since the baseband signals are
generated by passive mixers each of which has a constant envelope,
narrowband, high-level signal at one Input port and, under steady-
state conditions, a low-level signal at the other port. Moreover,
It Is possible to minimize the effects of d.c. offsets at the
integrator Input by appropriately selecting gain parameters as
outlined In section C.
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Figure 37--Normalized broadside pattern of a four-
element, 1.5 A—spaced linear array.

A more detailed functional diagram of the adaptive processor
Is illustrated In Figure 38. The simulated antenna output signals
were applied to four 70 MHz 1.?. amplifiers. Each amplifIer was
(manually) gain adjustable over a 30 dB to 70 dB range and had a
nomInal 10 MHz bandwidth. Relative phase and amplitude character-
istIcs of each of these amplifiers are shown in Figure 39.
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Four quadrant, variable tra~sconductance multipliers were employed
to Implement both the signal weighting and error.by-slgnal multi-
plication functions, and wldeband hybrid combiners/splitters were
employed to combine or spUt signals wi thin the feedback loop in
order to mimlinize delays and Impedance mismatches . The quadrature
hybrid used to generate the array output was specified to maintain
phase quadrature to within two degrees over a 30 percent band-
width; the remaining hybrids (in the signal path) were 10-100 MHz
devices. In addition to the integrator, filters were Inserted at
various points within the feedback path. One filter was employed
to eliminate the upper side-band resulting from the 70 MHz to 40
MHz 1.f. down-conversion and a second filter was employed to
eliminate the upper side-band generated in each of the four error-
by-input signal multipliers. Again, to minimize the effects of
feedback delay, both filters were designed to have much wider
bandwidths than the i.f. bandwidths. Provision was also made for
Inserting a low-pass filter prior to each Integrator to reduce
the adverse of effects of weight jitter (see Section C). However,
test results obtained show that the insertion of low-pass filters at
these points In the feedback loop can cause loop Instability due
to an acc snulation of delays (even though each delay is relatively
small) in other circuits within the loop. For this reason, results
to be presented were obtained with the low-pass filters removed.
A total phase shift of 180 degrees around the feedback loop at
the 70 MHz operating frequency was established by adjusting the
r latlve phase of the LO signals applied to the baseband mixers
and the 70 to 40 MHz i.?. down-converter. Of course the phase
shift differed from 180 degrees at other frequencies due to the
circuit and cable delays. In the present implementation , circuit
and cable delays within the feed-back loop resu1t~’d in a phase
error (at frequencies different from the center frequencies)
between the two signals applied to the input signal by error
signal multipliers. The effect of this phase error was to
udecorrelateN the feedback and Input signals, as reflected by
the dependence of the d.c. output voltage of the baseband
amplifier* versus the input (c.w.) frequency shown In Figure 40.
At frequencies corrresponding to a phase shift of ±90° with respect
to the phase shIft at 70 MHz, the d.c. output was zero. These two
frequencies are shown to be separated by 13.1 MHz, indicating that
the loop delay was approxImately equal to the reciprocal of 26.2
MHz, or about 38 nsec. Delay within the bandwidth of the input
sIgnals (65 to 75 MHz) was slightly less at about 29 nsec . The
effects of the decor relat lon, and a method for compensatin g for
these effects , are discussed In Section C.

*ThIs result was obtained by setti ng all but one of the weight
cont rol voltages equal to zero and applying a c.w. signal to
the i.f . input of the non-zero weight.
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Additional delays occurred between the error multiplier
output and the weight control Input due primarily to the
presence of “stray” poles in the non-ideal components used to
implement the integrator and baseband circuits. As delineated
In section C, these poles place a lower limi t on loop response
time required for stable operation; the experimenta l processor
was capable of providing stable operation for time constants
((uAmax) ) as small as 100 nsec, which was much smaller than
the time constants encountered in the experiments .

Means were provided in the present ASP Implementation for
swi tching off the 10 used to drive the 7”) MHz to 40 MHZ 1.f.
down-converter when the appropriate IlL control signal was applied
to the 10 driver, thereby opening the feedback loop. Also , the
Integrator in each channel could-be operated In one of three modes
-- initial conditions set,* integrate, or hold -- depending on
the sta tes of two TTL control signals. All eight Integrators
were in a common operating mode at any given instant of time.
Uetails regarding the purpose of these functions are given In
sub-section 6.

Measurements were conducted to determine the circuit param-
eters of experimental A SP. These measurements are summarized In
Appendix III. The circuit parameters and operating principles of
the ASP implementation are described in greater detail In Refer-
ence (20].

4. Reference Signal
Processor Descri ption

The purpose of the reference signal processor was to estimate
the desired signal waveform (denoted “70 MHz reference signal” in
Figure 38) via temporal processing. To distin guish the desired
signal from inte rference or no~se, each user trans mitted quadra-
phase°°signa l on whic h a specified code had been impressed . The
ratio of the code rate to the data rate determines the ultimate
gain which can be achieved by waveform processing . The TDM~-adaptive array system employed a maxIma l length (127 bit ) pseudo-
noise (PM) code with a code rate 16 ti mes the data rate , which
provided an optim ian processing gain in a wideband Gaussi an noise
enviro nment of about 12 dB. Clearly, when one considers inter-
feri ng signals 20 dB to 30 dB stro nger than desired signal levels ,
waveform processing alone would not provide an adequate est imate

*Initlal weight settings are adjusted “inually.

**A biphase option Is also available.
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of the desired signal . For this reason , the adaptive array
P output was used as the reference signal processor input to take

advantage of an additional processing gain provided by null ing of
high-level interfering signals by the adaptive array.

A functional diagram of the waveform processor is shown In
Figure 41. StartIng in the upper left, the array output was
down-converted to a 10 MHz i.f . by mixing it with a 60 MHz LO
signal on which the appropriate quadraphase code modulation had
been impressed. The signal was next bandpass filtered to re-
move a major portion of the interferences while retaining almost
all Of the desired signal ; thus, Its bandwidth had to be wide
enough to pass desired signal data but narrow enough to provide
processing gain to provide processing gain. This required two
separate waveform processing filters, one for the HRF and the
other for the LRF. Both filters were double pole (12 dB per
octave roll—off). The first bandpass filter, labelled HRF in
Figure 41, had a 6 dB bandwidth equal to approximately one-
sixth the HRF code rate; the processing gain to HRF signals
exceeded 8 dB. The envelop e insertion delay of this filte r was
about 2.5i. sec or approximately one-fifth of a data bit. Proces-
sing gain in the LRF was achieved by down-converting the output
of the first filter to a 2 mHz IF and then bandpass fi ltering the
result. The second filter bandwidth was equal to approximately
one-sixth the LRF code rate and the input-to-output envelope• delay was approximately one-fifth of a data bit interval . The
LRF filter output was reconverted to a 10 MHZ i.f. signal which
was then multiplexed with the HRF filter output. The mux
selected the signal according to the format being used. Fol-
lowing the mux was a hard-limi ter which rendered the waveform
proressor output Independent of input amplitude . The quadraphase
code was next reimpressed on the hard-limiter output by mixing it
with the same 60 MHz LO signal (except for a contant phase angle)
employed in the 70 MHz to 10 MHz down-conversion. This operation
also up—converts the signal back to 70 MHz. The resulting
signal was applied to a gain adjustable ampl ifier and an analog
switch. The analog switch was used to shut off the reference when
an appropriate IlL control signal was applied (see Section 6).

When the array processor Is near Its optimum steady-state con-
dition , the error is reduced to a small value* so that the array
output (approximately) matches r(t) in amplitude and phase.

*Th. error Is small except during the reference delay interval.
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More precisely for constant envelope desired signals (assume an
ideal processor),

• ?(t ~ - ~~~ ~(t )

~~1

where ~55(t) represents the difference between the desiredsignal component of the array output and the (in this case,
ideal ) reference signal . A preferred output level was estab-
lished by the hard-limi ter in Figure 41. A stable phase, on
the other hand , is more difficult to achieve since the waveform
processor input must be antiphase with Its output; any deviation
from a 180° phase shift causes a frequency offset at the array
output [1$]. In practice, ft Is not possible to entirely elimin-
ate this frequency offset, since the insertion phase of the
hard-limiter has a slight dependence on signal level appl ied
at its input. However, it was possible In the present implemen-
tation to reduce the offset to the point where it negligibly
affected system performance (i.e., the offset was much smaller
than the inverse of the longest array processor time constant).

The effects of envelope delay and frequency offset are clearly
illustrated by the oscilloscope traces in Figure 42. FIgure 42(a)
displays the error monitor output (see Figure 42 (b)) during the first
portion of a data bit when (1) the array was in Initial condit ions
set mode, (2) the desired signal applied at the array processor ’ s
Input underwent a data bit transition , and (3) the array output
amplitude was set equal to the reference signal amplitude . Under
these conditions, the reference signal was antiphase wi th respect
to the array output until the data transition had “propagated
through” the reference signal processor. Thus , the error signa l
level was twice the reference signal level for the duration of
the reference delay (about 20 iasec for this example) and was nearly
zero during the remainder of the data bit interval . The method

• used to compensate for the reference delay interval is detailed
in sub-section 6. Figure 42(b) shows the freouency
offset on one of the weights caused by a reference signal phase
error.

5. MultIplexer and Limi ter Subsystem

In order to model a TDMA-adapative array system operating
with a hard-limiting repeater satellite , the signal at the
adapative array processor output was applied to the multi-
plexer and limi ter subsystem shown in Figure 43. The multi-
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Figure 42(a)--Error monitor output signal (LRF) initial
conditions set. Horizontal: 5 psec/div.

I
Figure 42(b)--Weight #2 control voltage, continuous

adaption. Vertical: 1.0 v/div.
- Horizontal: 100 iisec/div.
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plexer selected either the locally generated NCS or the array
output signal for transmission depending on the state of a TTL
control signal (see sub-section 6). The simulated down-link
signal was generated by applying the mux output signal to a
bandpass limiter and a variable attenuator.

The limIter input/output characteristic was determined by
measuring the relative output signal voltage as a function of
the input signal-to-noise ratio. The waveform applied to the
limiter ’s input was generated by adding noise having an 8 MHz
spectral width on 70 MHz to a PM code modulated signal (code
rate • 175 I(bps); the input signal-to—noise ratio was varied by
attenuating the signal level (noise power fIxed) . The measured
results were in close agreement with a well-known theoretical
result for limiter performance (31] as shown In Figure 44. These
results will be used in later sections to transform theoretical per-
formance of the TDMA-adaptive array system to measured performance.

6. Control Waveform Subsystem

The MCS and all timing/control waveforms required to effect inter-
compatibility of the adaptive spatial processor wi th the TOMA modems
developed previously were generated autonomously wi thin the satellite
simulator In synchronism with a single clock signal . The state or
operating mode of (1) the integrators, (2) the error signal on/off
switch, and (3) the reference signal on/off switch could be set
manually or placed under “program” control . Figure 45 illustrates
progranuned timing relationships between the NCS pulse (labelled
“fonnat”), the integrator mode, and the error signal on/off func-
tion. The reference on/off control signal Is not shown but was
identical to the error on/off control waveform. During data and
link/range slots, data were added modulo-two to the PH codes at
each user terminal (e.g., at the TONA modem) . To circumvent the
adverse effects of reference signal processor delay encountered when
data were present, adaption was Inhibited for the first quarter

• (slightly - -greater than the reference signal delay) of each data
bit by switching off the error signal and holding the weights
(i.e. , the integrator output). Note that these functions
redundantly disabled the feedback loop. Moreover, the reference
signal was disabled at the same time. Subsequent tests have
shown that either technique for disabling the feedback
loop t equally effective In removIng incorrect feedback which
occurs during the reference delay , but that merely removing the
reference signal during this Interva l (and not disabl ing the
loop ) in some instances resul ted in poor stead y-state perform-
ance. In obtai ning resul ts to be presented, only the error
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Figure 44—-The relative bendpass limiter output voltage
versus the input signal-to-noise ratio.
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signal was placed under “program” cdntroi; the reference signal
was “on” continuously and the integrator hold mode was disabled .

0 7. The Bit Error Probabilit y Measure

The TDMA modem incorporated a differential detector to detect
biphase data conveyed by the desired signal . The bit error prob-
ability (BEP) performance of the detector was used as a measure of
SS/TDMA performance under a wide variety of signal environments.
As discussed in Chapter V, ideal DPSK detector performance In a
Gaussian noise environment is obtained if (1) the circuits used to
implement the matched filter/detector are ideal . (2) the channel
bandwidth is wide with respect to the code rate, and (3) the
locally generated code modulation is synchronized with the code
modulation contained on the desired signal. The degree to which
these requirements were satisfied by the experimental DPSK re-
ceiver and associated time base synchronization subsystems was
determined earlier from measurements performed on the IDMA modem.
Three different sets of measurements are shown in Figure 46.
The data points closest to the Ideal curve illustrates detector
performance (LRF mode) for the case where the bit timing error was
set equal to zero and the bit energy-to-noise density ratio of the
signal appl ied to the detector’s input was varied. The deviation
from the ideal curve can be attributed to non-ideal circuits used
In implementing the detector and to the finite (1.4 MHz double-
sided) bandwidth of a filter which preceded the detector. The
remaining two sets of data points show detector performance when
the sampled-data delay-locked loops (SDDLL) were used to maintain
desired timing relationships between the transmit or receive clock
signals and the NCS. Basically, these loops relied on the cor-
relation properties of the PN code modulation to measure received
signal times of arrival . The correlation operation was performed
by collapsing the received signal spectra and then bandpass
filtering the result -- this operation is functionally represented
by the diagram of Figure 47. As presently implemented, the band-
pass filters have a 3 dB bandwidth of about 2 KHz (15 KHz in the
HRF). Since the received signal upon which these timi ng estimates
are based contain additive noise, the controlled time bases
“jitter” with respect to the true time of arrival; consequently,
detector performance degrades . The data points shown in Figure 46
corresponding to the highest BEP were measured with both the
transmit and receive timing loops enabled ,* and the data points
corresponding to the next highest BEP were measured with the
receive timing loop enabled and the transmit timing error held
fixed at zero. These measurements are approximately in accord
with the results of previous analytical and experimental studies

*When the TDMA modems are configured for normal operation, both
loo ps are enabled.
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Figure 46~~Perfovmance of the differ ential detector/ bi t
timing synchron ization subs yst em versus the
Input bit energy to noise density ratio (LRF ).
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of SDDLL performance (32] and the effects of timi ng jitter on
DPSK receiver performance (33].

RECEIVCD .,c> I I IENVELOPE 
_____

I
$IGNAL ”\c~/ ~I’~’•r ‘1~~ TICT0R ~I’[SAMPLER

J ~~

PN— C0DE

Figure 47-—A functional representation of the waveform
processor used in the sampled-data delay-
locked loops .

Note that for the system in Figure 35, noise added to the
signal on the down-link affects the performance of both the
receive and transmi t timing loops . However, since the NCS is
generated within the 55, up-link interference and noise affects
only the transmit timing loop (range tracking loop). This
distinction will be of importance in later sections where weight
jitter and inadequate signal-to-noise ratios at the output of
the ASP affect the performance of the range tracking loop.

C. Practical Desi3n Considerations Relevant
to the Implementation of the Analog
INS Algorithm

1. IntroductIon

A brief discussion and analysis of the effects of non-ideal
circuit components used to implement the LMS algorithm configured
in accord with Figure 38 are presente d in this section. In order
to si mplify the present ation , the effects of weight jit ter are
neglected.
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2. Delays in the Feedback Loop

Since the LMS algorithm relies on negative feedback, transient
and steady-state performance can be adversely affected by time
delays in circuits used to implement the control loop. In this
section, the effects of circuit delays at various points within
the feedback loop are evaluated. Circuit delays are assumed
constant over the frequency bands of interest and are assumed to
be phase-compensated so as to Introduce zero phase-shift at the
array center frequency. For this case, loop time delays may be
lumped into factors identifiable wi th components of the physical
processor as shown in Figure 48. In particular,

(346)

D • D ~, delay vector associated with the weight
—w w2 mul tipliers

D

I) • ,~ delay vector associated with the error
—‘ e2 multiplier sIgnal inputs

~ 0~
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Dr f

D • ~ delay vector associated with the r.f.
.-r.f. r.f.2 amplifIers.

0r. f.

1
I) ~ delay vector associated with the error
—b 0b2 multiplier and post-correlation

(baseband) circuits.

m

Df ~ delay introduced by the error signal circuits .

The vectOr weight equation for this model is given by

dw~t) ~~~ - - Q,.f )(? (t - Df ) (347)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
where

- - Zsf - Of) 1 ~1(t - 0r.f.1 - Of)

— — .R,.f ) ! ~1(t D~ -
— 0r.f.1~ ~~~~~~~

w1(t - — O
~ 

- ~
) w1(t — O

~1 
• Oç 0b1)

With the dsfhdtlens

1$ •

-- •~ ~~~~~~~~



(348 )

K
~~

( t )  E E 
~ i(t — - Z.f .~ ~~~~ 

(t - 2w - 2r.f. - Df)}

Rxd (~~
) E{ ~1(t - - ~,.f) r(t - Df ))

j(13) Ew 1(t - Q ~,- Df -~~~ )

E D  + D  + D  - D  - D
~ 

w~ r. .
~~ 

f e1 r.f..~

= D~ - Dc - Drf

+ Db + D ; i ,j, •
~ 

w1

the ensemble average of Equation (347) reduces to

~~(t) • u(RXd(r2) - k~
(r 1) (t - T 3)) . (349)

If kx (q) is invertible (which is by no means assured), and
If the r3,1 are sufficiently small with respect to the control
loop bandwidth, the steady-state weight vector

• k~
•
~

•’ (T 1) R~~(j2) (350)

i
~ 

likely to differ significantly from w unless each of the
m~ components of Tl ~nd each of the in cot~~nents of ~ are
small relative to 5-i , where B represents the Input Signal band-width. Moreover, since the array output is composed of a linearcombination of ~i(t - - Q~.f.). the delay (D1~ + Dr.f j -
- 0r q ~

) must also be much smaller than B-i to dbtain a
broaàbitW nulling capability. Thus, proper design requires that
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(a) O~q — 0 - Dr f 5 1 (351)e1 . .
~~

(b) D + D f - D  << B ’1
W i Ci 

-

(c) D + D - 0 - 0 <c B 1

In practice, it Is possible to satisfy these requirements
over a given frequency band by (1) inserting an appropriate
delay in path B to H, (2) matching the delays I)~1 

and Dwj~
(3) matching the delays Dr.f.i and Dr.f.ji and (4) adjusting the
reference signal delay so that fr.f. + Pc - Of equals (0].
Techniques (1), (2), and (4) may be implemented using wideband
circuits and delay lines. However, the only effective method
for matching r.f. delays is to employ filters which have nearly
identical passband characteristics.

The weights converge as in Equation (350) provided the delays
• 131 (i • l2,...m) are “sufficiently small.” To obtain a more

precise relationship between the delay 131 and weight convergence
assume

• 0 (352)

D
~1 

+ 0r.f.1 ~~ + 0r.f 3 
hi •

and~~~- (O]

By further assumIng that the ith Initial weight ~i(t0) remainsconstant during the initial delay Interval to IC t c t~ +
the Laplace transform of Equation (349) becomes

1 1 — (T S)
s (s) • Rxd - K

~
w(t0) 

~~ 

(1 - e ~ 3 (353)

- K
~ 
(s)
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where

i(s) •

The Laplace transform of the component of ~(t) projected ontothe ~tn eigenvector of K
~ 

satisfies the following equation:

1 — i S
sy~(s) • a{~~ (P RXd)fl - xri (P (t0) (1 - e 

— 

~ n (354)

—t 5
- x ~~~~(s) e ]~

) ; n = l ,2,...m

where

y(s) •P~ (s)

By Equations (352),

13 • Db + 0 ; I l ,2,...m (355)
.
~ 

e1

Assuming the delays are equal among elements, i.e.,

13 13 13 
j l,2 ,~~.m (356 )

ye(s) becomes

ye (s) • 
1 a (357)
- (13$)S + oA n C

((P Rxd)fl - ~ 
(~~(t0))~ (1 - e

t3~~ ; n •
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which Is the transfer function of the loop shown In Figure 49.
Employing the Nyquist stability criterion, this loop, and thus

is unconditionally stable if

1
3 

• 0b + D ~ 2 i,n • l,2, ...m (358)
I Ci a A n

or

Consequently, the weight equation (Equation (349)] converges if
Equations (352), (356), and (358) are satisfied.

Figure 50 illustrates the time response of y~(t) for a moderatelylarge delay of

• 0.5T3~~~~~

and several different initial weights w0(• w(t0)}. The component
of w0 projected onto the ~th eigenvector ((.~ o)n] is normalized
to the steady-state value of yn(t) ( (P Rxd)n/~n). Time delayis shown to induce ringing which Is most pronounced when (Pw0)~Is near to or larger than the steady-state value. The magnItude
of the ringing decays at a rate proportional to

3. Amplitude and Phase Error
In The Weight Multipliers

Ideally, when the scaler ~L1s applied to the k
th complex

weight multiplier, Its output (
~k(t)) Is given by wk* i (t).

In practtcsj—non-4deal--c4rcuit componen
phase error which may be characterized by appropriately scaling ~~

- - 
-the ideal multiplier output as follows :

—jib
Yek(t) Ck* ~ 

k 
~/ (t) (359)

• Ck e
3
~~ Wk* ~k(t)
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Figure 49-—A closed loop representation of the LNS
algorithm when t j ~~~ • 0, r2 • 0, and

• 13 for 1,3 &J1,2,...m4
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where ck - 1 and ak represent the amplitude and phase error ,
respectively, of the kth complex weight. It is assumed that
Ck and ~k 

are constant over the input signal bandwi dth .

The weight vector Is determined by solving the vector dif-
ferential equation

dw(t) 
• u(Rxd - K~ ~w (t )] (360)

which applies when a is small. ~ is an mxm diagonal matrixdefined by

c1e 0 . . . 0

~
E2• 0 c2e 

. . .  0

~

•
0 0 Cme

In general , the elements of n depend on the weight vector.
Assuming this functional dependence is sufficiently “well-
behaved,’ i.e., Ck and ~k 

are smooth functions of w, then the
Impact of ~ on the convergence properties of Equation (360) isminimal . Thus,

• ~r
1 KX 1 Rxd . (361)

• From Equation (359), the steady-state array output signal is
expressed as

• ~‘(t) 
~~~ 

~~ (t) • 
1
~~~(t) 

(362)

• R t 
~ K ’1~~ (t)xd x —

wopt —
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which shows that the array output signal to—noise ratio Is
unaffected by phase and amplitude imperfections in the weight
multiplier circui ts (of the type considered).

4. Weight Multiplier Fe.dthru

Feedthru is the amount of leakage” between the weight multi-
plier IF input and IF output ports caused by circuit mismatches
and stray capacitances. Its effects on performance nay be
determined using the model shown In Figure 51. The complex-type
scalars Ckl and Ck2 are assumed constant for a given input signal
~~(t). The output of the kth complex weight can be determined
as follows :

~k(t) • wk* (t) + (ckl - 3 c~~) ~k(t) (363)

• W
k
* 

~k(t) + dk* ~k(t)

where

• Ckl + 3 ck2 (364)

SLeuning the in complex weight outputs yields an expression for
• the array output

~(t) • I V~(t) • w~ ~(t) • ~~ ~(t) (365)
k.1

where

di

d

Thus, for small s,
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Figure 51——Weight control model with signal feedthru.

I

- 

2~ 

.,



$
dw(t) 

• ~~~~ + k
~ ~ 

- K
~ 

w(t) ) (366)

which converges to the solution

w(t) It,,,, kJ~~
1 R,~ + d~ + ~~. 

. (367)

The steady—state array output signal, obtained from Equations (365)
and (367), is given by

~(t) • w
~~~

1(t) . (368)

Thus, feedthru biases the steady-state weight vector, but does
not affect the output signal-to-noise ratio.

5. D.C. Offsets and Dynamic
Range Considerations

Preceding results pertaining to array performance were
obtained under the assumption that the feedback voltage is zero

• (on the average) when the output signal-to-noise ratio is optimum.
In practIce, however, this condition is not satisfied as a result
of Imperfections in the circuits used to implement the baseband
processing functions. In particular , the 30 *z IF to bauband
downconverters, baseband amplifiers , and Integrators are not Ideal
In practice and may be represented as having d.c. offsets at
their outputs. To analyze the effects of this error, the loop
gain m Is separated into the product of the baseband loop gain
and the IF loop gain as shown in Figure 52, where

~~1 2 e3 64 (369)

where

• Integrator gain constant, (secY~

• error multi plier gain constant, ~~ - 
VOItL...!

(rma — volts)

/



83 
S IF voltage gain , 

~~ 
: ~64 • weight multiplier gain constant (rms - vol ts)’1

Offset in the 1th in-phase (quadrature) weight loop is modeled
by adding a constant d.c. error voltage, dii (d12), to the base-
band mi xer output as shown in Figure 52. In this case, the weight
equation reduces to*

d (t) 62 Rxd - ~2 
83 ~x 

Bi 84 ~ 
- (370)

where

+ 3 d1~

~ . • d21 + 3 d 22 -

d
~i + 3  d~

Equation (370) has the steady—state solution

wu ~~~~~~ = 
~j  

(ø~ Kx~
1 Rxd - k

~~
1 

~ ) . (372)

It is apparent from this result that the offset vector ~ changesthe cross-correlation vector from Its Ideal value.
I 

- To determine when the !ffects of d.c. offsets q~y be neglected,consider the component of w projected onto the nu~ eigenvec tor
o f K

~
: ss

YSS • j— (s~ (P Rxd)fl - (P d)~) . (373)

*~~te that the coefficient of Rxd Is not ~ for this case.
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Figure 52——AdaptIve processor model with control-loop d.c.
offsets. es i l  •2~ 3 4
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The output desired signal power and output noise power are
expressed in the eigenspace as

~o 
~~ (P s)~ ~— (~ 

(P Rxd)fl - (P 
~~~

N0 •i
~2 n~l 

~~Ie 2(P Rxd)fl 
- (P d) ~2 (375)

It is easily shown that S~ and N0 are bounded as follows:

— i t \l/2]2
I , —~ _ u  ~~~ I (376)
L~ °opt a 

~
Xmin (1 + 1)1

1 Id~ d \
l/2 1 2

N0 > + : (
~~m~n) j  

(377)

where

• I So0pt ~~~ ~ i?i 2(ToJ

N0 w0~t 
M w0~ r I 

~~~ T0)2

Amin • minimum eigenvalue* of K~ 
(rms - volts)2

Consequently, d.c. offsets negligibly affect the output
signal-to-noise ratio provided

dt ~ 
~~ 

lid 11 
2 

+ id,21 2]<< )i •
2 t?t 2 

T0)
2 (378)

*The minimum elgenvalue Is equal to the per-element thermal
noise power when the array Is under-constrelned (p m).
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Worst case degradation occurs when d happens to align with an
eigenvector associated with ~~~~~~~ ly proper assignment of values
to the gain factor and the reference signal power, the relation
in Equation (378) can be satisfied over the operatIng range of
the input and output signal-to-noise ratios.

To minimize the effects of d.c. offset , system design should
Initially focus on maximizing the error multiplier gain (82) .
An upper limit on 52 f s Imposed In practice by dynamic range
limitations in the error multiplier circuits or in the i.f.
circuits that follow It. Experimental results Indicate that
limiting during initial transients, when the error voltage is
relatively large, does not adversely affect the convergence rate
If the error multiplier Is within its linear range when the
weights approach their steady-state solution.* When the
processor is near steady—itate, the average power of the error
signal is approximately I~’I2 (1 + T0)-l . Assuming that the
maximum peak-to-peak voltage of the error signal is about four
times its m s  voltage, the maximum peak-to-peak voltage at point
B of Figure 52 is approximated by (assuming linear circuit com-
ponents )

Ve ~ 8 r r~i (1 + T0) (379)

• 8j Pe P12 (1 +

where
P 2

5 s per-element input signal power (ma - volts)

Thus, linearity Is maintaIned at point B if

~!Tnce stability of the 1.16 loop is phase sensit ive , ci rcuits
In the feedback path should be designed to maintain a (nearly)
constant insertion phase shift when they are driven Into
limiting.
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where v~ denotes the upper bound on 
~e 

required to maintain
max

linearlty.* Assuming Equation (“8) Is an equality, Equation
(378) may be reexpressed as

T
dt d << A 

~ 
s~ P12 

2 (381 )m n  (~~~T0)

A ~
Ve ~ Tmm max o

64 P l + Temax 0

where Pemax denotes the maximum input signal power.* It is
apparent from this result that vemax and 82 should be as large
as possible to minimi ze the effects of a fixed d.c. offset. The
final step in designing a system which minimizes the effects
of d.c. offsets involves selecting the appropriate baseband
components with d.c. offset characteristics that satisfy the
above relation over the expected range of the system parameters
Ammn and T0.

The relation given in Equation (381) Indicates that the
effects of d.c. offset are (explicitly) independent of the gain
parameters xi, A3, and 4. The selection of A3, however, is
governed by other dynamic range considerations. In particular,
it is known [15] that performance degrades severely when the weight
multiplier circuits are overdriven by excessive input signal power,
i.e., the output of each weight multi plier is limi ted to a certain
maximum level. This restriction places a lower bound on A 3, since
the processor must be capable 0f (approximately) matching the
desired signal component of its output with the reference signal .
More precisely,

I1~ 0w0~t F” 1 + T r
0

~~~~ Is assumed that the D Input (see Figure 52) of the error
multiplier is not overdriven.
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which implies ___________________

~~~~max83 > N 2 A 1 
P (1 +wmax

where
P • maximum linear output power of each in-phase (or
~~~~ quadrature) weight multiplier (nns - volts)2

A 1 smallest non—thermal noise elgenvalue (rms - volts) 2

Setting 83 equal to the minimum in Equation (383) and employing
the maximum In Equation (380) yields an expression for the loop
gain constant in terms of circuit dynamic range characteristics:

B1 BA 
-

a p ~e 
1 x 

(384)
max ’4 1 wmax

• where an arbitrary value of 6 dB has been assigned to Tv,. This
result shows that a can be selected by choosing an appropriate
gain at baseband without effecting processor dynamic range
characteristics.

The experimental array described in section B has the follow-
ing parameter vaiues* in the lower-rate format (LRF):

Ve • 0.7 (p - p volts) (385)
max

“emax 
(m)~ 1max 

5.2 x l0 2 (ms - volts)2

• 4.5 (ms — volts)2

• 1.6 x 10~ (secY1

*Wlde band ampl ifier setting is 50 dB.
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• 8.52 rms - volts 
2(ms — volts)

B • 1 7 rins - volts
3 rms — volts

85 5 (tins — volts)~

a 1.15 x (sec ) (rms - volts) 2

In • 0.071 (vms - volts)

Id 1 ~
2 
~ 15 i~v/°C 1

t maximum~
dt d • 1.8 x l0~ [iiv/°C]2 J
Equation (378) Is satisfied if

~m1n 
>> 5 x l0~ 

(1 ;To)
2

{ ~
12 (386)

and Equation (383) is satisfied if

A
1 1.0 x l0~ ~ +T~ 

(387)

Also , 82 is related to the upper bound of Equation (380) by

______ 

(1 + T )
2 

1 + T0 
emax P12 

~ 
(388)

max

*Inltjal d.c. offsets are assumed nulled.
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The bound on 82 is satisfied if T~ 
> 1.6.

Experimental resul ts Indicate that d.c. offsets and circui t
dynamic range limitations dominate departures from the ideal
weight equation (EquatIon (62)] when the control loop band-

• width is smaller than the Input signal and the Input signals
are narrowband with respect to the 10 MHz IF bandwidth. Thus,
the relations in Equations (386) and (387) may be employed to
determine the range of input and output parameters over which
effective array operation can be expected. If the per-element
Input power equals 

~~~~ 
and if the ambient temperature is controlled

to within about *2°, then the prototype array processor is capable
of effectively processing in signal environments with the following
properties:

• 1: (389)

max

~nin

PCmax
~,42 dB

82 0.14 C,

• 4: (390)

P
Sax 

~ 49 dB

H
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PCmax % 38 dB (391)A1

• 0.08 C

1~~- l0.

max 
~ 48 dB

mm -

PC
r” ~38 dB

1

‘~ 0.06C

where
1 + T

C~~ v 0
Cmax r 2 PCmax

The bounds in Equations (386) and (387) were derived assuming aworst case signal environment and thus represent minim um capa-bilities . In particular, when the array Is co-phased to desiredsignal and T0 • 4, an input lnterference-to-desjred signal powerof 46 dB can be effectively processed.

The steady-state performance of the experimental adaptive
• , array under high level cw Interference conditions Is Illustrated

by the photographs in Figure 53, whIch were obtained under thefollowing conditions:

• Input interference to desired signal
S ratio °43 d8
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P’ P
4 —4 a per element desired signal to thermal noise
a m~ ratio~~ 0dB

* angular separation between the desired and Interfering
signals • 60° per element (electrical).

The interfering signal frequency was offset by 2 MHz from the
array center frequency to make it easier to ob5erve the null
depth. Figure 53(a) shows the array output spectra before
adaption, and Figures 53b, c and d show the spectra of the
array output signal, reference signal, and error signal after
adaption. The results show that the array completely nulls
the interfering signal . The array also improves the output
signal to thermal noise ratio, as evidenced by the fact that
(1) the output signal level approximates the reference signal
level and (2) the desired signal to thermal noise ratio Is
much higher at the array output (Figure 53b) compared to the
error monitor output (Figure 53d). That is, the array has
simultaneously formed a beam on the desired signal and milled
an interfering signal 43 dB higher in level.

The ratios in Equations (389) and (391) are related to the
following system parameters which are easily modified In the
present implementa ion:

• _ _

~, 
1r1 (392)

282
A;~n ‘c “' 

P12

(ATY~

where

• maximum change in ambient temperature after d.c. offsets
• have been nulled.
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(a) Array output with Initial conditions set.

-4
’ 

• ,

(b) Array output after adaption.
Figure 53——Signal spectra withjn the LMS control loop.

-P 1/Pç a 43 dB; P~/o’ • 0 dB. Horizontal:
500 RHz/cm. Vertical : 10 dB/cm.
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(c) Reference signal after adaption.

—

_______________________________________________________________________—

r 

JTy,ir

~~~~~~~ 1
I I I I I I I I
(d) Error signal after adaption.

FIgure 53--(cont.)

217

‘p



It Is thus possible to optimize the dynamic range by approprI-
ately selecting (or controlling) these parameters. For example,
If these parameters are modified as follows,

f~~~~ter Value Change (393)
• 

- $3
s 5.287 +10 dB

82 270 +10 dB

• 0.018 - 12 dB

(AT) % 1°C - 
- -12 dB

then, for ~ • 4 (numerIc),

PCmax 
~ 59 dB (394)

mm

Pemax %6o dBxl

82
z 0.25 C

Note that some clippIng in the error multiplier (or if . circuits
• following the error multiplier) may occur for this value of 82.

6. The Effects of Higher Order
Poles In the Feedback Loop

Ideally, circuits used to Implement the INS control loop
would have wide bandwidth and wide dynamic range characteristics.
In practice, bandllmlted circuits normally result In greater cost
effectiveness and Improved dynamic range. Moreover, filters are
required In the present implementation (see Figure 38) to remove
unwanted sidebands generated by the up/down conversions within
the loop. The purpose of this section Is to determine the effects

• of narrowbend circuit elements on INS algorithm performance.
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Generally, the most stringent dynamic range requirements
occur in the weight and error multipliers. In applications which
require full dynamic range capabilities, the Inputs and outputs
of each of these stages should be Ntunedw to minimi ze thermal and
stray signal noise which could adversely affect processor perform-
ance. As outl~ned In section 2, delays introduced by these fi lters• should be small relative to the control loop bandwidth and should
be accurately matched over the Input signal bandwidth. The need
for fIltering at the Input of these devices Is alleviated to a
certain extent in the present Implementation since dynamic range
requirements are well within the capabilities of these circuits;thus, input filters were omitted.

(
Finite component bandwidths are a second source for higher

order poles in the feedback loop. In particular, baseband com-
ponents which must meet wide bandwidth as well as low d.c. drift
and high gain requirements can be more costly. Criteria
for determining d.c. offset and gain requirements were presented
In section 5. Bandwidth requirements will be determined by
modeling the feedback loop as shown In Figure 54. Assume the
low-pass filter has the following transfer function:

G~ 
a b  

. (395)
(s + a)(s + b)

The weight equation for this case becomes... ..
w(t) • (a + b) w(t) + a b i (t) •~~ 

-
• (396)

— a a b ~(t) (?t(t) 
_
~
t(t) w(t)]

where

~~t) — 
d3w(t) , etc.

dt

Taking the ensemble average, Equation (396) reduces to

(t) + (a + b) (t) + a b (t) • ~ a b (Rxd - ~ (t)] (397)
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Figure 54——Adaptive processor model with a low-pass filter
in the feedback loop.
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The component of (t) projected onto the ~th .igenva lue is thus
described by the equation

+ (a + b) ~~(t) + a b n(t) ~a a b A r~ 
y~(t) (398)

s c z a b ( P RXd)
fl 

; n 1 , 2,...m

By the Routh stability criterion, y~(t) converges to a finite
value if

(399)

The INS control loop is therefore stab le If the above inequality
is satisfied for all values of ~~ Note that well-behaved

response normal ly requires sA.,~ ~(a + b).

Next, suppose that

• a~~’ S

In this case, 8 In Equation (395) represents the transfer
function of a single pole low-pass filter and the solution to
Equation (398) Is roximatad by

(1 - ~ ~X4!Jt -
y~(t) — 2 (401)

• [.~~
n
(t - 

~~~~ 
- t0)]

+ 

~~~ 
[ .m~~(t - t0)] 

+

~ 
(t—t 0)• II ;
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where
I 4~~xr a il _ _ _

~n ~J ’  b

m1 ,2 — -~~ ~~t ” n)

Figure 55(a) illustrates the dependence of mi 2 on the low-pass
filter cutoff frequency (b) and Figure 55(b) 1l~ustrates the de-pendence of m~,2 on aA~. If aA~ ~ b/4, then the magnitudes ofand in~ are greater than ~~~ whereas If axn > b/4, thelow-pass fYlter causes the array to respond more slowly. On the
surface, this resulj seems to Imply that a can be increased by a
factor of (Amex b)-1 to equalize the minimum time constant to theminimum time constant of the ideal LMS algorithm , thereby in-
creasing response time to smaller elgenvalues. However, a de-tailed analysis has shown that the low-pass filter does not reduce
excess noise due to weight jitter for a given set of loop param-
eters a, At, and P1. As a result, a single pole low-pass filter
can be used to Improve the convergence rate by as much as a factor
of two. Further, this improvement can only be realized by
selecting b — 4U At, where At represents the smallest eigenvalue
of interest. In general , low-pass filtering should not be
employed to obtain Improved response to small eigenvalues for
the foflowing reasons: (1) the resulting improvement in theconvergence rate is relatively small, (2) tht ‘equlred 2 m
low-pass filters add to system cost, and (3) excessive “ringing”
Is induced in the response to large elgenvalues . Also, Equation
(401) was derived under the assumption that a is very large and
that feedback delay Is negligible. Since these two requirements
are difficult to achieve In wide-band systems, the addition of
a single pole low-pass fi l ter may well cause instability .
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D. Experimental Performance with a
Constant Envelope Signal

1. Introduction

Measurements in this section illustrate basic performance of
the system in Figure 35 when the TDMA modem was configured to
transmit a PN coded desired signa l on a continuous basis. Random
data were added to the desired signal during the assigned overhead
and data slots. In the following sub-section, the Interference
protection afforded by waveform processing is evaluated in terms of
the measured BEP. In subsequent sub-sections , measurements were
performed to evaluate SS/TDMA performance when the mean weights
were in the steady-state condition . The steady-state condition wasestablished by allowing the ASP to adapt continuously (except during
the reference delay interval) in a stationary envi ronment. The
results presented tn sub-section 3 show measured performance when

• the effects of weight jitter were negligible, i.e., when the loop
response time was slow with respect to the code rate. The results
in sub-section 4 were obtained under higher loop gain conditions ,
and thus exhibit the effects of weight jitter on system performance.

2. Waveform Processing Gain

The measurements discussed in this section were obtained wi th
the ASP operating In the initial conditions set mode (i.e., con-
stant weight control voltages). In this mode, the array acts• simply as a fixed transmission path for input sources of desired
signal , Interference, and thermal noise. The measurements in• Figure 56 Indicate the interference in nunity afforded by waveform
processing at the differential detector. With all but one of the
weight control voltages set equal to zero, a fixed level of desired
signal and thermal noise and a variable level cw interfering
signal was appl ied to the array input. The input desired signal
to thermal noise ratio was set equal to 6 dB and the post-limiter
attenuator was fixed at a value corresponding to a detector input
energy-to-noise density, Lb/No, of approximately 10.3 dB and a
measured BEP of 2.95 x 10-5 (4.3 x 10-5 when the desired signal
was quadraphase modulated) In the absence of interference.
Because the thermal noise bandwidth (8 MHz double-~1ded) wasmuch larger than the data rate, its spectral density was about
15 dB smaller than the spectral density of noise added to the
limi ter output; therefore its only significant effect on the
measurements was to sli?htly suppress the desired signal power
at the bandpass limi ter s output. The thermal noise was added
to facilitate a comparison between waveform processing gain andadaptive array processing gain In subsequent results to bepresented. Three sets of data points are shown in Figure 56.
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The set exhibiting the highest measured BEP5 represent DPSK
detector performance as a function of the input interference
to desired signal ratio when the interfering signal was
biphase modulated by the same PN code as the desired signal ,
i.e., the measurements indicate performance without waveform
processing gain. The data labelled “biphase ” gives performance
when the code modulation was removed from the interfering signal.
A comparison of these two results indicates that a band-spreading
ratio of 16 provIdes only about 5.5 dB of interference protection
(the horizontal separation). This amount of waveform processing
gain is clearly inadequate when interference to signa l ratios of
20 dB to 30 dB are considered since the BEP increased nearly
three orders of magnitude as the input ratio was increased to
unity (0 dB). It is Important to note that the waveform processing
gain to cw interference shown in Figure 56 is one factor that
determines the closest angular separation between the inter-
fering signal and the desired sigr~al in a given application
(e.g., Ll5)). The reason for this h that the output desired
signal to interfering signal ratio of the optimum spatial filter
decreases as the angular separation decreases. For example, the
ratio is as low as -l dB for the very close angular separation
(qi) of 10° per element when p~/02 — 0 and fa/o’ ~ 7 dB. (This
ratio Increases proportionate’Ty with Pt/a ). The measured BEP
would be very high (above 10-2) in this case regardless of the
level of down-link noise added ,

In order to minimize this effect, * > 300 an d P~/a
2>0 dB in

most results to be presented; in this case, the minimum output
desired signal to interfering signal ratio of the optimum spatial
filter was greater than 8.3 dB regardless of the input inter-
ference to desired signal ratio. This minimum occurs for*-30°
and P~/a~—0 dB when Pj/P5~O dB. For Pj/P~al2 dB , the outputdesired signal to interference ratio increases to 15 dB due to
the power inversion characteristic of the optimum filter. At
these relatively low levels of output cw interference, the BEP
can be related to the array output SNR with adequate accuracy
using the limiter characteristic in Figure 44.
A discussion and experimental investigation of performance for
closer angular separations was conducted earlier on a simi 1~radaptive array 1mpl~mentation (15). The Interference imun ity
afforded by quadraphase modulation is also shown in FIgure 56.
The results show that quadraphase modulation did not significantly
Improve performance compared to biphase modulation. The additiona l
expense of utilizing quadraphase coded siinals for the purpose
of providing additional inmiunity to interference therefore
appears unwarranted.
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For the purposes of comparIson wi th adaptive array per-
formance presented in later sections, SEP measurements were
also conducted using a moderate bandwidth (563 KHz doubled-
sided) interfering signal . All other conditions were approxi-
mately the same as in the c.w. interference measurements
presented in Figure 56.

The degradation in the wide-band case, shown In Figure 57,
was predominately due to hard-limiting, since the spectral density
of the interfering signal was small relative to the spectral density
of the post-limiter additive noise. However, the extent of de-
gradation is smeller than that predicted from the limi ter characteristic
of Figure 44. This difference is apparently due to the fact that the
interference was much narrower band relative to the thermal noise
bandwidth.

3. Performance with Small Loop Gain

Measurements in this section illustrate the basic performance
of the system of Figure 35 when the mean weights are near their
steady-state solution and the effects of weight jitter are
negligible. The first set of measurements, shown in Figures 58-
60, illustrate system performance in the LRF and HRF modes of oper-
ation when the array input desired signal to thermal noise ratio was
O dB and no directional interference sources were present. The
measured SEP Is shown as a function of the (data) bit-energy-to-
noise density ratio, which was varied by incrementing the post-
limiter attenuator and holding the additive noise level constant.
For the purposes of comparison, ideal DPSK detector performance
Is also shown. Resul ts in Figure 58 were obtained in the LRF
mode with the range tracking loop disabled and with zero timing
error between the transmit time base and the NCS, and results In
Figure 59 were obtained under the same conditions except the range
tracking loop was enabled . These two sets of results show that
addIng quadraphase modulation caused a slight increase In the
SEP relative to the biphase case. The data closest to the ideal
curve in Figures 58 and 59 were taken from the resul ts* in
Figure 46 to illustrate relative performance with and without
the satellite simulator within the transmission path. Within

• the range that comparative data were available , these results
show that Introduction of the satellite simulator Into the
system caused only a slight Increase In the SEP. Figure 60
shows SEP performance in the HRF mode when biphase code modulation
was employed -- both with and wi thout the range tracking loop
enabled.

Note that the comparative data apply only to the case where
biphase code modulation is employed.
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The next set of measurements in Figures 61 and 62 illustrate

adaptive array performance under cw Interference conditions .
In these measurements, the timing error between the desired signal
and the waveform processed reference signal was set equal to zero
(i.e., the RTL was disabled). BEP performance with the RU enabled
was not significantly different from the results presented for
$ • 15° in Figure 62, however, the output SNR was insufficient
for acquiring and maintaining transmit time base synchronization.
As to be discussed later in this section, the inability to acquire
synchronization was not related to a basic limi tation on the
capability of the SDDLL, but was related to the specific selection
of parameters used at the modem for verifying transmit time base
synchronization -- these parameters could easily be modifi ed to
permit operation at lower signal to noise ratios if so desired.
The BEP measurements in Figure 61 and 62 were obtained by varying
the level of cw Interference at the input to the processor while
holding the input desired signal to thermal noise ratio fixed at
0 dB per element. The 70.0001 MHz cw signal source was used to
generate the Interfering source, and biphase PN code modulation
was used to spread the spectrum of the desired signal . The post-
limiter attenuator was adjusted so that the BEP, measured In the
absence of inteEference and with the array adapting, was approx-
imately 1 x l0 . The solid curves drawn in each figure represent
calculated bit error probabilities determined from BEP measurements
In Figures 58 and 60 and by taking into account the limiter
suppression factor (see Figure 44). To perform this calculation ,
thermal noise and interference were removed (I.e., no limiter
suppression) and the bit energy to noise density at the detector
input was measured. The signal was then removed and thermal noise
was added. In the NRF (Figure 62), the spectral density of noise
components at the bandpass lImiter ’s output was ~bout 8.6 dBsmaller than the spectral density of the simulated down-lInk noise
when the limiter input was thermal noise only. Thus, the energy
to noise density at the detector Input was approximated by

• 11.7 (402)

where ~ Is Pelated to the signal to noise ratio associated withthe limiter Input as shown in Figure 44.
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I
4 The multipl icative factor 11.7 represents the measured bit energy

to noise density ratio when only the desired signal was applied
to the bandpass limiter ’s input. The BEP versus Pj/P~ measure-ments agreed favorably with these calculated results In FIgure 61
over a wide range of interference to signal ratios. Differ-
ences between the measured and calculated BEPs were slightly
larger in Figure 62 for ~—3O° and much larger for ~~l5°. The

-‘ higher BEP for g~3O° is attributed to the coatined effects of
- 

- 
non-ideal circuit components used to implement the array

— processor , including the effects of imperfect matching of the
i.f. amplifiers bandpass characteristics and non-zero delay
within the feedback loop. For j.15°, these effects were
magnified (note that the 29 nsec feedback delay represents a
phase shift of approximately 18c at the 1.4 MHz code rate),
and, at Pj /P~~. 3 dB, the calculated resul t becomes inaccurate
since the output desired signal to interference ratio was only

-: about -1.8 dl. In order to isolate the effects of non—ideal
• circuit components from the effects of weight jitter, most

results to be presented were obtained by operating the SST1DMA
system in the lower-rate format. The larger deviations from

• 
- the calculated result for large values of Pj/Ps In Figures 61 and

62 were caused by the effects of weight jitter -- this effect is
investigated In the next section.

Experimental results also agreed favorably with the calculated
results when the interfering signal was generated from a random
source having a moderately wide bandwidth (563 KHz and 1.7 MHz
doubled-sided). An •xgmple result is shown in Figure 63 for the
1.7 MHz case wi th Pt/a’-  4 dB and e~60° per element.

An example Illustrating system performance in a wideband
interference environment is shown in Figure 64. For this example,
the system was operated in the HRF and the 3 dl noise band-
width of the interfering signal applied to the Inputs of the S.f.

— amplIfiers was approximately 12 MHz (double-sided ) , or about 8.5
times the code rate. The angular separation parameter $ was• fixed at 30° per element. The experimental results are shown to
deviate significantl y from the calculated result for values of
PJ/PS exceedIng 9 dB. This performance degradation was caused by
the Inability of the ASP to form a sufficiently deep null on the
interfering signal over the wide bandwi dth , which contributed to
additional desIred signal suppression in the bandpass limiter stage.
The degre. of suppression was approximated in Figure 65 by calcu-
latlng the signal-to-noise ratio at the bendpass limiter’s Input
which would result in an equivalent SEP. For the purposes of
comparison, the ideal output signal-to-nois. ratio and the output
signal-to-noise ratio with initial conditio ns set are also shown .
The results In Figure 65 indicate that the output signal-to-noise
ratio was withIn 3 dl of optimum when Pj/Ps was less than about
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16 dB -- the point at which the output noise power due to inter-
ference equals the output noise power due to input thermal noise.
Note that, even though performance degraded from optimum for
Pj /P~ greater than about nine decibels, the ASP continued to
provide a sIgnificant processing gain.

Since nearly ideal performance was obtained for narrower-band
interfering signals, insufficient wide-band interference suppres-
sion could only have been due to mismatched phase/amplitude versus
frequency characteristics of the phase shi fters , I .f. amplifiers,
and processor control circuits and to the effects of non-zero
loop delay. Using the results given in Figures 64 and 65 as an
example, the interfering signal must be suppressed by about 17.5
dB to obtain the measured performance when Pj/Ps — 17.5 dB, I.e.,

17.5 dB (& 56.2numerlc)
,~~M w

In order to obtain this amount of suppression, the ampl itude
and phase versus frequency characteristics of all signals that
were combined to form the array output had to be matched to
wi thin about 1.2 dB and 7°, repsectively, over the full interfering
signal bandwidth. The phase matching requirement was not satisfied
by the i.f. amplifiers (preceding each weight in Figure 38) over
the 10 MHz bandwidth shown In Figure 39. Subsequent spot measure-
ments indicated greater mismatches In ampl itude and phase occured
beyond the 10 MHz band shown but within the 12 MHz interfering
signal bandwidth. It thus appears that the mismatched oandpass
characteristics of the S.f . amplifiers were the primary source of
performance degradation under the wideband interfering signal con-
dition, although the 37 nsec feedback delay (which is appreciable
over this wide bandwidth) certainly magnified this effect. A
reasonable attempt to match these characteristics and to minimize
feedback delay over the bandwidth of Interest would have slgni-
ficantly improved ‘ulling capabilities under wideband interference
conditions. Further studies in this area are recca,nended.

4. Steady-State Performance
With Weight Jitter

The results Of bit error proabibility measurements conducted
under high loop gain conditions with the mean weights near their
stead y-state solut ion are presented In this section. The measure-
ments were taken to det.nnl lie the effects of weight Jitter on
SS/TDMA perfo rmance for signal env ironments encountered in practice .
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In the preceding section , it was found that an analytical
result could be used to predict system performance wi th good
accuracy when the interfering signa l spectrum was narrowband
relative to the 1.f. ampl ifier bandwidth . This was possible
because (1) the signal-to-noise ratio at the output of the ASP
was independent of the input signal bandwidths (provided the
interfering signal continued to be narrowband wi th respect to the
i.f. amplifier bandwi dth) and (2) the limi ter suppression factor
was easily determined from T0. However, neither of these condi-
tions are satisfied when the effects of weight jitter are to be
investigated . The expression for excess noise due to weight
jitter, i.e.,

ciAt P1 (SAt ~~~
2 - ciAt P

1 
+ 2 + T0

was derived In Chapter IV under the assumption that the input
thermal noise and interfering signals approximated ideal band-
pass prçcesses having a double-side bandwidth of B Hz, and that
~t — B-’. Since (1) the Interfering signa l bandwidths differed
from the thermal noise bandwidths in most of the experimental
results to be presented, (2) the excess noise generally cannot
be assumed Gaussian , and (3) the excess noise is correlated wi th
the desired signal , the above expression was not directly applicable.
Formidable difficulties were also encountered in attempting to
determine the effects of excess noise on the bandpass limi ter
output signal. Consequently, the analyti cal results could only
be used to a)proximate, to set bounds on, or to predict general
trends in the experimental results.

The first series of measurements shown in Figures 66-68
illustrate the effects of weight jitter when the thermal noise
and the interfering signal bandwidths were approximately equal.
For these measurements, the four thermal noise processes were
bandlimited to 2 MHz (3 dB, double-sided) using single-tuned
bandpass filters and the interfering signal had an effective
noise bandwidth of approximately 1.7 MHz. Excludin~, the desiredsignal , the interval (At) between Independent samples of the
input signals thus approximated B-’, where B • 1.7 MHz. The
system was operated In the LRF mode with the timi ng error
between the differential detector’s input signal and the
detector’s LO signal set equal to zero thereby elimi nating
the effects of bit timing jitter. The method used to measure
the effects of excess noise on SS/TDMA performance was to
Increase the loop bandwidth by increasing the Interfering signal
power while holding the circui t gains within the loop (proportional
to a) constant. Using this method, the loop parameter ciAt Pj was
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approximately proportional to the input interferi nq signal power
when PJ/PS was large. Results presented in Figure 66 show
BEP versus PJ/PS measurements for * • 300 and P~/~2 • 0 dl --
with and without down-link noise added to the bandpass limiter’ s
output. When only thermal noise and the desired signal was
applied to the input of the processor (Pj/P~ • -— dl), the
signal-to-noise ratio at the output of the ASP was about 6 dl,
since the processor was (Ideally) co-phased to the desired signal .
The bit-energy-to-noise density ratio (Eb/NO) at the detector’s
input was about 23.2 dl without down-link noise added and

• about 10.1 dl with down-link noise added. The ini tial rise in
the SEP as Pj was increased was attributed to a decrease in the
optimtan output signal-to-noise ratio due to nulling of the inter-
fering signal (see previous section) which caused additional
suppression of the desired signal at the bandpass limi ter’s
output. If the effects of weight jitter had been negligible ,
the BEP versus Pj/PS curve would have “leveled-off” as illus-
trated by the theoretical result given in Figure 66, which
corresponds to T~ ~ 0.8 dB for Pj/P~ large. That the measured
BEP continued to increase was due to weight jItter effects. For
Pj/P~ • 21.2 dB, the parameter 9 P~ was measured and found to be
equal to about 8.2 x l0~ (sec)

1. Thus, the inverse of the
important loop time constants were given by

-1aAt P1 — .48 (sec ) ; P
~
/P
~ 

21.2 dB

aAt A1 ~ .008 (secY1

aAt a2 — .0036 (seci1

where

— eigenvalue associated with the desired signal

• elgenvalue associated with thermal noise only.

Under these conditions, the time constants associated with beam-
forming to the desired signal and minimizing thermal noise were
given by 0.09 1~ and 0.2 T~, respectively, where Ts equals the
preai~1e Interval (one time slot in the IRE mode). That is, the
BEP measurements In Figure 66. also reflect system performance

*EbINO for this case was calculated using 
Equation (402).
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when the desired signal is pulsed in accord with the normally
configured TOMA system described in Chapter II (measurements
for this case are presented in the next section), since the
longest time constant was much smaller than the preamble interval .~~

The results in Figure 66 indicate that excess noise due to litter
degraded performance by two mechanisms. One effect of the excess
noise was to decrease the effective bit-energy-to-noise density
ratio at the array output, as shown by the BEP measurements
without down-link noise added. Although the analysis of the
effects of weight j itter on DPSK detector performance were per-
formed only for the digital implementation of the INS algori thm,
the measured result exhibi ts the same abrupt increase in the BEP
predicted by the analytical result. For example, the detector
performance measure D, as applied to a digital INS algori thm
implementation, was found to be approximated by (Equation (256)],

0 . .
~~~~
. T~ [ aAt~ 

i (404)

l-aA t c

which, in the high-level Interfering signal environment under
consideratIon,is approximated by

0 ~ ~~ T~, F aAt P1 1 + T 1 (405)

L l + p (l .~~~tp ) T0~~~

The measurements given in Figure 66 can be compared with the
theoretical performance of a digital LMS algori thm provided the
effects of the bandpass limi ter are taken into account. To make

— this comparison tractable, the bit-energy-to-noise density ratio
at the output of the bandpass limi ter is Initially assumed pro-
portional to the performance measure D. The result obtained

I 
- — under this assumption will be useful in demonstrating that the

abrupt increase In the measured SEP is also predicted by the
analytical result in Equation (405). When the weights were
fixed at the optimum steady—state solution with Pj/PS • 24 dl,
the bit-energy-to-noise density ratio at the bandpass limiter’s
output was approximated b~
As will be shown In the next section, the loop bandwidth for this
case is much wider than that required for acceptable performance
under pulsed desired signal conditions.
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‘~ 58.2 (17.5 dB)

Applying the assumption discussed above, the expression for
Eb/No which includes the effects of weight jitter becomes

E
~
‘ 58.2 — 

~~ 
p

1 
1 +T~ 

(406)
0 I 0+ 2 (1 —uAt P1) 

i~r~~~

where T0 - 1.2 (0.8 dB)

and 1
1.7 x 106

The noise process at the bandpass limiter ’s output is clearly
not Gaussian since the excess noise due to jitter is not Gaussian.
However, as to be shown, this makes little difference when re-
lating Equation (405) to the BEP, since Eb/No increases very
rapidly as aat P1 approaches one. The calculated result shown in
Figure 66 for the digital INS algorithm was obtained by simply
substitutIng Equation (406) into the expression for the BEP of an
Ideal DPSK detector:

Eb
PE~~!e 

°

where PE represents the bit error probability. The calculated BEP
is similar to the measured BEP in that it exhibits an abrupt in-
crease when the loop parameter cz~t P~ 

exceeds a certain value.
However, the point at which the digital algorithm is predicted
to “fail” occurs for PJ/P5 ~ 24 dB, which is about 2.5 dl lowerthan the measured result. Also, the slope of the BEP versusPa/Ps curve Is slightly smaller for the measured result. The
differences between the measured and calculated results under
high loop gain conditions are roughly in accord with the cx-
pected performance difference between the analog and digItal
LMS algoritimis. For example, excess noise due to jitter was
found in Chapter IV to be about a factor of two smaller for a
given set of loop parameters when the analog INS was used.
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0 The differerce can also be attribu ted to other factors, i.e., the
level of correlation between excess noise and the desired signal
is higher in the analog INS case, as to be discussed subsequently.

When down-link noise was added to the bandpass limi ter s
output, as was the case In the second set of data points shown
in Figure 66, the effect of excess noise on the limi ter suppres-
sion factor had to be considered. As previously mentioned, the
relationship between excess noise power due to jitter and the
limi ter suppression factor is difficult to determine since excess
noise Is not a Gaussian process and Is In general correlated with
the desired signal. Nevertheless, it is instructive to obtain an
approximation for the limi ter suppression factor by assuming that
the limi ter suppression characteristic of Figure 44 is applicable.
The total noise power P1 at ~h Input of the bandpass limiter can
be approximated (for uat P1 ~ 0.5) by s~~ ing the excess noise 2power (Equation (403)) with the quiescent noise power T0(1 + T0)
i.e.,

2

(l

T: 

T~)
2 +[i~~~f~ 

+ ~-T ’’]r+ ’c ; ( ‘°fl

thtP 1~~ 0.5

Since P5 cc P1 for the range of Pj/P5 and cz.at P1 under consideration,
weight jitter negligibly affected the desired signal power at the
ASP’s output (see section IV 03). Thus, the signal-to-noise ratio at
the output of the ASP is approximated by

(s)
~~~~~t 1t

P
~~o$

T_______-- (408)

Iaat P1 (s at P1)21 1 +
1 + — .-i 

~~

The second calculated curve (with the highest BEP) shown in
Figure 66 was obtained by assuming limiter characteristic
~ to be r.latid to (S/N)0 as in- FIgUre 44. Using thls value
for ~

, the SEP was then determined from FIgure 58 and the relation
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£ 2b 
• 12.16 

~ (409 )
0 1 + -

26.

Excess noise due to jitter is shown to have a smaller effect
on the measured SEP relative to the calculated result. In
addition to the approximations which were made regarding
hard limiter characteristics, the fOllowing factors also con-
tributed to the difference between the calculated and meas-
ured results for u6t P1 ~~

‘ 0.5 (the region over which Equation
(403) was assumed applicable): (1) the thermal noise band-
width was wider than the effective noise bandwidth of the inter-
fering signal ; (2) Equation (403) represented an upper bound
approximation to the excess noise power; and (3) the excess
noise due to jitter was correlated with the reference (and thus
the desired) signal. For the purposes o~ comparison, the cal-culated result is also shown for csM Pi 0.5. In this region,
the slopes of the measured and calculated results were nearly
the same, but the calculated result was displaced to the left
by about 2.5 dB. Obviously, the calculated result does not
apply in this case, since most of the measured performance
degradation can be accounted for by adding the appropriate
level of down-link noise to the measurements obtained without
down-link noise. That Is, the actual effects of excess noise
on limi ter suppression are secondary to the effects of weight
jitter on DPSK receiver performance under these very high loop
gain conditions.

Figure 67 shows the results of additional BEP measurements
obtained when the input desired signal level was increased by
4 dB relative to the desired signal level in Figure 66, and
Figure 68 shows results for 

~ 
• 60°. All other conditions ,

including the per-element thermal noise power, were the same as in
Figure 66. Results calculated from the limi ter suppression factor,
evaluated as in Figure 66, are also shown. The degree of degrada-
tion (In terms of the effective value of Lb/NO determined fromthe expression - in 

~L 
+ in 0.5, where 

~L 
is the measured BEP)

due to jitter for a qi~Ien value of a.~t Pj Was smaller in both
Figures 67 and 63 relative to the degree of degradation obtained
in Figure 66. This is in accord with the theoretical results
(Equation (407), for example) which showed that the ratio of
excess noise power to qujescent noise power (I.e., when w • wopt)
was proportional* to T

~~
1 (1 + T0).

*For Pj/P1 • 12 dl, the values for Toi( l  + To~ 
in Figures

were 1.82, 1.33, and 1.30, respectIvely. These values were nearly
constant for ‘ 12 dB.
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As was the case ~n FIgure 66, the measured performance degrada-tion dii to jitter was less than that predicted by the calculated
result, with the largest difference between calculated and measured
results occurri ng for sAt P1 ~~

‘ 0.5. It is important to note,
however, that the calculated result, al ono with the expression for
(S/N)0 given In Equation (407), can be hlahly useful In establishing
bounds on system performance. For example, when aAt Pi ~ 0.5, the
effect of weight jitter on the measured BEPs shown in Figures (66)-
(68) was relatively snail. This contrasted sharply with measured per—
fonnance when aAt P1 approaches a value of two —— the value for
which the analytical result for the output StiR becomes unbounded;
under this condition, the extent of degradation due to weight jitter
was large enough to render the ASP ineffective for all practical

- 
- purposes. Whether intermediate va lues of ~~t P1 -— a va lue of one,

fnr example —_ would yield acceptable performance would depend upon
the application. Suppose that, i~ a particular application, the
maximum acceptable BEP is 4 x l0’ and that the condition under
which the measurements in Figure 66 were obtained Is the expected
worst-case condition in terms of T (i.e.. T~ ‘ 0.8 dB In all
expected input signal environments1. In this case, the maximi.jn
value for uP! (proportional to the convergence rate) for which
these requirements can be satisfi ed is determined (usino the
measured results In Figure 66) by the relation

aP1 ~~‘ 0.4 (at) 1 0.72/i.asec

The main point here is that the expression for (S/N)0 can be used
to establish reasonably tight bounds on worst-case system per-
formance for a given value of u if the input signal bandwidth
and the total input signal power are known.

The preceding results and discussions apply In cases where
It Is appropriate to assume that the Input thermal noise plus
interfering signal bandwidth approximates an ideal bandpass process
and the ratio 0? the bandwidth to the data bit rate is large.
Fi gures 69 and 70 show the results of measurements obtained for
the case where the interferina si gnal bandwidth was much narrower
than the thermal noise bandwidth, but still much wider than the
data rate In the LRF. Specifically, the eff ective noise band-
widths of the thermal noise and the Interfering signal were about
7.5 11Hz and 563 KHz , respecti vely. The Input sianal spectra thus
was signifi cantl y diffe rent from an ideal bandpass process. The
theoretical results cannot be di rectly applied In this case, since

• the interval between independent samples of the Interfering signal
- • was about 13 tImes longer than the Interval between Independent

samples of the thermal nolsi processes; an examination of the steps
used to derive Eqvatlen (207) In Chapter IV would verify that the
result would be significantly altered under this condition. In
particular, the excess noIse due to jitter is smaller (this can be

h. 
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verified analytically) for a given input thermal noise power
when the process has a wider bandwidth , because the percent of
the total thermal noise power contained within the LP~S loop responsebandwidth is smaller. However, the impact that a smaller spectral
density due to input thermal noise has on noise within the loop is
obviously secondary compared with the effect of loop noise due to
a high-level , narro~,b~ind, interf~rina sianal when the parameteru~t P1 (where (At) ’ ~~

‘ 563 x l0~”) approaches a value of 
two.

Therefore, the degree of performance degradation due to jitter
should be very large when a~t P1 2, where (At) 1 equals the
effective noise bandwidth (double-sided ) of the interfering
signal . Furthermore, the degree of degradation should be smaller
(for a given value of ~~t Pj) relative to the degree of degrada-tion obtained in Figures 66-68. These statements are confirmed
by the BEP measurements shown In Figures 69 and 70, obtaIned for
* • 30°. The values of Pj/P~ which correspond to the condition
~At P1 2 in Figures 69 and 70 are 22.6 dB and 26.6 dB , respec-
tively; at these levels of interference power, the effects of
weight jitter caused the measured BEP5 to increase at least an
order of magnitude in both cases.

For the purposes of comparison, jimiter suppre~sIon charac-teristics for the two cases ~t B1 and At B2 , where B1
is the interfering signal bandwidt~i and B2 is the thermal noisebandwidth, were calculated and translated into the BEP measure
using the limiter suppression çactor as in Figures 66-68. The
BEP, calculated using ~t B2 , is shown in Figures 69 and 70
to agree pich more favorably with the measured results for
sB1 ’ P, ~ 1, which Indicates that the effects of weight jitteron syst~n perfonnance were considerably reduced in the wider-
bend thermal noise environment. For uBi ’ P1 ~ 1 , the measuredBEP Increased sharply due to the presence of the narrower-band
interfering signal, which was also in accord with the preceding
discussion.

The results presented thus far have shown that the point at
which the ASP ufails due to weight jitter can be predicted with
good accuracy by deteniiinina the point where ($/tl)~ (Equation(408)) becomes large, i.e., when uB ’ P1 ‘ 2, where B represents
the effective noise bandwidth of the Interfering signal . The
expression for (S/N)0 represents an upper bound on the degradation
due to weight jitter for smaller values of oAt Pj. In all of
the previous cases, the input thermal noise and/or interfering signals
approximated ideal bandpass processes which had bandwidths
exceeding the desired signal bandwidth, thus facilitating the
selection of an appropriate value for At. Of course, it is
entirely possible for an Interfering signal to be narrowband wi th
respect to the desired si gnal bandwidth (represented by the code
rate in the present system). In order to evaluate the effects of
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weight jitter on system performance for the narrowband case, SEP
measurements were conducted under cw. Interfering signal conditions.
The results of these measurements will be of greater value in
determining appropriate loop gain parameters, since the effects
of weight jitter are more pronounced in c.w. interfering signal
environments. Again, Equation (408) may be used to approximate

• system performance even though it was derived assumi ng that the
input signals were wideband random processes. If the frequency
of a single high—level interfering signal is (nearly) equal to
the desired signal carrier frequency, then, In addition to a d.c.
term, the signals applied to the Input of the integrators (Figure
38) contain components of the desired signal converted to baseband
(desired signal by Interfering sianal cross-terms). The interval

- 
- between uncorrelated samples 0f these cross-terms is approximately

equal to the interval between uncorrelated samples of the PN code.
Since the spectral density of the thermal noise process was much
smaller than the desired signal spectral density within the loop
response bandwidth for all c.w. interference tests conducted, the
desired signal by interfering signal cross-term was the predominant

t source 0f weight jitter. Based on this argument, Equation (408)
may be used to estimate the effects of weight ji tter on system
performance by employing the inverse of the code rate as an
approximation for ~t. This assertion can also be deduced from
the analytical expressions. Letting .a(t) represent the ~.w.interfering signal , ~(t) the thermal noise process, and ~(t) thedesired signal, the aifference between the instantaneous and
average input covariance matrix and cross-correlation vector used
in the analysis of Chapter IV become

•(t) a ~(t) r(t) - (410)

• t~(t) + ~(t)] r(t) + j(t) (~~ (t) + ~
t(t)] + 

~.
(t) ~t(t) - II

RA(t) a ~(t) r(t) • (~(t) + ii(t)] ~t(t)

where

11 a E ~(t) ~‘(t)

E (t) • 0

E R A(t) • (0]

The above results follow frviii the assumption that 1(t), ~(t), and!(t) are uncorrelated. An appropriate valu, for the interval
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— between “independent” samples of ,(t) and RA (t) can be determined
by evaluating the interval between uncorrelated samples of the
signal by interfering signal cross-products (assumed to be the
largest terms in ,(t) and RA(t)). It is well-known that the
autocorrelation function of a PN code Is approximated by

• b(l _ k ) ; 0 < t < ~~
RPN (r) b(l + ~) ; -

~~~ 
t < 0

0 ; elsewhere

The interval between independent samples is thus approximately
equal to the inverse of the code rate (A). It will be shown
that this assumption leads to an approximation to measured
results under c.w. Interference conditions.

BEP measurements shown in Figure 71 illustrate system per—
fonnance obtained under c.w. interfering sianal conditions for
• 60°. The conditions under which these measurements were

performed differed from the wideband interferina signal measure-
ments in that the loop gain (~) was reduced by a factor of about9 dB and the receive time base was estimated at the TDMA modem
by locking the SDDLL to the NCS generated at the satellite simu-
lator (although the transmit time base was still set for zero
timing error). As in previous measurements, the value of o was
held fix*d. For Pj/P~ 20 dB, the value of oPI was about
8.3 x 10 per second; with At set equal to the inverse of the
code rate, the corresponding value for the loop parameter a~t P1
was approximately 0.47. The BEP measurements show that weight
jitter was beginning to cause performance to degrade at this poi nt.
As Pj/P5 was further increased, the BEP increased in much the same
manner as in the wideband interfering signal case, wi th the BEP
increasing more than two orders of magnitude as oAt Pj approached
a value of two.

The calculated result shown in Figure 71 was evaluated by
assuming that the effect of excess noise due to jitter was to
suppress the desired signal power at the output of the bandpass
limiter. The agreement wi th the measured result was roughly
comparable to the agreement exhibited in Figure 66 (wi deband
interference case). Agreement between the calculated and measured
results improved when the angular separation (*) of the desired
signal and the c.w. interfering signal was reduced to thirty degrees
(e lectrical) per element, as showr in Figure 72. It should be
emphasized that although favorable agreement between calculated and
experimental results was obtained in Figures 71 and 72, this does
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not imply that similarly close agreement would be obtai ned for
other PU code structures since an analytical result was not
derived to support this assertion. In particular, the desired
by interfering signal cross-terms in Equation (410) exhibit non—
random characteristics, I.e. , the Ph code used to modulate the
desired signal contained long intervals (up to seven chips in
length) during which no bit transitions occurred. The excess
noise level due to jitter Is momentarily higher durina these
intervals since the effective interval between uncorrelated
samples is momentarily higher.* In other words, the data presented
apply specifically to a length 127 PU code and a spectrum-spreading
ratio of 16. Improved results would generally be obtained by using
higher spectrum—spreading ratios or shorter length Ph codes. In
order to determine whether the effects of weight jitter could be
reduced by employing quadraphase modulation to eliminate these long
intervals between phase transitions of the desired signal, measure-
ments were obtained with the SS/TDMA system operating in the
quadraphase modulation mode under c.w. interfering signal and high
loop gain conditions with the angular separation parameter set
equal to 30° per element. Even though the two (length 127) Ph
codes which were used to modulate the desired signal were structured
so that the maximum interval between phase transitions of the
desired signal was two code chip intervals, quadraphase modulation
provided only a small Improvement in performance under high loop
gain conditions , as shown in Figure 73. Apparently , the use of
quadraphase modulation is only marginal ly effective in providing
additional protection in c.w. interference environments (at least
with regard to DPSK detector performance).

Previous results presented in this section were obtained with
the transmit timing fixed at a value corresponding to zero timing
error between the NCS generated at the SS and the desired signal
applied at the input to the SS. In these cases , the effects of

-weight jitter and down~-link noise-on the tfansmit-time base -correc-
tion circuits (the range trackin g- loop (RTL)) were eliminated from
considerati on. In order to evaluate system performance when the
SS/TDMA system Is configured for more normal operation (apart from
the pulsed desired signal format, which is considered in section E),
BEP measurements were conducted with the RTL enabled.

Th~ SEP measurements shown In FIgure 14 Illustrate the effectsof weight j itter and down-link noise on detector performance with
and wi thout the RTL enabled**; all other conditions were the same

*ThIUthls effect is signifi cant was noted from preliminary expert-
mental results in which the maximum interval between PU code
transitions was reduced to three (length seven PN code). however,
documentation was insufficient to merit inclusion In tt~s report.
~MIhen the RTL was disabled, the transmit timing error was set

equal to zero.
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• 
as in Figure 71. The SEP Is shown to be larger with the RTL enabled
and Pj/P~ ~~

‘ 18 dB, which is essentially in accord with the measure-
ments given in Figures 58 and 59. The most important aspect of these
comparative measurements is that the effects of weight jitter were
more pronounced when the RTL was enabled. For example, the RTL
occasionally lost lock when Pj/P5 ~ 23.2 dB (the data point shownwas obtained during an interval when lock was maintained) and lock
could not be maintained when Pj/P5 ~ 24.2 dB. As configured in the
experimental tests, the loss of lock condition was determined within
the modem based on the level of the post-waveform processed signal
(I.e., after the correlation filters) measured during the range slot
bursts. When this level dropped below a certain specified percent-
age (50%) of the level measured during NCS bursts, a possible loss
of lock condition was flagged and the transmit time base corrections
were inhibited . If the desired signal received at the TDMA modem
during range slot bursts was less than this percentage in in out of
n successive bursts Cm n) of the range pulses , a loss of lock
condition was confi rmed and the RTL attempted to reacquire lock by
incrementing the transmit time base in a prescribed manner. While
the details of this system will not be elaborated upon, it should
suffice to say that the above—described algorithm used for validating
the locked condition was necessary in order to minimize the possi-
bility of locking the RTL to the wrong signal when the desired signalpower received at the modem during range bursts dropped sharply. As
applied to the system being investigated, a loss of lock condition
was flagged when the level of correlation between the signal received
during range bursts and the coded LO generated wi thin the modem
dropped to less than 50% of the level of correlation* between the
NCS and the LO (recall that the system contains a bandpass limiter).
The effectiveness of th4s technique in flaggino a signal dropout con-
dition was based on the assumption that the level of correletion
between the coded LO and the excess noise at the ASP’s outpitt was
small relative to its correlation with the desired signal component
of the ASP’s output. The relative level of correlation is easily
determined under conditions of wideband (wi th respect to the code
rate) interference, low loop gain (~~t P1 ‘~ 1), and zero timing
error between the 1.0 and the desired signal , by evaluating the
expression~

‘Note that the level of correlation between the signal received
- - - during NCS slots and the coded LO Is approximately proportional

to the received desired signal power.- 
- - - 

. *An ideal reference signal is assumed.

- 

- 

- - - 
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E ~(t) ~(t) • £ ?(t r(t) w(t) ~ (411)

r ~ c&At P1 1
l + T

~ ~
(

The first term is due to correlation with the desired signal and
the second term is due to correlation with excess noise. Note
that the effect of excess noise is to increase the total level of
correlation, i.e., it is unclear as to whether the second term
represents a measure of performance degradation. Much more
formidable difficulties are encountered in attempting to determine
a meaningful measure of these correlation effects under high loop
gain, narrowband interference, or non-zero timing error conditions,
or when the reference signal is derived via waveform processing.
The only certainty is that the level of correlation (between excess
noise and the coded LO) increases as $~ t Pj increases, since theLMS algorithm attempts to minimize the error between the output and
the reference signal. If the level of correlation is sufficiently
large -— specifically, much larger than the level of correlation
between the desired signal and the coded LO —— the RTL can “lock”
to the excess noise, thereby deriving transmit time base corrections
from the timing of the reference signal rather than from the timing
of the transmitted range pulse. That this mode of operation is
possible was demonstrated experimentally for the case of a c.w.
interfering signal centered on the desired signal ’s carrier
frequency. It was found that If the loop gain parameter (~at P1)was sufficiently high (near a value of two), the RTL would remain
locked (provided It was Initially locked) even when the desired

• - 
signal was removed from the ASP’s Input. Operation at such high
values of QAt P1 iiust therefore be avoided, Sifl~i thi lbii of lO~kalgorithm does not sense the false lock condition in this case.

The measurements presented In Table V were conducted to aid
In the selection of an appropriate value for t~At Pj when the RILis enabled. The c.w. interference measurements were otherwise
performed under the same conditi ons as FIgure 71 except that pos t-
l imiter addi tive noise level was reduced to obtain a higher bit
energy-to—noise density of 13.21 dB when Pj/P5 was set to 0 (-. dB).
Measurements were also obtained using a quadraphase modulated desired
signal . The resul ts show that excess noise affects RTL perfo rmance
in a very abrupt manner. In the biphase case, for example, the
RIL retained lock for values of aAt P1 up to 0.91, but would not
stay locked for ~At P1 • 1.44. The effect is even more abrupt in
th . case of quadraphase modul ation , where the di ffe rence between
the locked and unlocked condition occurs for 1.14 ~ ciAt P1 ~ 1.44.
These results also show that the loss of lock algori thm was
effecti ve In preventi ng a false lock to the reference signal for

261



Pd,

IL
.0

— PØ 4J
O W
~~ I

W ~ ~~l 4.~ Ifl 4.~ .,- &fl u~ .~~~In ~~ ~ 4’ ID I. J 4’ U
~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ 0

1- .r- .0 •.~~~~ 4-’ .0 .0(0
S(0 0(0 I ~~ (0 (0 C ~~
~~~• ~~~~O O C b O O, -  I I 0

O P  I f l O  I ‘D’.O %O O O~~~~4 ’ t  I
w C C K J  C C W O O

.JN • X .,- ~~ ~~ r- .~~~ ~~. - x x

uLe~ 
I _ p  1.’. l v i . ’. ‘.~~~~ II II II II II

W W U’ .  QI W 0

~~~~~~~ . ~dv u ., ,

I. ~‘ S  J.0 i~
- .

~~ ‘.~.i 0 w

- ‘. ~~ 0 - . _ .  ~ - .-.- - - - . - - - •-~~~~~ --- -.- -~~~
. - . .-

~~~~~~~~~~~~~

I_ -W I. VI
ID ‘V

C(J

h
U

~~~~~ 
.0~~ Q

—

4’ II 
ID. ~~; ; :

262

‘p



F -

Pd,
I.

4.’ I-.’.

4.4’ID C ’.-

(0~~~~ C ‘Tm
• I, I 0 1

0 ID

;~ 
;~~~~~;

- 

2~~~~ ’5ID
‘. p ..— .’ p ~~~C

C

• • • • • •
0 _

• >1

I~I-

~~~~~~~~~~

— 
~~ O IJJ 0 0

- - - -

I ~~ C 4 C’4

I

~~~~ ~~~~~~~~~~~ 

—

263



ciAt P1 as hi gh as 1.44. Table V also shows SEP measurements obtained
when the c.w. Interfering signal was replaced by a wideband
(563 KHz) interfering signal. That the RTL retained lock for a
slightly higher value of ciAt P1 (& 1.75) may have been due to the
effects of random envelope fluctuations which would tend to reduce,
although not eliminate , the effects of correlation between excess
noise and the coded LO. -

The above considerations regarding the behavior of the RTL
under high ioop gain Conditions were obtained to illustrate the
effects of correlation between excess noise and the desired signal .
Under lower loop gain conditions (u~t Pj 

‘

~ 0.7), the RTL was
effective in both acquiring and maintaining transmit time base
synchronization under all the test conditions presented in this
chapter with the array adapting. Moreover, the length of time
required to obtain synchronization under high-level interference
conditions was no longer than the time required in the absence of
interference. As a general rule of thumb , based on tests conducted
in addition to those presented, transmit time base synchronization
can be acquired and maintained when the desired signal is trans-
mi tted on a continuous basis* provided (1) the ratio of excess
noise due to jitter to the output desired signal power during the
range slot does not exceed a value of approximately one, and
(2) the power level of the NCS pulse does not exceed the power
level of the desired signal by more than 6 dB at the output of
the bandpass limi ter. The latter condition is necessary in order
to insure that the level of corre1ation~ between the 10 and the
desired signal was greater than 50% of the level of correlation
between the NCS and the 10. From the limi ter suppression
characteristic (Figure 44), this implies that the output desired
si gnal to total noise ratio must exceed approximately —4 dB. In
the tests upon which the above-cited rules of thumb were based,
the timing error between the transmitted desired signal and the
P14 code used to generate the waveform processed LO was~ nitlallyoffset--by an -$ntegral number ~f code chips. Uflde~ this condition ,the desired signal power at the array output was very small relative
to its value when the array was beamformed to the desired signal ,
since the desired signal was treated as an Interfering signal , i.e.,
the desired signal was uncorrelated wi th the reference signal due to
the code timing offset. In the timing acquisition phase, the timing

-I

‘The case where the desired signal is pulsed, as it would be when
the TOMA modem is configured for normal operation, is discussed
In the following section.
‘~The term “level of correlation” has been applied loosely here and

in the previous discussion to include the effects of the received
power level on the correlation outputs.
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of the PM code modulated desired signal was incremented in steps
of one (code ) chi p using a prescri bed search algorithm as described
in (19]. At some poi nt in the search algori thm, the timing error
between the desired and reference signals was less than one-half
code chip.,* When this condition occurred, the array initiated a
response to beamfonn to the desired signal . The interval of time
between the increment and the transmission of the range signal
pulse (used to test the timing of that increment) was sufficiently
long (in all cases tested) to allow the array to settle to its
steady—state condition (i.e. beamform to the desired signal and
nul l the interfering signalsi. Even with a timing error of one-half
code chip, the LMS algorithm will converge to the optimum output
signal—to—noise ratio under low loop gain conditions, although the
level of the desired signal will be reduced in proportion to the
reduction in the level of correlation between the reference and the

— desired signal. However, the excess noise due to jitter will not
change appreciably for a given set of loop parameters because of
reference signal by input signal terms contained at the output
of the error multipliers within the array feedback loop.** In
other words, the excess noise due to jitter (Equation (407)) should
not exceed one—half the steady-state output desired signal level

(0.5 I~I2 ~ 1 in order to insure that transmit time base
( l + T 0)ZI

synchronization can be acquired.
In view of the favorable aareeinent between measured and

calculated results under low—loop gain conditions, It is con-
cluded that an adaptive array processor which converges to the
optimum output signal-to-noise ratio can be implemented using a
waveform processed reference signal . Moreover, it has been shown
that the expression for excess noise power derived In Chanter IV

- - - 
can be used to obtain an approximate upper bound on the loop
parameter ciAt P1 required for acceptabli system performance. a is  - -

determined by circuit gains wi thin the LMS feedback loop. At is
determined from the input signal bandwidths. In cases where it is
appropriate to assume the interfering signal bandwidth B Is wider
than the code rate and approximates an Ideal bandpass process,
then at a r1. If the signal envi ronment contains a narrowband
(with respect to the code rate) high—level interfering signal
centered on the desired signal s carrier frequency, then an
appropriate value for At was found to be the code chip Interval.
Note that this Implies that the amount of degradation due to
weight jitter Is greater, for a given input signal power P1, when

*In the tests, the timing error was approximately zero since the
initial timing error was an integra l meter of code chi ps .

~‘t4ota that the reference b~ desired signal cross-te rms disa ppear
when the desired signal OCA (or its estimate ) is used to dis-
criminate the desired signal from interference .
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the interference is narrowband. An effective metnod for preventing
large degradation due to weight jitter would be to control the
total power applied at the input to the array processor, i.e.,
implement an AGC control at each input. The AGC should have a
rapid onset/slow release characteristic to minimize the effects
that a high—level , repetitive pulsed , interfering signal would
have on the control loops.

E. Experimental Performance Unde’
Pulsed Desired Signal Conditions

The combined effects of finite adaption tine and weight jitter
on SSITDMA system performance were evaluated by alternately
switching between initial condition and integrate modes of opera-
tion under program control (see Figure 45). The TDMA modem was
set to operate in the continuous transmit mode as in section D, but
the position of the data and overhead slots in Figure 1 were
selected so that they occurred one time-slot after a reset
pulse. The conditions under which these tests were performed
were therefore equivalent to the conditions encountered when
the SS/TDMA system is configured for operation in the TDMA
pulsed desired signal format, i.e., a period of one time-slot
duration (preamble) was allocated to precede each data or over-
head slot for the purpose of establishing a sufficiently high
signal—to-noise ratio at the ASP’s output prior to the onset of
data (or the link/range pulse).

All results to be presented were obtained with the SS/TDMA
system configured to operate in the LRF mode. The average data
rate was 2400 bps (e.g., a vocoder channel). To accomodate an
average data rate of 2400 bps employing an instantaneous rate of
10.95 K bps, data were transmitted in eight adjacent SlotS*
(rather than a single slot), wi th the first slot occurring at the
end of the preamble (see discussion., Chapter--I-I)-. - - In- -this--mode-, 
there was one adaption (one reset) per sixty-four data bits , as
opposed to one adaption per eight data bits had data been trans-
mitted in single-slot bursts (I.e., If date had been transmitted
at an average rate of 75 bps). Although the bit error probability
in these two cases will generally differ since adaption continues
during data slots (except during the reference delay interval),
the BEP can be approximated in the single-slot—per-transient case
by applying the theoretical results, as will be shown. The
interfering signal in all tests was generated using a 70 FIHZ
+ 100 Hz c.w. source to simulate worst—case conditions for a given
input interfering signal power.

- I ‘The duration of the link or range pulses remained equal to one-
time slot. 
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- - It has been shown that the convergence properties of the LMS
algorithm are greatly affected by the initial weight vector., Of
the three initial weights considered in Chatper IV, the most-
appropriate, as applied to the experimental system being investi-
gated, are the zero Initial condition and the omnidirectional
initial condition, since the reference signal was derived via
waveform processing; that is, an ideal reference was not avail-

• able for performing an estimate of the desired signal DOA in the
present equipment. Consequently, the experimental tests focussed
on evaluating system performance when three of the four Initial
weights were set equal to zero and the fourth weight was non-zero.

The set of measurements shown in Figures 75 and 76
illustrate the dependence of the BEP on the reference signal
level for a fixed value of the Initial weight vector

wt(t0) 
a (5 + j 5, 0, 0, 0)

when both bit timing loops were enabled. The measurements therefore
reflect system performance when the SS/TDMA system was configured
for normal operation. The BEP was measured as a function of the
Input interfering signal power under the following conditions:

; P/ a 2 a O d B

• 60°/element

/ç.7.O7 mv p . . pa / P 5/ m a / ~~�5P 5
(a P~) 1 7.5 T5

where 
- -

C 0.82 macc — one time-slot interval .

The loop time constants under high—level interference conditions
were therefore given by

(~A1)
~1 a 7.1

(
~
j2)

~~
a 3O.4 T

(aP1)~ a (~P~r ’ .
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Figure 75--Performance of the experimental system versus the Input

interference-to-signal ratio for ‘j, 600. TOMA/adaptive
array system configured for normal operation in the LRF.
The initial array pattern was omnidirectional. Eb/NA ~10.9 dB when the desired signal-to-thermal noise ratio
(no Interference) at the bandpass limiter ’s input was
6 dB. Input desired signal voltage — 2.5 my rms; P~/a2
• 0 dB; C.W. interference frequency • 70 MHz + 100 Hz;
wt(t~) • (5 + iS, 0, 0, 0] volts ; reference signal
level — 97.2 my nns; output desired signal level during
reset — 25 my rms ; thermal noise bandwidth ~ 2 14Hz.
UAtP T — 0.5 for ~~~ — 21.1 dB.
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That is, the longest time constant was much greater than the
preamble interval. As was shown in section IV B, the longest
time constant can be elimi nated from the weight transient by
initializing the weights to zero. However , since this result
was derived under the assumption that weight jitter effects are
negligible , some caution must be exercised in applying the all
zero initial condition under high loop gain conditions. The
simulation results presented In Section 1 D show that relatively
poor performance is obtained when (1) the output desired signal
power Is smal l relative to its optimum value and (2) an ideal
reference signal is used to provide desired signal discrimination
(rather than an estimate of the DOA). This same behavior was also
noted in the experimental results . When the weights were
initialized to zero under the test conditions of Figures 75 and
76, the output desired signal level was about 20 dB smaller than
the reference signal level* at the beginning of the first data
slot (i.e., after the preamble adaption interval), and thus
20 dB less excess noise could be tolerated. Since the level of
excess noise caused by reference signal by Input Interfering
signal cross-terms Is approximately constant for a given value
of ~ t P1 regardless of the output desired signal power,
relatively poor performance was obtained when the weights were
initialized to zero. The obvious solution Is to increase the
magnitude of one of the initial weights so that the desired
signal has a higher level at the end of the preamble interval.
Of course, this cannot be done without increasing the Initial
error along eigenvectors orthogonal to the desired signal DOA ,
thereby reducing the output signal-to—noise ratio during the
transient. Moreover, the output SNR may not converge monotonic-
ally to its optimum value if the output desired signal power
exceeds its steady-state value at some point In the transient.
The selection of an initial weight vector therefore requires a
compromise between minimizing the effects of weight jitter under
high loop gain conditions and maximizing the output SNR during
weight transients. The experimental results in Figures 75 and
76 Illustrate this trade-off. During the reset interval , the
ratio of the output desired signal power to the reference signal
power was —11.8 dB in Figure fl and —8.3 dB in Figure 76. At
the end of a preamble adaption interva l , the output desired
signal 1eve1 was about 9.1 dl smaller than the reference signal
in the conditions of FIgure 75, whereas Its level was only about

‘The output desir ed signal power was also about 17 dB below its
optimimi value.

These va lues were determined theoretically under high-leve l
interfering signal conditions using a calculation technique
as In Equati on (409).,.. Although an accurate measureii*nt was
difficult to obtain due to the low output si gnal-to-noise
ratio , the actua l val ues appeared to be close to the
theoretical.
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0 6.8 dB smaller in Figure 76. A comparison of the two sets of BEP
measurements reveals that 3 dl more input interference power was
tolerated when the reference signal level was reduced from 97.2 my
rins to 68.5 my rue. FIgure 76 also Indicates that a further reduction
in the reference signal level (equivalent to an increase in the Initial
weight val ue) would not have significantly increased the tolerance to
higher level Interfering signals since ~~t Pi • 0.94 when Pj/P~ 

s 3t) dB -—
the region where abrupt failure begins to occur regardless of the de-
sired signal level .

The effect of a slower response to nulling of the interfering
signal is shown in both Figures 75 and 76 to cause an increase In
the measured BEP for lower values of Pj (and u~t P1). As an aid In
determining the reason for this behavior, the output signal-to-noise
ratio was calculated as a function of adaption time for each of the
conditions of FIgures 75 and 76; the results are given In FIgures 77
and 78 for a nu”iber of selected input interference to desired signal
ratios. The ab :.issa represents the actual adaption time normal i zed
to T~ and thus does not account for the reference delay Interval,
during which adaption was hal ted (except duri ng the preamble) in the
experimental system. Since the reference delay interval was
about one-quarter of a data bit, the resul ts in Figures 77 and 78
can be applied by appropriately scaling the abscissa. Using this
method, the output signal-to-noise ratio during the range pulse
is approximated by the signal—to—noise ratio of FIgures 77 and 78
in the Interval 1.75 T~ c t c 2.5 T~. Similarly, the output
signal-to-noise ratio during data slots (total of eight) is de-
termined using the Interval l~ < t c 7 l~. Because the output SNR
Is not constant during these Interval s, it is difficult to relate to
the SEP in a precise manner. However, the followi ng observations can
be made:

(1) The ms~sured SEP was highest for Pj/P5 ~ 22 dl) for
-6 dl ~ Pj/P5 ~ 6 dl because of a slow response to
null the interfering signal. The calculated output
Interference to desired signal ratio, shown in Figures
79 and 80 as a function of time (normalized to one
time slot interval ) for the test conditions in Figures
75 and 76, respectively. Illustrates this slow response
for several values of Pj/P5. FIgure 80, for example.
shows that the output interference to desired signal
ratio Is as high as -0.3 dl at the end of the preamble
interval when PJ/Ps • 6 dl, although the ratio decreases
rapidly as the adaption interval increases. This
result, together with the waveform processIng gain
meas~iremsnt in Figure 56, *ntlcatss that a high output
interference to desired signal ratio was a predominant
source of degradation. Al though the interference to
desired signal ratio is ini t ially high (-3 dl) for
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• 9 dB and t • T~, this ratio decreases rapidly
to~~ss than -10 dB within the first data slot interval ,and thus only a slight increase in the measured BEP (relative
to the Pj/P5 • 15 dB case, for example) resulted in this case.
The slower response for PJ/P5 equal to 6 dB, 3 dB, and 0 dB,
exhibited by both the output SNR in Figures 77 and 78 and the
Interference to desired signal ratio in Figures 79 and 80,
caused the measured BEP , which represents an average over the
interval T~ c 

~ < 7 T~, to increase. In order to show that an
excessive output interference to desired signal ratio was the
predominant source of degradation rather than limiter sup-
pression due to a low output signal to thermal noise ratio,
the BEP was measured under conditions identical to those in
Figure 76 except that the loop gain (II ) was doubled ; the SEP
data obtained for this case are shown In Figure 81. Since the
adaption rate is directly proportional to the loop gain ,
Figures 78 and 80 apply when the loop gain is doubled provided
the abscissa values in these figures are divi ded by two. The
BEP in Figure 76 is considerably higher than in Figure 81 when
Pj is comparable to 

~ because the array output desired-signa l• to interference ratio was Inadequate for t ‘ Is prior to
doubling the loop gain. This conclusion is in accord with the
result In Figure 75, which shows that the BEP is high when the
ratio approaches 0 dB. It should be noted that the average
SEP would have been significantly higher in Figure 76 -- up to at
most a factor of eight -- if only one data slot had been used to
convey date . The SEP would also have increased in Figure 81 but• to a much lesser extent since the output Interference to desired
signal ratio is less than -5.5 dB for this latter case when
t > Is.

(2) Better performance was obtained (for aat Pi small) in
Figure 75 compared to Figure 76 because the magnitude of
the magnitude of the Initial weight was smaller in the former
case. Note that Eb/No measured in the absence of inter-
ference and with the array continuously adapting is 1 dB
lower in Figure 75. This result is also in accord with the
calculated results of Figures 77-80. The reason for the
Improved performance is that the error Introduced by the
initial conditions in Figure 75 was smeller than in Figure 76
both initially and during the weight transient. For purposes
of compar ison, calculated values of the output SNR and the
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Figure 79--The output Interference to signal ratio versus the
normalized adaption time for several values of
Pj/P~ under the s~~ conditions as in Figure 75.

275

_ _ _  _ _ _  
_ I— —•— --— 

.:; 
If



p l.C 
______________ \ 3dB -~~\’~ -6d9
- OdB ~~~~~~~~- 9da—~4

a
I— —

-
_ _ _ _ _ _ _ _ _  ~~-3dB

-I - —348

• -a

o p —~- -4
IN P1 648
I.)
2
IN

~ O.I — lIdS

* -3dB
— .

9dB

0 
- 

1 o
‘I. I V.

-

I I I I L I L I I  i I i I I IL
0.1 1.0 100

NORMALIZED ADAPTION TIME
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P11/P5 under the same conditions as in Figure 76.
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interference to desired signal ratio are shown In
Figures 82 and 83 for the two cases w( t0) (0) and
wt(to) • ~ RX~, where $ was selectec~ so that the desired4 output signal level equalled the reference signal
level when the weights were initialized . The results
show that some improvement in performance (under
worst-case values of Pj/Pç) would be obtained by
initializing the weights to zero (assuming that the ef-
fects of weight jitter would be negligible). Initializing the
weights to the desired signal DOA , however, would have
resulted in significantly improved performance. More-
over, the output desired signal level is nearly as
large as the reference signal level in this case, so
that higher levels of excess noise could be tolerated

• during the transients.

Figure 81 also shows BEP measurements conducted with the error
between the reference signal end the transmit time bases set equal
to zero (RIL disabled). The comparative results indicate some
improvement in performance with the RTL disabled , although the
difference is small in terms of P i/Ps under high level interference
conditions. Under lower level interference condition (

~ t Pj << 1),
timing accuracy achieved by the RTL depended primarily on the signal-
to—noise ratio of the signal received (at the TDMA modem) during the
range tracking pulse. Since the prean~1e to the range trackingpulse was nearly two time-slots in duration, the signal-to-noise
ratio was higher during the range tracking pulse than during the
first data slot in Figures 75, 76, and 81. In particular, the
ratio of the NCS signal power and the range tracki ng signal power
at the bandpass limi ter’s output was less than approximately 3 dB,
which was wel l within the 6 dB range of the loss of lock algorithm.
Thus , no difficulties in acquiring or maintaining transmit time
base synchronization were encountered in the tests for ~~t P1 small.

The result in Figure 76 has shown that the adaptive array Is
capable of providing greater than 2P dB of Interference protection
for 

~ 
• 5~• when the interfering signal was c.w. and centered on

the desired signal carrier frequency. Based on the steady-state
measurements presented in section C, higher levels of Interference
could be effectively processed if the interfering signal is wider
band.4 Also, BEP performance would improve for larger values of
the angular separation parameter *. The theory predicts that
system performance degrades, however, as the angular separation
Is reduced. Suppose, for example, that the initial conditions
and the Input desired signal and thermal noise powers are the same
as in Figure 76, but the angular separation between the desired

_____________ ~~
-
~
-;

~~ 

-4

- . 
• The Interfering signal bandwidth must still be smaller than the

- - I  - i,f. ~nplifier bandwidths (10 MHz).
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and interfering signals is reduced to 30°/element. One effect of
the closer angular separation is to reduce the optimum output
signal-to—noise ratio by 4.3 dB when Pj/P5 Is large. A second
effect is to reduce the rate at which the desired signal power
converges to its optimum value. The third effect is to reduce
the output desired signal power under transient as well as steady-• state condi tions. These effects can combine to significantly
degrade system performance. In order to obtain performance
comparable to Figure 76 for * • 30° under high loop gain con-
ditions, the desired signal level at the end of the preamble
interval must be increased by about 4 dB and the input desired
signal to thermal noise ratio must be about 4.3 dB larger.
Assiuning the same input desired signal power as in Figure 76,
these requirements are satisfied If the magnitude of the initial
weight vector is increased 4 dl. and the element thermal
noise is decreased 4.3 dB, respectively. The calculated
response of the output SNR and the output desired signal to
interference ratio is shown In Figures 84 and 85 for * 

• 300
under these modified conditions. Comparing these resu lts wi th
Figures 78 and 80 shows that system performa nce for * • 30°
would be poor relati ve to the * • 60° case, even though the
element thermal noise power is 4.3 dB smaller. However, these
results also indicate that the BEP woul d be lower (assuming
a~t P1 small ) than the measured results in Flaure 76 if the
loop gain parameter a is increased by only a factor of two.
Moreover, the effects of excess noise on performance under
higher loop gain conditions would not be significantly different
during weight transients since the output desired signal power
is nearly as large in the * • 30° case as in the tests of
Figure 76. Therefore, based on the c.w. measurements of
Figure 76 and on the calculated results In Fiaures 78, 80,
84, and 85, it Is concluded that system performance for a
close angular separation of 30° per element would be comparable
or better than the measured performance in Figure 76 for

~ 24 dl if (1) the per element thermal noise power Is
4 3  dl smaller, (2) the magnitude of the Initial weight Is made
4 dl larger, and (3) the loop gain is increased by 3 dl. With
these system parameters fi xed, it is easil y shaw~% that better
performance would be obtained in all cases if * 30 or if
the input desired signal power isincr,ased, i.e., worst-case system
performance occurs at the closest angular separation and the
minimum input desired power.

The above results and discussions related to the interference
• rejection capabilities of the 55/TOM system may ap~sar inappropriatein that ABC can be used to eliminate slow response to a lower level
• interfering signal, thereby increasing the Pj/P5 by orders of mag-

nitude. This technique can indeed by used to improve system performance
provi ded only one interfering source is present in the envirorunent. The
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presence of two or more interfering sources , however, alters the
eigenvectors ~nd elgenvalues of the input covarience matrix.Depending on the relative magnitude and angular separation of

0~ the interfering sources, one of the elgenvalues can be small
relative to Alnax, yet large (or of the same order of magnitude)relative to the eigenvalue associated with beamfor,nl ng to the
desired signal . Obviously, response to this smaller eigenvalue
cannot be improved beyond a cçrtein point as determined by the
constraint a~t P1 ~ o~t ~~~ ~ 1. The effect of the longer

• time constant associated with this smaller eiaenvalue on
system performance is represented by performance obtained in
Figures 75, 76, and 81 for smaller values of Pj/P5 (In the range
—6 dB to 12 dB, for example). That system performance degraded
for -6 dB ~ Pj/°5 ~ 6 dl indicates that the possible presenceof a small eigenvalue (other than the eigenvalues associated
wi th beainforminq to desired signal and minimizina the output
thermal noise power) could not be Ignored in evaluatina overall
system performance.

In the present application, the sianal environment Is unknown
a priori. Consequently, it is unrealistic to assume that anuoptIma~

II initial weight can be used in all cases. One approach
would be to determine an initial weight which yields good perform-
ance for most expected signalina situations in a given apnlicatlon.
This could be rather tedious and perhaps impossible when the
array size is large and when the array is subjected to a large
number of interfering sources. A more feasible approach would be
to estimate the desired signal DOA and use the estimate to provide
desired signal discrimination within the feedback loop (see
Figure 6). The ratio of excess noise to the output desired signal
power could thus be eliminated from consideration, i.e., the
initial weights could be set to zero. The weights could also
be initialized to the desired signal DOA, which was shown in
Chapter IV and in Figures 84 and 85 to further improve the
convergence properties of the LMS algori thm. A subsystem for
performing the DOA estimate could readily be implemented in the
present system with only a moderate increase in circuit complexity
by applying a reference signal to the error signal leg of the
error by input signal multipliers and then averaging the error
multiplier ’s output (after it has been down—converting to baseband)
using an integrator or low—pass filter. This particular method
of obtaining the estimate has the added advantage that the effects
of non—ideal circuits and small phase errors within the error
multipliers and down-converters are compensated. The reference
signal could be generated autonomously within the satellite during
the preamble —- even during the pre-lockup phase. The results of
the analysis in Chapter V have shown that an adeouate estimate of
the DOA can be obtained in a relatively short interval of time
(relative to the convergence rate of the LI1S algorithm, for example)
when the interfering signals approximate zero-mean Gaussian
processes. It would appear that this estimate could be obtained
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rapidly in c.w. interference environments as well, althoughadditional studies would be required to confirm this. Thus ,only a portion of the preamble may be required to perform
the estimate, with the remaining portion used for adaption. Al ter-natively, an interval preceding the preamble could be allocated
for performing the estimate by utilizing a different PH code

• structure to distinguish the desired signal from other desired
signals. Estim ating the DOA has at least one additional advant-age. In system where it is appropriate to assume a constant
desired signal OOA, the OOA estimate can be used to provide
desired signal discrimination during data slots, thus eliminating
the need for a waveform processed reference signal and referencedelay compensation . In view of these cons ideration s , furtherstudies of the DOA esti mation technique are indicated.
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CHAPTER VII

• SUMMARY AND CONCLUSIONS

The purpose of this research was to determine the character-
istics and limitations of the transient response of adaptive arrays
in coded coninunicetions system applications. To this end, the• response of an adaptive array which employs the INS algorithm to
adjust the weighting coefficients was evaluated both analytically
and experImentally. An analysis of the convergence properties of
the direct matrix inversion algorithm was also performed in order
to establish a basis for comparing LMS algorithm response with the
response of an algorithm in which optimal adaptive processor para-
meters are directly computed.

In the analysis, loop parameters which result in maximizing the
convergence rate of the LMS algorithm in a stationary signal envir-
onment were determined. Maximizing the rate of convergence in a
stationary signal environment was shown to maximize the rate at
which the array can respond to a time-varying signal environment
(e.g., due to pulsed desired signals in a TDMA coninunications
system). Initial ly, an Idealized model of the INS algorithm was
analyzed under the assumption that the effects of jitter in the
array weighting coefficients may be neglected to a first order ap-
proximation. This assumption is valid when the loop response band-
width is much narrower than the input signal bandwidth . The rate
at which the weights converge to their optimum values was shown to
be proportional to the product of the loop gain constant and the
eigenvalues of the input covariance matrix. This implies that the
adaption interval required for the weights to converge Is long when
one or more of the eigenvalues is very small. The effect of this
show convergence rate on adaptive array performance can be mini-
mized by proper selection of the initial weights. Initializing the
weights to the desired signal direction of arrival vector was
shown to improve the output signal-to-noise ratio during transients
compared to performance when all the initial weights eKcept one were
set equal to zero (omnidirectional case). Some improvement was
also noted for the all zero initial condition. The next step in
the analysis consisted of modifying the idealized model to include
the effects of weight jitter. The effects of weight jitter on the -‘
steady-state performance of both the analog and digita l (sampled
data) approaches for implementing the INS algorithm were considered

• - in the analysis. Two approaches for distinguishing between the
desired signals and interfering signals —- using an ideal referencesignal or an accurate estimate of the desired signal direction of
arrival vector —- were also considered. The excess noise power atthe array output due to weight j itter was used as one measure of

_ _ _ _ _ _ _ _ _ _  
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0 performance. The excess noise power was shown to increase very
abruptly when the loop response bandwidth exceeds approxima tely
two-tenths of the input signal bandwidth in the analog INS algorithm
and approximatel y one—tenth in the digital INS algori thm. The loop
response bandwidth, which is approximatel y prop ortional to the pro-
duct of the loop gain constant a and the total input power P1, must

• not exceed these values for proper array operation . The upper
bound on a P1 implIes a constraint on the maximum ratio of input
interfering signal power to desired signal power which can be
effectively processed. Th. excess noise power due to weight jitter
was also shown to depend on the parameter T~ and the method used to
distinguish the desired signal from undesired signals (see Equations
(139), (158), and (206)). The parameter T~ represents the optimumoutput signal-to—noise ratio which can be achieved with an adaptive
array In a given signal environment, and therefore reflects the
dependence of the excess noise power on the input signal levels,
their relative angles of arrival, and the array geometry.

It was shown by analysis that weight jitter in the digital INS
algorithm does not significantly Increase random fluctua ti ons of
the desired signal phase In most cases of interest: thus, an accu-
rate estimate of the carrier phase required in coherent detection,
e.g. , PSK detection, can be obtained when the weights are near their
steady—stat, solution s. Some caution must be exercised , however,
in extrapolati ng this result to array transient conditi ons. In this
case, it may not be possible to acquire and/or mainta in carrier
phase tracki ng at all , since the output desired signal can undergo
radical phase and pl itude flucutations during weight transients .
It Is partly for this reason that differential (DPSK) detection and
envelop , detection techniques, such as those employed in the proto-
type TCN*Jadaptlve array system for detecti ng data and establis hing
time base synchronization , are recomended in adapti ve array appli-
cations. An expression Indicating the effects of weight j itter on
the performance of a PSK detector (with the weights near thei r
steady—stats solutions ) was derived for the case of the digital INS
algori thm. The results indicated that Increasing the ratio of the
code rats to the data rate (spectr um—spreading factor ) by Increasing
the cod. rat. permitted an increased rate of conver gence and also
reduced the level of degradation due to weight ji tter . This result
was shown to apply as wel l to diffe rential detection if appro priate
(reasonable) conditi ons are satisfied .

• In co unlcatlons syStems , desired signal characteristics (e.g. ,
an ideal reference sig nal) are generally presumed kn~~u a or iorl
wi thout assuming prior_knowledge of the angle-of-arrival. In some
cases of Interest, hoimvar, it was shown that the performance ob-
tained with the INS algorithm can be improved If an accurate estimate
of the desired signal direction of arrival vect or, rather than an
ideal reference_signal , is used within the feedback loop to dis-
criminats between desired and undesired signals. A procedure for
esti mati ng the desired signal direction of arriva l vector, based on

I
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a maximum likllhood principle, was investigated anaIyt~caIIy Unoerthe assumption that an ideal reference signal is availabl e at the
array processor. The results showed that an adequate estimate can
be obtained within a time interval which is short compared to the
adaption time required for INS algorithm convergence. Therefore,
with a small percentage increase in processing time, the desired
signal direction of arrival vector can be estimated and used to
initialize the weights and/or provide desired signal discrimination
within the feedback loop, thereby improving adaptive array perform-
ance.

A procedure for estimating the input signal convariance matrix
was also studied. This estimate, together with the estimate of the
desired signal direction of arrival vector, formed a basis for im-
plementing the direct matrix Inversion algorithm mentioned previous-
ly. The direct matrix Inversion algorithm differs from the INS
algorithm in that the array weights are computed directly from these
estimates. The analysis of the convergence properties of the direct
matrix inversion algorithm therefore represented a problem In esti-
mation rather than feedback control theory. The rate at which the
output signal-to—noise ratio converges to its optImum value was
found to depend on the parameter T0, but does not depend explicitly
on the eigenvalues of the covarlance matrix as in the case of the
INS-algorithm. A comparison with the INS algorithm showed that the
direct matr ix inversion algorithm generally converges much more
rapidly, particularly when the spread in eigenvalues is large (I.e.,
when high-level interfering signals are incident on the array).

• However, the higher convergence rate afforded in theory by the direct
• matrix Inversion algorithm Is difficult If not impossible to achieve

in practice since the required digital computer speeds are beyond
present technological capabilities in all but very narrowband, small
array size applications. In particular, the INS algorithm imple-
inentation described herein (Chapter IV) can achieve much higher
rates of response In practice than could have been achieved with
the direct matrix inversion algorithm. The INS algorithm has addi-
tional advantages in that it is relatively simple to implement and
it tends to compensate for circuit imperfections (refer to the anal-
ysis of the effects of circuit imperfections on INS algorithm per-
fonnance presented in Chapter VI-C). Nonetheless applications of
the ~est1mati on” algorithms are expected to broaden with increased
computer speeds, lower cost circui t components , and the further
development of algorithms which sol ve some of the difficulties en-
countered when implementi ng the di rec t matrix Inversion algorithm
(e.g. , the recursive algorithms (34)).

Experimental tests were conducted to eva luate the accuracy of
the approxImate analytI cal results and to demonstra te more conclu-
sive ly that adaptive arrays can be utilized to sup press undesired
signals In coded coununications systems and IDMA conenunications

• 
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systems in particular. The experimental system consisted of a four
element IF Implementation of an adaptIve array and a processor slimi-
lating a hard-limiting satellite repeater. This adaptive array/
satellite simulator, together with the prototype TOMA modem, was
used to simu late a TOMA/adaptive array satellite caninunication system.
To achieve the real-time adaption rates required, the analog INS
algorithm was employed. The reference signal was generated by
waveform-processing the array output signal, which permitted array
adaption to occur simultaneously with data reception.

Initial experimental tests were condu cted with continuous received
signa ls (i.e., the signals received at the array processor had con-
stant power levels) and with the weights near their steady-state
solutions. Among the results presented, it was shown that the
experImental adaptive array sup presses a c .w. interferi ng signal
43 dB larger than the desired signal by more than 70 dB and slmul-
taneously forms a beam on a properly-coded, properly-timed desired
signal. An analysis Indicated that a maximum Interference to signal
ratio of up to 60 dB could be acconinodated with the present equip-
ment by an appropriate choice of loop parameters. Performance of
the system was further evaluated by conducting bit error probability
(BEP) measurements on the differential detector contained within the
TDMA modem. The experimental performance was shown to agree closely
with the corresponding analytical results when the effects of con-
tro l loop noise were negligible. A large increa se in the measured
BEP occurred with high—level , wideband (‘~. 10 t lz) interference as a
result of mismatched bandpass characteristics of the IF amplifiers
preceding each weight control. Basically, this degradation occurred
because the interferIng signal could not be adequately nulled over
its full bandwidth by simply forming a linear combination of the
Input signals. Performance under wideband interference conditions
could be greatly improved if a reasonable attempt is made to match
the IF bandpass characte ristics. Thi s is an area recomnended f or
future stud y. Additional experiments were conducted to evaluate
the eff ects of control loop noise on system performance wit h the
weights near their steady-sta te val ues . It was shown that the
analyt ical results can be used to establis h an upper bound on the
level of degradation ciused by weight .j ltter when the interfering
sig nal Is c.w. or wldeband.

Finally , SEP measurements were conducted under condition s simu —
lating the TOMA, pulsed, desired-signal for mat. In order to allow
for adaption prior to the trans mission of data , each desired signal
pulse transmitted from a TOIV modem contained a preamble of one

5 time-slot duration In which a known code was transmi tted . Adaption
was initiated at the beginning of the preamble and continued during
the transmissIon of data . With an ini ti ally omnidIrectional pattern,
It was shown that time base synchronization cou ld be successfull y
es tabl ished and an acceptable bit error probabilit y obtained even
when the level of a c.w. interfering signal centered on the desired
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signal carrier frequency exceeded tF~e i~put signal power by 30 dB.Higher levels of Interference could have been effective))’ suppressed
if (1) the preamble adaption interval were increased, (2) the code
rate were increased, (3) the Input desired signal-to-thermal noise
were higher, and/or (4) a more favorable initial pattern were
selected. The level of suppression was also shown to depend on the
angular separation between the desired signal and the Interfering
signal.

In view of the fact that both the analytical and experimental
results indicated high levels of excess noise due to weight
jitter when the loop bandwidth approached one- or two-tenths
of the input signal bandwidth, an additional subsystem may be
required to control the loop parameters. Utilizing AGC at each
antenna element was proposed as a method for controlling the
loop bandwidth which Is relatively easy to implement.

It is concluded that an adaptive array can provide a significant
capability for suppressing undesired signals In coded coninunlcations
systems in general and TDMA systems in particular, and that the
analytical and experimental results presented in this study can be
used to desi gn such sys tems .

I
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APPENDIX I

Each term In Equation (118) Is eva luated In this appendix
using the properties of complex Gaussian processes . From
Equation (102), the fi rst term in Equation (118) may be wrltten*

E(R~J R6~]— E (b~ ?~~~J J?I2 Nj~ (1-1)

The last ste p fol lows from the assumption that the complex
envelope of r(t) (and s(t)] Is constant. The procedure for
evaluating the second term in Equation (118) is much more In-
volved. Before proceeding, it will be convenient to express , -

•

in the for.

,(t) a ~,(t) r(t ) — (1-2)

• ~~(t) + It) ~ (t) + ~(t)]t - N -
• ~(t) ~

t(t) + ~(t) ~~(t) + ~(t) r(t) - ‘4

The last step follows from the relation j (t) r(t) — 1~~’~ The
jth component of the vector $ p l  y~is giv en by

(,P
~”

y
~3j  ~ •~i 

(P 1y~ij (1—3)

P -l• £ £ •a1 (P 
~ik ’k1.1 kal ~ A

Thus , the second term in EquatIon (118) is exp ressed as

‘The explicit time dependence of variables will be omitted from
the notation except when It is required for clari ty .
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E {(~P~ y)(,P ly )tJ (1-4)

• E 

~~
i
~
l

m 
kL ui ~~~~ik 

~
kA ! fL P9f

I I I I (E 
~~ ft~~ ~~~~ik (P) 

~f—l gzl i~l k—l g

E(y

~ 

y )

The last step follows from the Indepe ndence of the proc esses •and y
~ 
at the sampling instants. The cross-correlation of the

jith component of •(t) and the ftth component of ,(t) Is given
by

E 
~~ 

•f~
) • E {(~J ~~ + + - M~1) (1-5)

• (
~f U~ + Sf U

~ 
+ Uf 

- NfL])

From the assumption that the input signals are uncorrelated, and
using the properties of zero-mean Gaussian processes (Equation
(11)], EquatIon (1-5) reduces to

~~~ •f~] Mfi K
~ 

+ NiL Sf 4 • (1—6)

Substituting Equation (1-6) Into Equation (1-4) yields

C £ {(~P 1y~)1 (,P~ y~)~} ( I - i )

— E P N ~-l ~~~ + Nj~ 
E {y~ P s 1

1P l y )

Using the same procedure , the third term In Equation (118)
becomes
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£ ((. w0~t
)j  (• wopt)~

} a ~~~ w
~~t 

N Wopt (1-8)

+ Mjt w
~pt ~ .!

t wopt

The steps used to evauate the fourth term in Equation (118) are
as follows:

E( R
~j 

(
~ w0~t

)’ } — E 1L RAJ •it wi (1-9)

• ~ 
:~ 

t~ + + - M
j~~ ]

• I E(M rt s4 wi )
1.1 ‘ ‘opt

~ 
M~t (R xd)~ w1

— 
h’Nj& R

~d w
~pt

Similar ly,

£ ( C  
~‘opt~j 

RI)  a ~~~ Rxd 
(1-10)

Substituti ng Equation (1—1 ) and Equations (1—6)-Cl-b ) Into
Equation (118) yIelds the final result
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APPENDIX II

This appendix defines the expression N 112, where H is an
mxm, positi ve definite , Hermitian matrIx. Let P’ represent the
unitary transfonnatlon which diegonalizes N; i.e.,

P’ N P’~~ — A’ (11—1 )

P N 1 P~~ • A ’ 1

The diagonal elements of A ’1 are real and non-negative. Therefore,
the square root of each element is defined. If AZ • A ’ 1 , then
a solution for the matrix A is given by

A — A ’ 1’2 (11—2)

where A’ 1”2 is a diagonal matrix with the square root of the dc-
ment of A ’ ’  as its elements. Define N-l i2 as

• P’~~ A ’1’12 P’ . (11—3)

It follow s that

~—1/2t 
a P( 1

~’2 (11-4)

and that

1(l/2t ,( 1’2 M~
l# 2  

N 112 
a P’~ A ” '1’2 P’ P” A ’~~

’2 P’

• P” ' ’ A ” '” 2 A’ ’1’2 P’ • P’~ A ’ ’1 P’ a N~~. (11—5)
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The following specifications apply to the configuration of Fig. 20when the 30 MHz gain adjustable aiplifier is set to within one dB ofina~imum gain. All voltages are nis values unless otherwise noted,
fleasureient

Parame ters Point Value Units
(ACH lU-PHASE OR QUADRATURE WEIGHT LOOP

Piaxiruan recamnended input sipnab level A 651) nv. p-p
• Two-tone third-order internodubation

Intercept; IIeight • 5 v A 10 dBn
Anbient noise referred to Input 6(LU. — 10 PVIz) Sx lO v olts
Stable Input signal bandwlth A 13.5
Gain; weight • 1 v A to C 1.7 volts/volt
Gain I weight — 1 v A to B 12.5 d,c

(vo~ts,
Feedback d.c. voltage 421 ~volts2 ,‘~v p—p input, 200 my p-p output A,C
d.c. voltage drift 8 15 uV/C°
Baseband qain Bto J 6 1HRF 6.4x105 (seci 1LRF 8.OxlO (sec )
Looo oem constan t (ci) B tO B

HPF 8.OxlO (sec )~~(vo i ts ) ” 2LI’! LOx1C (secY (vcl)ts)
lielqht tine constant I 600 r’v p-p Input J 7HRF 2.BxlO’ (s.cLRF 

~~ 2.2xl0~ (sec )I
Ratio of maximij’~ output to minIriun C 32 dB
output versus weight control voltage(300 my p—p c.w . sIgnal applied at A)

Range of weigh t voltages J tl~ d.c. volts
Range of reset valt qes J *5 d.c. volts
Minimum pulse durati on required to reset J,N

h F  2 wsecLRF 20 sec
17
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Transition tIre to hold weights J 1 ~sec
Transition tire to shut off error
feedback E 200 nsec
Transition tine to shut off reference
signal D 200 nsec

• MAXIIIUII OUTP(IT VOLTAGE, no linitina
in control loop (600 nv p-p slnnal
apnl-ied at A, reference level • 0 v). C 0.6 volts p-p

E~~ T (FO~IP. lU—PHASE PILlS FOUR QUAORATUREJ HEIGHTS Ill LOOP
ininun loop tine constant J(with 600 my p-p Input at A)
HRF 68 nsecLRF 550 nsec

Ratio of maxinur output to
rininun output (600 v’iv p-p
c.w. signal appli ed at A) C ‘70 dB
Minirun input desired signal level
r(•quired to obtain 200 my p-p output A 3 my p—p

~inir~un input signal level required
for tine constant of one tine slot A 17.2 nv p-p

~~~ siqnal level required for
tr -.e constant of one code chip A 207 my p-p

“~axinur linear output c 3.5 volts p-~¶ t~axinurn stable loop bandwidth 2 MHz
1~P.F

Code rate 1.4016 P1bps
~ata rate 87.6 Kbpsline-slot len9th 103 ~usec

L’F
Code rate 175.2 ~~~Mta rate 10.95 KpbsTine-slot length 

• 
- 0.43 a s.c
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REFERENCE NETWOR K
Piaxinum output 0 350 my p-p

• Minimum input, limiting C 10 my p-o

I Processing fi lters Double tuned bandpass

H R F 6 d B baflduidth 240 (Hz

Envelope delay (HRF) C to 0 2.5 “sec

Processing gain to 70 P1Hz
- c.w. interfering signal (HRF) C to D B dB

LR F6dB bafldw ldth 28 I($z

- 

Envelope delay (LRF) C to I) 20 i.sec
I 

P~~ ess1 ng gain to 70 11Hz
c.w. interferinq signal (IRE) C to D 8.3 dB

- p -• ,
~~~ 
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