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algorithm 1is also investigated analytically to compare LMS algorithm response
with the response obtained when estimstes of the input signal parameters re-
qQuired to implement an optimal array processor are used in s direct manner to
calculate the adaptive array weights. ike some results presented previously
in the litersture, the results ptclcu!:En:Qrcin take into account the effects
of the desired signal present at the array input on the array weighting coeffi-
cients in sddition to the presence of undesired signals. Both the analog and
digital approaches for implementing the LMS algorithm, using either an ideal
reférence signal or desired signal direction of arrival information to distin-
guish desired from undesired signals, are considered in the analysis. Expres-
sions for the mean and variance of the weights and measures of the effects of
weight jitter, caused by control loop noise, are developed. Factors shown to
influence the transient and steady-state performance obtained with the LMS
algorithm include the input signal bandwidth, the factor by which the desired
signal spectrum is spread by a deterministic code prior to transmission, the
eigenvalues of the input signal covariance matrix, the control loop bandwidth,
the initial weights, and the method used to distinguish desired from the unde-
sired signals. An analysis shows that the desired signal direction of arrival
vector can be estimated by & priori knowledge of the desired signal character-
istics (e.g., an ideal reference signal), and that this estimate can be obtaine
in an interval of time which is short compared to the adaption interval require
for LMS algorithm convergence.

-

Experimental tests were conducted to evaluate the accuracy of analytical result&
and to demonstrate more conclusively that adaptive arrays can be utilized to
suppress undesired signals in practical TDMA systems. The experimental system
consists of a four-element IF implementation of an adaptive array processor
and other equipments which simulste a hard-limiting satellite repeater. This
satellite simulator, together with prototype TDMA modems developed previously,
simulate an adaptive array/TDMA satellite communications system. The analog
LMS algorithm implementation is used to adjust the array weighting coefficients
in this system. The reference signal required to implement the LMS algorithm
is generated by waveform-processing the arrsy output signal. This approach
permits adaption to be performed simultaneous with the transmission of data.
Experimental results and corresponding analytical results are in good agree-
ment for low levels of control loop noise. The analytical results are shown
to provide a useful upper bound on the performance degradation of the experi-
mental system due to control loop noise under a wide variety of input signal
conditions.
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GLOSSARY OF FREQUENTLY-USED
NOTATIONS AND ABBREVIATIONS

Mathematical Notations

x(t)
x(t)
x(t)
Lix(t)}
X

xj or (x)4
X

x*

xt

<Xy

(x,y)

X
T}f or [X];

TRX
x-1
g covea
Ex or x
var{x}

a real-valued function of time

derivative of x(t) with respect to time

complex envelope of x(t) with respect to a specified frequency
unilateral Laplace transform of x(t)

a column vector having real or complex-valued elements which
are either constants or functions of time

element in the 1th row of vector x

magnitude of vector x

complex conjugate of vector x

adjoint (transpose of the complex conjugate) of vector X
inner product of vectors x and y: £ X3¥4

x'Zy: a scalar product of vectors x and y with respect

to specified matrix Z

a square matrix of real or complex-valued elements
element in the ith row and j column of matrix X

aeterminant of matrix X

adjoint (transpose of the complex conjugate) of matrix X

trace (sum of elements Xij) of matrix X

inverse of matrix X

expectation operator

mean value of random variable x

variance of random variable x

Parameter Representations

= >
P

P 90 ool @

m
o

a matrix defined by Equation (177)

unit direction of arrival vector associated with the
ith signal incident on the array

spectral width associated with the composite signals
processed in Hertz

a vector defined by Equatfon (111)

a vector defined implicitly by Equation (116)

a real-valued constant defined by Equation (134)

a vector defined by Equation (294)

where . represents b,e,r.f., or w: delay vectors
defined by Equation (346)

vector representation of the location of the kth array
element in three dimensions

energy contained in a digital communication signal over a

signaling interval (energy per bit)

xv




CONTINUATION OF GLOSSARY

an eigenvector associated with covariance matrix Ky
(see Equation (77)

kth eigenvector associated with covariance matrix Ky
unit matrix

J=1: the imaginary unit

covariance matrix associated with the composite signals

processed (see Equation (22))

number of sampling instants associated with the implementation

of direct matrix inversion algorithms

covariance matrix associated with the undesired (interference

plus thermal noise) signals processed (see Equation (22))

number of elements in the array

power in the composite undesired signal present at the array

output; also represents the single sided power spectral density

of a noise process in the composite notation Ep/No

the unitary transformation matrix associated with covariance

matrix Kx

bit error probability

power in each of the composite signals xk(t)

mPe: total power in the composite signals xk(t)

power associated with signal g4(t) incident on the array

interference to desired signal power ratio for the case where

a single interfering signal and a single desired signal are

incident on the array

total power in the undesired signals uk(t) (see Equation (25))

mP¢: total power in the desired signals sk(t)

power in each desired signal si(t)

total power in the array output signal y(t)

number of signals incident on the array -- including one

desired signal

cross-correlation vector associated with the reference

and input signals (see Equation (44)

a vector defined by Equation (59)

an autocorrelation function or a normalized autocorrelation

function

the array reference signal

complex envelope of the array reference signal

power in the desired signal component of array output signal y(t)

desired signal to composite undesired-signal power ratio

assocfated with array output signal yv(t): So/No

desired signal observable at the origin of the coordinate frame

in which the locations of the array elements are specified

gomplex envelope of s(t)

s(t) vi where vy is the direction delay vector associated with
desired signal

v
optiiﬁu array output desired-signal to composite undesired-
signal power ratio

xvi




CONTINUATION OF GLOSSARY

t time
? ti ith sampling instant

ug(t) composite undesired signal (equivalently) present at the

i output of the kth array element -- including thermal noise

uk(t) complex envelope of uk(t)

g}t) vector with components uk(t), k = 1,2,...,m

v wave propagation velocity associated with the medium in
which the array is immersed

vi direction delay vector associated with the ith signal incident
on the array (see Equation (19))

W orw m-dimensional complex-element weight vector

wi or wi 1th complex component of weight vector w
W, Wopt»
Egptdr ao optimum weight vector

W R s

]

; xk(t) composite signal (equivalently) present at the output of
; & the kth array element
i §?(t) complex envelope of xk(t)
1 x(t) vector with components Xk(t), k=1,2,...,m
£ yorys Pw
B yi or yi projection of weight vector w on the ith eigenvector

Yy ory .

Pz
zorz W - %2‘: difference between the actual weight vector, w,
and the optimum weight vector, wopt
Fg adaptive feedback control loop

a gain constant associated with ¢

B. where . represents several integers: real or complex-valued
constants

lit the array output signal

y(t complex envelope of the array output signal

at time elapsed between successive sampling instants

sk(t) thermal noise equivalently present at the output of the
kth array element

g?(t) complex envelope of &k(t)

3(t) vector with components 3k(t), k=1,2,...,m

3 elapsed time divided by the smallest response time constant
associated with the response of the adaptive feedback
control loop

A PKxP-1: dfiagonal matrix associated with Ky

A an efgenvalue associated with covariance matrix Ky

A eigenvalue associated with covariance matrix Kx and
eigenvector %’

gq(t) ith signal observable at the origin of the coordinate frame

in which the locations of the array elements are specified

2i(€) complex envelope of £4(t)
p signal to noise power ratio associated with array output

signal v(t)
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CONTINUATION OF GLOSSARY

standard deviation of noises ¥, k=1,2,...,m

delay, time lag, or time constant

matrix defined by Equation (102)
desired-signaI/undesired-s1gnal electrical-separation
parameter; see page 175

desired signal carrier frequency in radians per second

adaptive array

analog least-mean-square
adaptive spatial processor
bit error probability
continuous wave

digital least-mean-square
direct matrix inversion
direction of arrival
differential phase shift keying
desired signal

higher rate format
least-mean-square

local oscillator

lower rate format

least upper bound

maximum 1ikel{ihood

minimum mean square error
mean square error

network clock signal
pseudo-noise

range tracking loop
sampled-data delay-lock Toop
signal to noise ratio
satellite simulator

time division multiple access
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CHAPTER I
INTRODUCTION

Adaptive antenna arrays are currently the subject of extensive in-
vestigation for radar and coomunications systems applications. The
interest in this area stems from the fact that an adaptive array auto-
matically establishes pattern nulls in directions from which undesired
signals are received and provides gain to the desired signal, An
adaptive array therefore offers the cabability of improving system per-
formance by enhancing the ability to acquire and track desired signals,
even when the undesired signal sources have much higher levels relative
to the desired signal. This latter capability is one of the fundamental
advantages of adaptive arrays compared to conventional waveform proces-
sing techniques which generally require a large spectrum spreading
factor to obtain comparable levels of undesired signal suppression.

An adaptive array is an array of antenna elements followed by an
adaptive processor. An adaptive processor functions to combine the
element outputs to optimize the output signal according to an appro-
priate performance criterion. Early work in the area of adaptive arrays
considered adaptive processing as an optimal control problem, Widrow,
et al. [1], presented the basic feedback algorithms which seek to
minimize the mean square error between the array output signal and the
desired signal. Applebaum [2] developed the control law theory of
side-1obe cancellers using maximization of the output signal-to-noise
ratio as a performance criterion. The theory of adaptive arrays has
since been developed to satisfy the requirements of radar and communi-
cations system applications. In radar applications, the desired signal
direction of arrival is generally presumed known a priori. This
a priori knowledge is utilized to Steer the main béam on the desired
signal while rejecting all other signals. Griffiths [3] presented a

modificatign to Widrow's leas? mean square ( ‘ algori m which
can be applied to the known direction of arrival case. Brennan,
’

et al. [4], developed first order approximations to the effects

of noise in the control loops assuming the presence of the desired
signal does not contribute significantly to the weight solutions. This
assumption was also employed by Reed, et al. [6], in an analysis which
showed that an adaptive processor which is calculated directly from a
sample covariance matrix of the input signals converges rapidly to an
optimum processor in an arbitrary signal environment. Other results
related to the radar applications can be found in [7,8,9]. In com-
munications systems, the application addressed herein, an adaptive

o
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array must generally be implemented without a priori knowledge of the
desired signal direction of arrival since sources of desired signal
are located at unknown positions. An overview of various techniques
which can be used to distinguish between desired and undesired signal
sources in the unknown direction of arrival case was presented by
Baird, et al. [10]. The choice of a technique tends to be dictated

by the specific comunications application. The power inversion
techniques [e.g., 11], which rely on very rapid nulling of high-level
interfering signals characteristic to the feedback algorithms, have
shown promise where little or no a priori information regarding the
desired signal waveform is available, e.g., during a prelockup phase
before code timing has been established in a coded communications
channel, One problem with this approach is that the adaptive processor
gradually forms a null on the desired signal. Nulling of the desired
signal was prevented in Widrow's algorithm by subtracting the desired
signal, which was assumed known, from the array output and then using
the result as the error signal in the feedback loop. Using Widrow's
basic algorithm, Riegler and Comption [12] showed that nulling of the
desired signal can also be prevented if a reference signal which
adequately resembles the desired signal is subtracted from the array
output to form the error feedback signal. Huff [13] and Reinhard
[14,15] extended this idea to a coded communications application. The
basic feasibility of using a delay-lock loop to establish initial code
timing under high-level interfering signal conditions has also been
demonstrated [16]. Koleszar [17] developed techniques for determining
the statistics and spectral characteristics of the adaptive array
weights when the desired signal is corrupted by additive random noise
and Widrow [5] derived a first order approximation for the mean-
square error between the desired signal and the array output due to
control loop noise.

The purpose of this research was to generalize previous work to
coded communication system applications where the desired signals
received at the array are pulsed. A time division multiple access
(TDMA) communications system is an example of one such application.
The effectiveness of utilizing an adaptive array to improve the
signal-to-noise ratio in such a system is highly dependent upon the
ability to rapidly form a beam on the pulsed desired signal. Since
interfering signals could be pulsed, the pattern nulls should also be
formed as rapidly as possible in order to minimize loss of data.
Consequently, a major portion of this study was devoted to investi-
gating, both analytically and experimentally, the transient response
characteristics of adaptive arrays.

A brief description of the TDMA system concept, followed by an
overview of factors to be considered in selecting a specific approach
to implementing a TDMA/adaptive array system, are presented in
Chapter 1I. In Chapter 111, the complex envelope representation of
the input signals and :g:ropriltn performance measures are formulated.

timal solutions for adaptive processor are then presented. In
Chapter IV, the ideal transient and steady-state performance of
digital and analog models of the LMS algorithm and the modified
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(Griffith's) LMS algorithm are reviewed. The relationship between
initial weights and loop convergence is also discussed. Then, the
effects of control loop noise on the array output signal and on
coherent detection of that signal are examined in detail. The

analysis represents an extension of the work by Brennan, et al. [4],

to the coded communications application in which the presence of the
desired signal cannot be neglected and the desired signal direction

of arrival may or may not be assumed known a priori. Second order

1 effects of control loop noise are also taken Enfo account., The
analysis differs from the research conducted by Koleszar [17] in that
the effects of loop noise on the array output signal are determined
under high-level input interfering signal conditions. The results of
this analysis will serve as a basis for determining an upper limit on
the rate of convergence of the LMS algorithm, The transient response
of the LMS algorithm is compared with the response of the direct matrix
inversion technique in Chapter V. An analysis of a technique for
estimating the desired signal direction of arrival vector assuming an
ideal reference signal is then presented. One purpose of this analysis
was to determine the length of averaging time required to obtain an
adequate estimate of the direction of arrival vector for use in
initializing or modifying the LMS algorithm, thereby improving adaptive
i array performance. The experimental performance of a TDMA/adaptive

g processor system, implemented using the LMS algorithm, is described in
: Chapter VI. The adaptive processor employs waveform processing to
generate the reference signal. Experimental measurements of data bit
errors which occurred upon detecting a bandpass limited adaptive array
output signal plus additive noise in a differential (DPSK) detector are
presented., These data were obtained under steady-state, transient,
and high control loop noise conditions with c.w., moderate bandwidth,
and wide bandwidth interfering signals successively applied to the
adaptive array inputs. The experimental results are compared, where
appropriate, with the analytical results derived in Chapter IV. A
summary and conclusions are given in Chapter VII.
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CHAPTER 11
TDMA - ADAPTIVE ARRAY DESIGN OBJECTIVES )

A. Introduction

Abbreviated descriptions of the TDMA signaling concept [18,19]
and the prototype TDMA modems used in performing the experiments
described in Chapter VI are presented in the following two sub-
sections. These descriptions are followed by an overview of the
factors considered in selecting a specific approach to implement-
ing a jointly og:rat1ona1 TDMA/adaptiv2 array satellite communica-
tions system. e reports cited contain detailed descriptions of
the TDMA and adaptive array investigations completed previously.
Most of the discussions presented in this chapter were documented
previously in [20].

B. The TDMA Signaling Concept

In TDMA satellite communication systems, the time continuum
is divided into non-overlapping intervals or slots, each of which
is (normally) allocated for the relaying of signal from no more
than one terminal at a time, The slots are normally defined with
respect to the time base of a si?na1 present on the satellite down-
link designated as the network clock signal (NCS). At each user
terminal, the time base of a locally-generated signal (clock) is
aligned with the time base of the received NCS to establish a local
receive clock. In turn, a transmit clock is timed so that pulses
transmitted by the terminal during intervals identified from the
transmit clock occupy assigned time slots on arriving at the
satellite, Normally, the information needed to maintain proper
transmitter time is obtained by estimating the error in arrival
time of pulses transmitted by the terminal as they are received on ,
the down-1ink relative to the local receive clock. s

|
The TDMA techniques developed at The Ohio State University ,
rol{ on the use of two coupled sampled-data delay-lock loops at ,
each user terminal to maintain the desired timina relationships Y
between the transmit and receive clock signals and the NCS. ;
Baseband waveforms having appropriate correlation properties,
e.g., pseudo-noise (PN) codes, are impressed as digital phase
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modulation on each pulse processed by the loops. Properly designed,
the synchronizing loops will maintain the transmit and receive
timing errors at values which are small relative to the duration
of the symbols which comprise the modulation waveforms. Consequ-
ently, a single local receive clock can be used at a terminal to
time the demodulation of all data carrying pulses present on the
down-1ink to that terminal. Moreover, a single clock signal can
be employed within the satellite to generate signals which are
synchronized with respect to the received signals. This latter
clock signal can be generated autonomously within the satellite

if the NCS is generated in synchronism with it by a satellite-
borne subsystem. As should become evident subsequently, a
satellite-borne adaptive array which sequentially forms main beams
in directions from which desired, pulsed-envelope signals are
received and nulls in directions from which undesired signals are
received can be implemented with relative ease if the system
design is based on the autonomous generation of a single clock
signal within the satellite,

C. Abbreviated Description of the
Em§o§2§e Iﬂ Egems

The four prototype TDMA modems which were implemented to
demonstrate the practical feasibility of the TDMA technique
developed previously can be configured to establish either a
lower-rate format (LRF) or a higher-rate format (HRF) as shown
in Figure 1. To utilize the LRF, the received signal power to
single-sided noise density ratio (Pn/N,) associated with the
smallest terminal in the network must equal or exceed 51 dB, and the
satellite channel must have a bandwidth of approximately 500 KHz.
The respective values for the HRF are 60 dB and 4 MHz, Each
prototype modem can simultaneously accommodate an I/0 device
which operates asynchronously at an average data rate of 75 bps,
e.g., a teleprinter, and a device which operates synchronously
at a 2400 bps average data rate, e.g., a vocoder. When the
modems are configured to establish the HRF, data are transmitted
at an instantaneous rate of 87.6 Kbps, Pseudo-noise (PN) codes
are employed to spread the signal spectrum by a factor of sixteen
to provide a moderate amount of protection against multipath and
interference. In the LRF mode, the data are conveyed at an
instantaneous rate of either 10,95 Kbps or 87,6 Kbps; the corre-
sponding spectrum spreading factors are sixteen and two, respec-
tively. The modems can be configured in either a two-phase mode
wherein each signal pulse is bi-phase modulated by a PN code to
effect spectrum spreading or a four-phase mode wherein a pair of
PN codes is employed to quadraphase modulate each signal pulse.
Data are always conveyed via antipodal, differential phase shift
keying, and each modem is equipped with a single differential
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Figure 1. The TDMA modem signaling formats.




detector which is utilized to detect multiple signals in time
sequence. Eight data symbols are transmitted in each time slot
utilized to convey data except when operation in the LRF is enabled
and data are being conveyed at an 87.6 Kbps rate. When the
exception applies, sixty-four data bits are transmitted in each
data slot. The first signaling interval within each slot which
conveys data is allocated to the transmission of a one-bit
"preamble" which is processed intrinsically within the differential
detector to establish the reference "vector" needd to detect the
first data symbol conveyed in the slot.

Essentially one-fourth of the TDMA signaling format is allo-
cated for use in performing "overhead" functions; the remainder of
the format is normally allocated to the user terminals in real time
on a priority, demand-assignment basis* and is utilized exclusively
to convey data between I/0 devices. The overhead signals include
one NCS, one control signal per network control terminal, and one
link/range (L/R) signal per user terminal (see Figure 1). The
modems are implemented so that a NCS is generated at a terminal
and transmitted on the up-link in addition to other signals when a
transmit clock switch is placed in an on position. However, no
requirement exists for generating the NCS within a modem, i.e.,
the NCS can be generated autonomously within the signal relay,
e.g., within the satellite.

Each L/R signal is transmitted during two consecutive pre-
assigned slots--a L/R slot pair--once per frame. The L/R signal
transmitted by a given terminal is generated in synchronism with
a transmit clock and is subsequenctly received by that terminal
on the down-link. On receipt, the L/R pulse is processed to
estimate its error in arrival time relative to a locally-generated
receive clock. This latter clock is maintained in synchronism
with the received NCS. The time base of the transmit clock is
corrected as appropriate to maintain the estimated error in arrival
time within acceptable bounds. Each L/R signal is also utilized to
convey data-slot assignment requests to a network control terminal,
to request links with one or more terminals after an assignment
has been received, to transmit suitable responses to 1ink requests,
to terminate 1inks, and to relinquish data slot assignments after
they are no longer needed. These functions are performed, in part,
by transmitting one appropriately-coded sixteen-bit control word
in each L/R slot pair.

Three or fewer network control terminals (NCTs) assign data

slots on a priority, demand-assignment basis in accord with a
network control algorithm., Each NCT transmits a twenty-four bit

*X manual-assignment capability is also provided to simplify testing.
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network control word in three consecutive overhead slots--LLL

slots (see Figure 1)--once per frame (in addition to a L/R signal).
Appropriately-coded control words are made available to the TDMA
modems by a minicomputer which executes the network control
algorithm.* Each network control word destined for a given terminal
conveys, in part, the terminal's address, a data slot alloca-

tion, and either an authorization to utilize the designated
allocation or a request to terminate utilization of that allo-
cation. Detailed descriptions of how the overhead slots are
utilized are contained in [19].

D. Basic Considerations Relevant to the
zation o S 1n ys tems

An adaptive array is considered to consist of an array of
antenna elements, appropriate front-end amplifiers and down-
converters, and an adaptive spatial processor (ASP). Unlike in
a conventional array, the signals received by the array elements
in an adaptive array are not combined in a fixed manner to gener-
ate an array output signal. Rather, the array output signal--
nommally an IF signal--is generated by processing the received
signals within the ASP in accord with an adaptive spatial
processing algorithm, Generally, the array output signal is
formed by (effectively) multiplying each received signal by a
complex weighting coefficient which can vary with time and summing
the weighted signals. For a given set of weighting coefficients,
an equivalent conventional array having the same structure as the
adaptive array could be implemented. Thus, at any given instant,
an adaptive array (of the type being discussed) can be characterized
by an effective pattern which is dependent, in part, on the number
of elements in the array, the element characteristics, and the
manner in which the elements are spatially distributed., If the
weighting coefficients are properly calculated (generated), the
effective pattern would exhibit preferred characteristics, and
will be modified automatically to maintain those characteristics
should the temporal and/or spatial characteristics of the composite
signal incident on the array change with time. For example,
pattern nulls will be established and maintained in directions from
which undesired signals are incident on the array if the weighting
coefficients are generated in an appropriate manner.

In the TDMA application, the adaptive array would ideally
form a main beam in the direction from which any given desired-
signal pulse is to be received immediately prior to the receipt
of that pulse and in a negligibly-short interval of time, and
pattern nulls in direction from which undesired signals are

*Only terminals which are to be configurable as NCTs need be
equipped with minicomputers.
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incident on the array. Since the undesired signals could also

be time-varying, the pattern nulls should also be established

in negligibly-short time intervals. Of course, a main beam and

a pattern null cannot be formed in the same direction (if the
spectra of the desired and undesired signals overlap and the
desired and undesired signals are similarly polarized), nor can
appropriate changes in the (effective) array pattern be made
instantaneously, i.e., the signal transmitted on the down-link
will not exhibit a suitably high desired signal-to-noise ratio
until after an appropriate pattern is formed. Clearly, each of
the many time-orthogonal pulsed (desired) signals could be
processed by a single ASP in a manner whereby the weights (spatial
filter) associated with each signal would appear to be held
between pulses by sampling the weights at the end of each received
pulse, storing the sampled weights in an appropriate manner, and
initializing the weights at the beginning of each pulse to the
appropriate stored values. A suitably-high signal-to-noise ratic
may be obtained using this technique provided ?1) that the desired
si?nal direction of arrival is approximately constant between
pulses, (2) the angular separation between the desired and un-
desired signal source is sufficiently large, and (3) an appropri-
ate reference signal is available at the array processor for
distinguishing desired and undesired signal sources. These
requirements must be met regardless of the adaptive algorithm
selected for implementing the adaptive array. Condition 1 repre-
sents a valid assumption in the present application., Condition 2
can normally be satisfied by selecting an array geometry capable
of accommodating the closest angular separation which is expected
to be encountered in a particular application. The third condition
represents a more demanding requirement since the desired signal is
modulated by an unknown data stream and its direction of arrival is
initially unknown, Moreover, the desired signal cannot initially
be assumed to arrive at the satellite in synchronism with the TDMA
format, Since it {s desirable to synchronize the desired signal
and derive a reference signal as rapidly as possible and to
obtain an adequate signal-to-noise ratio in time varying signal
environments as well, attention was necessarily focused on pro-
viding a capability for forming an appropriate pattern in a short
interval of time.

In the TDMA application being considered, undesirable signals
should be suppressed within one or two data slots in order to
prevent the occurrence of burst errors having lengths greater than
the maximum burst length that can be accommodated by a practical
error correcting codec. This implies adaptive array response
times on the order of a few hundred microseconds or less for the
HRF mode of operation and about eight times longer in the LRF. As
will be shown in Chapter V, this rate of convergence may be
achieved in theory for arbitrarily low input desired signal to




undesired signal ratios .by directly computing the weights based

on a sample covariance matrix of the input signals and on an
estimate of the desired signal direction of arrival. Unfortunately,
this high rate of convergence cannot be achieved in practice due

to limited real-time computer speeds* and non-ideal circuit com-
ponents used for implementing the weight controls. The direct
calculation approach also has the disadvantages that the number

of cslculations required per unit time is approximately proportional
to m’ and that ths number of circuit components is approximately
proportional to m“, where m is the number of complex weight controls
(equal to the number of antenna elements in the present applica-
tion)--a requirement which could present serious difficulties even
for moderate array sizes, e.g., for an array of sixteen elements.

0f the alternative approaches considered for implementing
the adaptive array, the LMS algorithm was selected, In addition
to satisfying the speed requirements of the TDMA application over
a wide range of signal conditions, the LMS algorithm has the
advantage that (1) wideband analog circuits can be used to imple-
ment the ASP, (2) circuit complexity is proportional to m rather
than m¢ or m3, (3) the feedback loop tends to compensate for circuit
imperfections, and (4) means for obtaining a reference signal
and for inserting that information into the feedback loop are
readily effected.

The most direct approach to implementing the LMS algorithm with
analog circuits is illustrated in Figure 2. In an ASP of the type
illustrated, the nth received signal (where n = 1,2,:+- m) is
effectively weighted by the complex coefficient w} by separating
the signal into in-phase and quadrature comoonents and mu1t1p1y1n?the
components by real weights wn] = Re{wn)} and wn2 = Im{wp}, respectively.
Each real weight assumes an arbitrary value in a range [~wpax, W ]
where wpax 1S a positive number: the maximum gain of the we?ght?ﬂé
circuits. The weights are maintained at values which result in the
error signal being minimized in an LMS sense by the feedback control
Toops. Should the error signal be correlated with the signal present
at the input to any given weighting circuit, the value of the weight
is automatically changed in a manner which results in the amplitude
of the error signal being reduced. It has been shown that the desired
signal to interference plus thermal noise power ratio associated with
the array output signal is maximized on minimizing the error signal
in a LMS sense if the reference signal is sufficiently like the

*This Timitation 1s not necessarily based on the time required to
invert the covariance matrix, Formidable difficulties are en-
countered in processing the fnput signals at the Nyquist rate,
and in maintaini:aetha accuracies required for implementing the
optimum filter under high-level interference conditions.
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desired signal, the desired and interfering signals are sufficiently
different, and the time constant associated with the response of

the ASP to the highest level signal incident on the array is
maintained at a sufficiently large value.

Ideally, reference signal r(t) (see Figure 2) would be an
amplitude-scaled version of the desired signal incident on the
array since the feedback control circuits would operate to pre-
vent all signals unlike r(t) from existing at the array output.
In a communication system application, a suitable reference
signal cannot normally be generated within the adaptive array on
an autonomous basis since the desired signal is modulated by an
unknown data stream. However, it has been shown that the array
output signal can be temporally processed to generate an adequate
reference signal if a pseudo-noise (PN) coded (spread spectrum)
desired signal is to be received provided (1) the spectrum of the
data-carrying desired signal is spread by a factor of approximately
eight or more, (2) the spectrum spreading code can be generated
autonomously within the adapative array, and (3) proper synchroni-
zation between the time bases of the received desired signal and
a clock signal generated within the adaptive array can be maintained.
A suitable reference waveform generator can be implemented as
shown in Figure 3. As is well known, the desired-signal to
interfering-signal power ratio associated with the signal present
at the output of the bandpass filter in a processor configured
as shown in Figure 3 will be larger than the desired-signal to
interfering-signal power ratio associated with the signal present
at the processor's input (provided the conditions delineated
above are satisfied). The factor by which the desired-signal to
interfering-signal ratio is increased is normally desfignated as
the (waveform) processing gain and is nominally equal to the rate
at which the spectrum spreading code is generated divided by the
bandwidth of the bandpass filter. Since any practical filter
introduces a non-zero envelope delay, the phase of the reference
signal generated will be incorrect following transitions in the
desired signal's phase resulting from the impression of data on
the ccded carrier until the phase transitions have “propagated-
through" the filter. The control loops can be prevented from
responding improperly durin? the intervals of time when the phase
of the reference signal is incorrect by forcing the error signal
to zero or holding the weights constant during an appropriate
portion of each signaling ?bit) interval, This approach is
practical provided the filter parameters are specified so that
the phase-transition lag time does not exceed approximately one-
third of the data bit duration. A lag time approximately equal
to one-fourth of the data bit duration results when a double-tuned
circuit having a 3 dB bandwidth approximately equal to three

n
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times the data rate is utilized to implement the filter.* Note
that the amplitude of the array reference signal is maintained
at a preferred value by a suitable limiter circuit (see Figure 3).

An experimental four-channel 30 MHz IF ASP and a reference
waveform generator configured in accord with Figures 2 and 3,
respectively, were implemented previously and operated in conjunc-
tion with a differential detector [14, 15]. It was shown that
a spectrum spreading factor of only ten is adequate to result in
interference suppression capabilities which do not differ signific-
antly from the capabilities provided when an ideal reference signal
is utilized. Overall, the implementation of practical ASPs which
provide very significant interference suppression capabilities
was shown to be feasible. A spatial processing gain of 65 dB
resulted when each of the four signals applied to the ASP consisted
of a desired signal, a thermal noise signal containing approximately
the same power as the desired signal, and a c.w. interfering signal
having an amplitude 25 dB larger than the desired signal's amplitude.
Circuit limitations precluded increasing the interference-to-signal
ratio above 25 dB. Intolerable intermodulation resulted when the
amplitude of the interfering signal was excessively large. At the
other extreme, the amplitude of the desired signal was not reducible
below a minimum value due to non-ideal offset voltage character-
istics of the circuits utilized to multiply the input signals by
the error signal. Four-quadrant transconductance multipliers
were employed which were implemented with wideband analog inte-
grated cirucits (CA3049s). No alternative approach to implementing
four-quadrant multipliers having adequate bandwidths was identified.
Since a reasonable attempt was made to optimize the multiplier
design, it was concluded that an ASP capable of accommodating an
interference-to-signal ratio greater than 25 dB would best be
configured so that the utilization of four-quadrant multipliers
would not be required.

Although perhaps not obvious, it has been shown that the LMS
algorithm is implemented by an ASP configured as shown in Figure
4 if the IF amplifiers fo1low1ng the input signal by (down-
converted) error signal multipliers have suitably large bandwidths.
Only one wideband quadrature hybrid and m four-quadrant multipliers
are required to implement this latter configuration, where m
represents the number of signals processed. In contrast, m
wideband quadrature hybrids and 2m four-quadrant multipliers are .
required to implement the former configuration. More importantly,

¥The utilization of a multiple-pole (sharp cutoff) filter having N
a bandwidth only moderately larger than the data rate would

maximize the processing gain, However, the phase-transition

lag time would be unacceptably large if such a filter were to

be employed.
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offset voltages generated by the m input signal by down-converted
error signal multipliers do not affect the dynamic range of the
control loops since the product components of interest are IF
signals. These IF signals are transformed into in-phase and quadra-
ture weights, respectively. Of course, offset voltages will still
exist at the inputs of the integrators. However, the baseband
signals can readily be generated by passive mixers which each

have a constant envelope, narrowband, high-level signal applied

at one input port and, under steady-state conditions, a low-level
signal at the other input port. Consequently, the offset voltages
at the integrator inputs can be maintained at small values. A

high loop gain can readily be achieved without imposing an unreason-
able dynamic range requirement on the four-quadrant multipliers

by suitably amplifying the IF product signals. These considerations
are discussed in greater detail in section VI C.

The ASP in the experimental TDMA/adaptive array system is
configured in accord with Figure 4; the reference signal applied
to the ASP is generated by a reference waveform generator con-
figured essentially in accord with Figure 3. Four PN codes are
generated autonomously within the satellite, i.e., in synchronism
with a free-running "clock." These codes are identical in struc-
ture to four codes which are generated with each TDMA modem. One
pair of codes or one code from that pair is utilized to generate
either a quadraphase or biphase coded LO signal in the reference
waveform generator, depend'lng on the position of a 2¢/4¢ switch,
When comparable switches in TDMA modems are appropriately positioned,
the coded LO signal and coded carrier signals generated within the
TDMA modems are identically modulated. Similarly, a second pair
of codes or one code from the pair is employed to generate a net-
work clock signal (NCS) which is identical to the NCS transmitted
by a TDMA modem when the modems are not beina operated in con-
junction with the adaptive array. Generating the NCS and the
coded LO signal synchronously within the satellite results in the
signals transmitted by the TDMA modems arriving at the satellite
in synchronism with the coded LO signal.

As previously noted, the spectra of all overhead signals
transmitted by the modems are always spread by a factor of sixteen,
The spectra of the data carrying sianals are also spread by a
factor of sixteen except when the modems are confiqured to establish
the LRF and 64 data symbols are being4conveyed in each data slot.
The spectra of signals which convey bits in a slot are spread
by a factor of two. Since a spectrum spreading factor of two is
not adequate to permit a suitable reference signal to be generated,
the reference waveform generator has been implemented so that only
signals having spectra spread by a factor of sixteen can be accom-
modated. Thus, when the TDMA modems are being operated in conjunc-
tion with the satellite, the data channel assignments utilized
:ust b: selected so that eight data bits are transmitted in each

ata slot.
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It is well-known that the transient response of the LMS
algorithm is dependent on the signal environment and on the circuit
gains used in the feedback loop. In the remainder of this report,
techniques for maximizing the convergence rate of the LMS algorithm
are evaluated. The scope of the analysis presented in Chapter IV
extends beyond the specific implementation discussed in this section
so that alternative approaches for structuring the LMS algorithm
could be examined. The analytical models presume that an ideal
reference signal is available at the adaptive array. As previously
discussed, this is a good approximation in the experimental system
provided the signals are appropriately synchronized. The ability
of the SDOLL to acquire and maintain synchronization in a jointly
operational TDMA/adaptive array system is evaluated experimentally
in Chapter VI. Two methods for inserting desired signal information
into the LMS feedback loop are addressed in the analysis. In one
method, the ideal reference signal is inserted into the feedback
loop as in Figure 4, The second method uses the desired signal
direction of arrival to provide desired sianal discrimination. The
latter method may appear inappropriate insofar as the ASP implemen-
tation previously described is concerned, since the desired signal
direction of arrival and the reference signal are initially unknown,
However, as presently implemented, each pulsed desired signal is
preceded by a preamble interval during which only the PN code is
transmitted* (i.e., no data are transmitted). Since this code is
presumed known at the adaptive array, an ideal reference signal can
be generated autonomously within the ASP during the preamble. It
is thus possible to estimate the desired signal direction of
arrival during this interval, as will be shown. It is also possible
to use an ideal reference signal during the preamble when the LMS
algorithm is structured as in Figures 2 or 4. Finally, a weight
management subsystem wherein the weights are sampled, stored, and
"recalled" is no longer necessary to obtain acceptable system
performance, since an adequate (array) output signal-to-noise ratio
can be obtained prior to data detection by adapting during the
preamble interval. For this reason and the fact that a significant
reduction in circuit complexity/cost could be obtained, the weight
management subsystem was omitted from the experimental TDMA/adaptive
array system. The prototype TDMA/adaptive array has been designed so
that each preamble transmitted by a TDMA modem need only span one
time-slot. The experimental TDMA/adaptive array system is described
in greater detail in Chapter VI and in [20].

The analytical results presented in Chapter IV establish a
basis for desi?ning an adaptive array which responds rapidly to

changing signal environments. It is shown that the rate of
response is related to the input signal bandwidth and is 1limited

*This requires a minor modification in the TOMA modems.
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by the level of control loop noise which can be tolerated. The
effects of control loop noise on the performance of phase detectors
is also investigated. When applicable, these resuits are compared
to the experimental results in Chapter VI. For the purposes of
comparison, the transient response of the direct computation
methods are examined analytically and numerically in Chapter V.

A technique for estimating the desired signal direction of arrival
is also presented.
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CHAPTER III
MATHEMATICAL MODEL

A. Introduction

This chapter provides the necessary mathematical background
and definitions required in subsequent chapters. A description of
an assumed antenna array geometry and signal structure is given.
A spatial filter which 1inearly combines the received signal in
each antenna element to achieve an optimum signal-to-noise ratio
is derived. The performance of this filter is then compared to
the performance of filters developed under other performance criteria
assuming narrowband signals. The method employed to distinguish the
input signal from noise is described in the last section.

B. Signal Structure and
Array Geometry

The assumed array geometry is illustrated in Figure 5. It con-
sists of m sensors (or elements) positioned in a three-dimensional
coordinate frame which has its origin near the array phase center,

The position of the kth antenna element (k = 1,2, ... m) with

respect to the origin is specified by the vector dx and is assumed
known. The signal environment is assumed to consist of p signals
which are assumed to propagate towards the antennas in a non-dispersive
homogeneous medium with propagation velocity v. Unless otherwise
noted, the direction of arrival of the ith signal, which is denoted by
the unit vector ;} (1 = 1,2, .. p; is assumed constant. The signal
emitted from the first source (i=1) is defined as the desired signal
(DS), while the signals from the other p-1 sources are defined as
interfering signals. To emphasize the relationship between the signal
environment and adaptive array performance, the output of each ele-
ment is modeled as a time delayed version of signals arriving at the
origin of coordinates plus internally generated thermal noise. The
effects of non-ideal antenna elements will not be addressed; however,
these effects can be included in any results presented by an appro-
priate transformation of the input signal waveforms.

The it" signal at the coordinate origin may be represented, in
general, by an amplitude and phase modulated carrier of the form

ei(t) 2 ai(t) cos (wct + ’1(t) +a3,) 1=1,2,...p (1)
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Figure 5--Array geometry and signal environment.

where we represents the carrier frequency in radians, ¢i(t) and
aj(t) represent the phase and amplitude modulations, and 64
represents an inital (constant) phase angle. The spectrum of
£i(t) is assumed bandlimited to O<w<2wc. Whenever possible,
signals will be expressed in their complex envelope representa-
tion to simplify the notation. Denoting the complex envelope of
g;(t) by ti(t). it follows that

N ﬁi(t)
Ei(t) = exp [j (‘1(t) + 91)] 7 1=1,2, «v0p, (2)
Similarly, thermal noise generated in the kth element can
be expressed in the form »
8§ (t) = 8, (t) cos (uct + v (t)) ‘ (3)
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The associated complex envelope representation is

B (t)
42

where Bk(t) and wk(t) represent amplitude and phase, respectively.

5 (t) =

exp (J v (t)) 3 k=1,2,...n (4)

For the purposes of analysis in later chapters, interfering signals
and element thermal noise will be modeled as sample functions from
stationary, zero-mean random processes. Thermal noise will be assumed
uncorrelated between elements. Further, these processes are assumed
partially characterized by the following ensemble averages:

P% Ri(t) i=3

E[gi(t) 23(t st T)] it I' 1:1 - 2i3"'p (5)
0 i#4]
ECY (e - 1)) o Ryl ® Tetobg 7 ity (6)
t - = o = 1,2,00m
%k L 1 $ig
where Ri(O) = |
RG(O) = ]
and P§ and 02 represent per-element input powers associated

with the ith source and thermal noise, respectively.” It can

be shown that the corresponding cross-correlation functions of

the real input signals (Equations (1) and (3)) are related to Equations
(5) and (6) by

E[E, () &t - 0] = m{-""’°' ELY, (6) (e - rn} e

An arbitrary stationary process £{(t) with zero mean can be
written in the form [21]

E,(t) = ai(t) cos u.t + b1(t) sin u t (8)

where a;(t) and by(t) are real processes. Since €1st 1s assumed
a stationary, zero-mean process, it follows that af(t) and bj(t)

symbol * denotes the complex conjugate of the scalar function with
which it is associated.
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are also stationary, zero-mean processes. If the spectral density
of £4(t) 1s an even function about the carrier frequency, then its
complex envelope can be shown to have the following properties [21]:

Pi Ri(t) = E[aj(t)aj(t-1)]
= E[by(t)b(t-1)]
= R“'a"(t) (9)

and

E[a;(t)by(t-1)] = 0 (10)

which implies that Rj(t) is real and that the in-phase and quadra-
ture componenés of the signal ¢j(t) are uncorrelated. In
addition, if £i(t) is modeled as a sample function from a zero-

mean Gaussian process (and Equations (9) and (10) are satisfied), then
a moment theorem for complex Gaussian processes, derived by Reed

[22], can be applied. As a consequence of this theorem,

(a) E[23 2520 =0

(b) E[Zf 3 1, Z4] = E[Zf Z3] E[Z§ 24] + E[Zg 23] E[Z? 24] (11)

where Z, (i = 1,2,3,4) represents a sample Z(tij) of the Gaussian,
zero-mein process Z(t). The properties of narrowband complex Gaussian
processes given in Equations (9)-(11) will be employed in Chapters IV
and V.

With the exception of a portion of the analysis presented in
Chapter V, the desired signal is assumed to be biphase (or quadra-
phase) modulated with PN code(s) in order to obtain results applicable
to the TDMA signals. When biphase data are to be conveyed, they are
added modulo-two with the PN code(s) prior to modulation. The ratio '
of the code rate to the data rate, denoted as the spectrum-spreading-
ratio, is assumed to have an integer value greater than or equal to
one.

The desired signal (DS) is to be distinguished from all other
signals present at the array input and thus will be designated by

22




special notation. The DS, observed from the origin of the coordinate
frame in Figure 5, is defined by

S(t) = {le) . (12)

Under the biphase (or quadraphase) assumption, the DS has a constant
envelope, as opposed to the random envelopes assumed for interference
and thermal noise. That is,

Py = P} = E[S(t) S*(t)] = $(t) §*(t) (13)

where P¢ represents the per-element input desired signal power. Except
in Chapter V, s(t) is assumed to be a deterministic signal.

The arrival of the 1th signal at the output of the kth element, of
Eik(t). is delayed tik seconds with respect to the coordinate origin,
where*

<a d, >
=§* <k

Thus,

21k(t) - zi(t - tik) exp ['J“C tik] f=1,2,:-p
k=1,2,--m (15)

A1l signals present at the array input will be assumed narrowband
with respect to the array bandwidth; that is, the maximum differential

delay betwean elements is assumed much smaller than the recip 1 of
the input signal bandwidth. In this case, the effects of envelope delay

in Equation (15) can be neglected, permitting the approximation
zi(t i Tfk) » zi(t) . (‘6)

The output gk(t) of the kth antenna element is composed of
the sum of all delayed directional sources plus thermal noise:

" <5,*: denotes the inner product of the m-dimensional vectors
X and y.




X (t) = 3(¢) exp [-§ w_ 7, ] (17)

P ;
+ ZZ ?1(t) exp [‘j wC ‘1k] 2 4 %k(tV s k=1,2,:-.m

i=

For notational convenience, the outputs of the m antenna elements
at time t will be written as the m-dimensional complex-type vector

3‘(‘1(1:) ]
X(t) = | %, (t) (18)
f ?‘(,,,(t)_

The m-dimensional vector defined by
PRERL
e

“Jw. 1t
- e g iz H i= 1920"9 (19)

.

-L<

=Jw 1
R ¢ im |

is a vector directed along the DOA of the 1th directional source
and will be denoted as the direction-delay vector associated with
that signal. The instantaneous input desired signal vector, s(t),
and the instantaneous input noise vector, u(t), are defined in
terms of v, as

(a) 3(t) = 3(¢) v, (20)
P
(b) H(t) = S G(t) y, + 3(¢) :

where
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represents the input thermal noise vector. ‘That the input desired
signal and noise vectors could be written as in Equation (20) is a
consequence of assumptions regarding the antenna elements. For non-
isotropic and non-identical array elements, the only modification
required in Equation (20) is to multiply the kth ¢ nt of each
vector vi (i = 1,2, .- p) by a complex scalar fk(vy) (k = 1,2, --. n)
which 1s functionally dependent upon the arrival direction aj of the
ith signal. Other effects such as mutua& coupling and aperture blockage,
which alter the relative phases of each §§(t)vsy in Equation (20), may
also be included in modeling the received signal structure, although
the modifications to Equation (20) would generally be more involved,

From Equations (17)-(20), the output of the m antenna eiements
may be expressed as

™,
N

X(t) = 3(t) + U(t) ; (21)

The covariance matrices associated with each of these three
input vectors may be determined as follows:*

K= ECXOX (¢ -0 g (22)
= EC [3(t) + Y(t)] [2(¢) + ()1
=ss’ +M

where

*The symbol + denotes the coﬁplex conjugate transpose of a matrix
or vector, and the complex conjugate of a scalar.
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The mxm matrices Ky and M, which represent the input covariance
and noise covariance matrices, respectively, are positive definite
and Hermitian. It, therefore, follows that (1) their inverses
exist and (2) each can be transformed by a unitary transformation
into a diagonal matrix with real elements. The unitary trans-
formation and diagonal matrix associated with Kx will be denoted
by the mxm matrices P and A, respectively. Thus,

PK, L (23)

where PV appta g

and

0 0 0 An
The elements of A are the eigenvalues of Kx' Since Kx is positive
definite,

Ak>° H k'],z. cee M B (24)

Several additional definitions will be required in later
chapters. The total input power, input desired signal power,
and input noise power will be denoted by Pp, Pg, and PN, respec-
tively. They are related to other system parameters as follows:*

*TR(K“) denotes the trace of the matrix Kx‘




:
f.
£
¥
!
2
&

E{}f(t)g_(t)} = f s = mPg (25)

2

O
[}

N E{ﬁf(t)ﬁ(t)} = TR(M) = m p{ Pi + mo

i=2

©
—
"

Aty 0
E(x (t)x(t)} = TR(K)) = kz1 N = Pg * Py

C. Optimum Spatial Filtering in

a Narmsgna Eanronme_fg—'n

The antenna element outputs are correlated since each contains
delayed versions of the p received signals (see Equation (17)). It is
this property which permits partial cancellation of undesired signals
without cancelling a desired signal coming from a different direc-
tion, f.e., a spatial processor can be implemented by applying
the sensor outputs to an appropriate combining network (spatial filter).
The purpose of this section is to derive a spatial filter which
processes the sensor outputs to maximize the desired signal and mini-

mize undesired signals at its output. The input signals will be
assumed stationary and narrowband with respect to the array bandwidth.

The proposed spatial filter 1linearly combines (or wengts; the
g:tpu:s of each element, xk(t), to generate a scalar output v(t).
at is,

V(E) = wy* %y (8) + wp* Xp(t) + -0+ W * X () . (26)

The weights wy are complex to convey Rhase as well as amplitude
control. When wk is viewed as the kth component of the m-
dimensional weight vector* w, Equation (26) becomes

Y(t) = wt x(t) = wt s(t) + wh u(t) . (27)

*For notational convenience, the vectors ah:nd R ﬂ (defined later) will
be written as w and Ryd, respectively. n dT% er of these symbols
appears in conjunction with a subscript, the cgmposite symbol represents
a vector component, e.g., wi{ represents the ith component of vector w.
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The spatial filter w which optimizes the output signal-to-noise
ratio will first be determined.

The total power at the output of the spatial filter is defined
as

Pr = ELVH(t) ¥(t)]
= £ ([w" 3(t) +w U(t)] [T (t)w + T (t)W] (28)

If the weight vector is fixed at some arbitrary value, then
Equation (28) reduces to

Bzt t

Pre=w ss wtw Mv=5S +N (29)
where

S, = EIW' 3(t) 3'(¢t) W]
and

N, = E[w' u(t) T'(t) w) :

The parameters So and No defined above represent the output
desired signal and output noise powers, respectively. Thus, the
output signal-to-noise ratio [(S/N)o], given w, may be expressed
as

S whs st w
S 0 L gx. 2
= N—-——-— » 30
(Ji)o (4] w+ Mw Syl

A least upper bound (LUB) for this ratio will be determined as a
function of w assuming a fixed signal environment. The LUB will
be denoted as the optimum output signal-to-noise ratio, and the
vector w which achieves this optimum will be denoted the optimum
weight vector (usually "opt)'

The maximum value of Equation (30), for a given signal environ-
ment, will be evaluated by following the procedure introduced by Reed, .
et al. [6]. First, an upper bound on Equation (30) will be derived,
then a vector wopt which achieves this bound will be given. De-
fine the operato

(x0y) = x™My
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where M is the mxm noise covariance matrix and x and y are
arbitrary m-component complex vectors. Since M is positive
definite Hermitian, it is easy to show that the above-defined

operator satisfies the axioms of a complex-type scalar product [23].

In terms of this scalar product, Equation (30) becomes

(w, M']s) (M"s. w)

S S S

(N) : ) (31)
()

By the Schwartz inequality
(x:%) < (x,x) (yo) : (32)
Thus, Eq. (31) is bounded above by

< (w) (g, w?
(lsl)o s = (u.fr e s, Wl =stwls L (39)

This upper bound is independent of w and therefore holds for all
complex vectors w. If a vector w can be found such that

(%)o- s'wlser, (35)

11}
-l

then s H'Ig is the LUB and the vector w is optimum. One such
solutfon for w, is given by

WS Wooe * By H";_ (36)

where 81 is an arbitrary (non-zero) complex-type scalar. Sube
stituting Equation (36) into Equation (30), one obtains

.
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(5 "*-‘-f - (37)
N)L u* Mw
| l2i+ ]_S._Sfﬂ',_
|3]|2 S "-1 s
ot wdyis
S M s=T)

where T, is defined as the optimum output signal-to-noise ratio
for a g?ven stationary signal environment; Yoot is the filter
which achieves this optimum. P

The fact that neither the amplitude nor phase of wy,s affects
(S/N)o is both obvious and significant, e.g., neither tgg amplitude
nor p?\ase of s(t) are required in determining wop 3 The advantage of
this manifests itself not only in estimating the desired signal DOA,
but also in estimating M, as should become apparent in subsequent
chapters.

Next, consider a weight vector calculated from the inverse
of the input covariance matrix:

w =g, Kl (38)
0 2 x =

where 8, is an arbitrary (complex) constant. From Equation (22),
wesmesshls .

Using a well-known matrix inversion lemma [24], W, reduces to
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where 83 = e

(]
Since 83 is a complex constant, filter wg (compare Equation (39)
f;gg Equation (323) also maximizes the output signal-to-noise ratio

The filter| Pg Kx'tg is the well-known Weiner filter, which
minimizes the mean-squared error (MSE) between the filter output
signal and s(t); that is, it minimizes

dyse = EIR(E) - ¥(8)]2 (40)

= £ {(s(t) - w' X(t)) (EF(t) - X (twn
By Equagions (13) and (22), this reduces to
Jusg = P = 2 RetPy st wwfk W (41)
Equation (41) has a unique minimum [1], which occurs for

W= Wase "JPg "x" H 4 (42)




for which the minimum mean-square error becomes

hyse =Py (1 -sTK T g) (43)
) TO
ot B r+—'r;>
Ps
a2

0

The MMSE between the desired signal and the Wiener filter output,
normalized to the per-element input desired signal power, is a
function of the optimum_output signal-to-noise ratio (SNR); as
expected, (Jmuse) (P:)-1 is smallest when the optimum output SNR
is high. The weight vectors wopt and WMMS; maximize (S/N)o for a
stationary signal environment consisting of narrowband (with
respect to the array bandwidth) uncorrelated signals. Baird and
Zahm [1] show this is also true for filters which are based on
the maximum 1ikelihood criterion. Since these filters yield the
same output SNR, the output SNR will be used to measure perform-
ance. This measure will be useful when undesired signals and
thermal noise approximate Gaussian processes, since maximizing
the SNR also optimizes the probability of detection.

D. The Reference Signal

In the preceding section, it was found that filters which
optimize the output SNR are completely determined by the covari-
ance matrix Ky (or M) and by the desired signal DOA vector 8s,
where 8 represents an arbitrary complex-type constant. In the
application under investigation, highly mobile terminals are to be
contained in the TDMA network; thus, it has been presumed that
the arrival angles of the desired, time multiplexed signals are
not know at the satellite. In order to obtain an estimate of 8s,
some information must be made available at the array processor to
distinguish between desired and undesired signal sources. This
information will bg assumed to take the form of a locally generated
reference signal, r(t), which has the following property:

Ry = E [X(t) ¥'(t)] (a4)
= E ([3(t) + U(t)] ¥(en
- 3(t) ¥ (t)
= gs
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where Ryd is defined as the input cross-correlation vector. Thus,
an estimate of Bs is obtained by averaging the input signal vector
by reference signal product.

For the purposes of analysis, an ideal reference will be
assumed. The ideal assumption is that ¢¥(t) is a scaled replica
of the desired signal:

F(t) = 85 S(t) (45)
and ¥ 12 = ef¥(t) ¥(6)] = Isg 12 P}

where |¥ |2 is a known constant. Bg is constant for a given
desired signal and is a function of the unknown phase and ampli-
tude of s(t). In this case, the cross-correlation vector

Red = B5*J Pg 5= 65 (46)

has the magnitude

JR Ry mJ?s ; | (47)

In practice, it is possible to locally generate a (nearly)
ideal reference signal if (1) the desired signal contains no data
modulation, (2) the time base of the code modulation contained on
the desired signal at the array input is aligned with the time base
of the processor code to within a few tenths of a code bit (chip)
duration, and (3) an accurate estimate of the desired signal
carrier frequency is available. These requirements would be
satisfied intrinsically by a TDMA system of the type described
in Chapter II if (1) the data modulation were to be removed*,

(2) a single timing signal were to be employed in the processor

to generate both the network clock signal and the processor-generated
code, and (3) the offset in frequency between s(t) and r(t) were to
be sufficiently small.

*For example, each user could be assigned a preamble interval
::::::ing his data slot during which only the PN code is trans-

33

[T T




Of course, it is generally not possible to generate an ideal
reference signal when data are to be conveyed. In this case,
Reinhard [143 has shown that a reference signal, rp(t). which
satisfies the requirements in Equation (44) can be derived from the
array output signal by a processor configured as shown in Figure 3
provided the spectrum-spreading ratio is nominally eqyal to or
greater than eight and the signal-to-noise ratio (of rp(t)) is
sufficiently large. The latter requirement is satisfied when the
product of the spatial and waveform processing gains exceed the input
noise to desired signal power ratio, which is _normally the case of
interest. When the signal-to-noise ratio of Fp(t) is sufficiently
high (approximately 10 dB or higher) and delays introguced by:
the waveform processor of Figure 3 are compensated,* rp(t) can
be approximated by

1-

W S
¥ (t) = 8 — $(t) (48)
: Jwisst
where
IF,1% = EL¥(e) ¥ (1))

|81 Py

Again I?pfz is assumed known. If B¢ = 8¢, then

1-

¥t s —= Fe) (49)
wssw

which shows that ¥p(t) approximates F(t) to within a phase factor
introduced by the gpatial filter w. Near steady-state. this

phase factor is essentially constant when the desired signal
frequency offset is small flS] Note that the relative phase, angle
between the desired signal component of the array output and rp(t)
in Equation (49) is nominally zero, whereas the relative phase can

*The subject of delays introduced by the waveform processor and
methods for compensating this delay are addressed in Section V1.B4.
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assume an arbitrary value in the range 0° to 360° in the case of an
ideal reference signal. For this reason, an array processor wherein
the reference signal is generated by suitably processing the array
output signal can exhibit better signal acquisition (transient)
performance characteristics than a processor in which an ideal
reference signal is utilized (see Sectfon v.D).
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CHAPTER IV

TRANSIENT RESPONSE OF THE LMS ALGORITHM

A. Introduction

This chapter begins with a brief review of the LMS algorithm
weight equation. Two implementations of the weight equation are
defined. In the first, weights are updated in a continuous manner
according to a differential equation. In the second, weights are
updated in discrete steps. Each implementation is then further
subdivided by distinguishing between two technioues for inserting
2 priori desired signal information. Transient and steady-state
performance of each of these four cases are analyzed in parts C
and D. In part C, a review of the mathematical development
pertaining to ideal LMS algorithm response is presented. The
ideal assumption is that the weiahts respond to the average of
the instantaneous covariance matrix and/or the average of the
instantaneous cross-correlation vector (depending on a priori
information assumed). This assumption is shown to be valid when
the analog control loop bandwidth is much narrower than the input
signal bandwidth, i.e., when the convergence rate is relatively
slow. When the loop bandwidth is increased to improve convergence,
however, the weights become noisier as they beain to respond to
instantaneous signal fluctuations, thus departino from the
idealized model. Selection of an optimum loop bandwidth in this
case requires a compromise between convergence rate and loop
noise. To guide this selection, excess noise at the arrayv output
as a function of array parameters is determined for the case of a
Gaussian noise environment in part D. In part E, the effects of
weight jitter on the output signal phase and on coherent detection
are determined when the discrete LMS algorithm is employed.

B. Description of the LMS Algorithm

The analog LMS (ALMS) algorithm is designed to minimize the
mean-squared error between the array output and a known reference
signal [r(t)] based on a steepest descent minimization procedure.
The technique sets the time derivative of the complex weights,
w(t), equal to a negative constant times the gradient of the
instantaneous mean-square error [1], i.e.,
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dult) . - go, (2t |2 (50)
where
Mt.w) = Mt) - Y(t) (51)
= ¥(t) - wh(t) X(¢) i

It has been shown elsewhere [1,15] that the vector differential
equation for the weights which satisfies Equation (50) is given

by

dut) . 2 g¥(t) ¥H(2) (52)
= a X(t) (¥*(t) - X'w(t)
= o [(X(t)¥ () - XX (tw(t)]

where the real scalar a(= 2 8) is defined as the loop gain
constant. For an m-element array, this expression represents
m coupled differential equations of the form

dw,(t
-%{-l- a(¥, (¥ (1) - X (OXT(w(t) 5 1 = 1,2,-°m (53)

Equations (52) and (53) describe the time behavior of the weights
for continuous values of t. An algorithm for updating weights in
discrete steps can be derived by transforming Equation (52) into
the difference equation

t - w(t
w( ,% _"(34’ - ali(eg¥(ey) - XeR e wle s (54)
tJ < tJ*‘

where w(tj...l) and w(t;) represent the weights at times t;,, and
t{. respectively, in Lms of input data r(t) and x(t) simpled
time ty. Equation (54) 1s referred to as the digital LMS (DLMS)
algorithm. As the interval ti,, - ti approaches zero (for a1l j).
Equattons (52) and (54) bocou‘ ]dont cal,

I oI e B A IR




Taking the ensemble average of both sides of Equations (52)
and (54) yields

£ 3 . age[R(6)¥(0)] - ELXOX ()] (55)
= alR 4 - ELX(0X"(t()]
. [““wf’ o (56)
+]

-’a{s[_z(%j F(t)] - EGE)X (¢ (e ) D)
= alRyy - E X)X (twle ) .

The last step in each of Equations (55) and (56) follows from
the assumption that the reference signal is a scaled replica of
&(t) (see Equation (44)). Equations (55) and (56) motivate the
following modifications to Equations (52) and (54):

Bit) . o Ry - XOX (E(2D) (57)
w(t, .) - w(t,)

"§+1 i n At

g = afRyy = X(t,)x (ty)w(ty)) (58)

In Equations (57) and (58), desired signal DOA information is
assumed given, whereas in Equations (52) and (54) the reference
signal, r(t), is assumed given.

Equations (52), (54), (57), and (58) describe the four basic
models of the LMS algorithm considered in this chapter. The
analog models, defined by Equations (52) and (57), are illustrated
in Fig. 6. To establish a convention for distinguishing between
the two analog algorithms, the vector Ra(t) is defined as the

f difference (at time t) between the (instantaneous) desired signal

| DOA information inserted into the feedback path and the mean
cross-correlation vector. That is (the expression [0] denotes the
zero vector),

R, = X(t)F'(t) - R (59a)
or
t Ry = Ry = Ry = [0] (59b)
38
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In Equation (52),

Reg = [0]. In Equation (57), ¥(t) = 0.
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where the explicit time dependence has been suppressed for
notational convenience. Equation (59a) applies to an adaptive
processor implemented in accord with Equation (52); in later
sections, this will be referred to as the R,#[0] case. When the
processor is implemen ed in accord with Equation (57), Equation
(59b) applies; this will be denoted as the Rp=[0] case. Similarly,
these definitions and descriptions apply to the digital models
defined by Equations (54) and (58) and illustrated in Figure 7.

C. Ideal LMS Algorithm

In this section, the mean transient responses of Equations
(52) and (57) will be determined under the assumption that the
control loop bandwidth is much narrower than the input signal
bandwidth. This result is then compared with the mean response
of the DLMS algorithm (Equations (54) and (58)) when atst +),‘tj
is g?sgmed equal to the interval between independent sanplls
of x(t).

The mean weight vector, w(t), of the ALMS algorithm is

obtained by performing an ensemble average of Equation (52) over
all signals present. From Equation (55),

£ ) . o, - ELX(DXT(0)] W) (60)
- € [x(e)XT(t) - £ XX Dw() - W(e)} ]
= alR 4 - Ki(t) - ECEOXT(L) - K) (w(t) - W(e)D

where w(t) = Ew(t).
A §1nce w(t) is assumed to vary slowly with respect to
X(t)X'(t), they are negligibly correlated and instantaneous

Tluctuations of w(t) about its mean are small. This permits
the approximation

E LEOXT(L) - k) (w(t) - W(t)I 40 (61)

so that

Wes were assumed in order to simplify the analysis.

As should become apparent subsequently, results obtained under
this assumption can be used to approximate the mean response for
other values of At.
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E 9%‘{31 : ‘%ﬂ = a(R , - KF(t)) (62)

The vector differential equation in (62) defines the ideal ALMS
algorithm. To evaluate the characteristics of Equation (62),
the eigenvector expansion approach described in Section III B
will be adopted. Multiplying both sides of Equation (62) by the
mxn unitary matrix P yields

g-f PR(t) = a(P R 4 - P K P~ pu(t)) (63)

Defining yij(t) as the projection of w(t) onto the ith eigenvector
of Kx*, i.e.,

y’i(t) ” [PW(t)l‘ (64)

results in m decoupled differential equations of the form

dy; (t) L
T' °[(P RXd)'i * )\i Y1(t)] y 1= ]szo"'m (65)

Equation (65) has the solution

G = (PR),] ~ax,(t-t) (PR
y;(t) -{y,(to) - —-r?’-i . " .._T:u (66)
where y; (tg) denotes the initial value of yj(t). Equation (66)
may be written in the vector notation as
-aA(t - t_)
- 0 -1 -1
y(t) = e [y(ty) A" PRJI+AT PR, (67)

where**

T Tepresents the {th

¥The notation L1 re
enclosed by the brackets,

**Again, the underbar on the vector y(t) is omitted in order to
wﬂfy notation.

component of the vector
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y(t) =| yp(t)

and
exp [-an(t = £)] = T - an(t - t)) + Jr [an(t - £,)1°
- I lan(t - £)1° + -

?*WX(bt) ]
‘e] . 0
~ar,(t-t.) 0
0 e20
= 0 AR U L]
: -a)_(t-t_)
0 o R

Since A; > 0, yj(t) exists for t > t tﬁ"d converges to the
component of R, , projected onto the ? eigenvector, i.e.,

(PR
lim7.(t) = —=291 . 41,2, 68
t‘:h(t) _, m (68)

or, in vector form,

iy i)
15 lim y(t) = A PR . (69)

tre

The steady-state weight vector is obtained by performing
| the inverse transformation:
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Vim W(t) = 1im P™! F(t) = P AP R (70)

t-" t#.

This result shows that the weight vector w(t), calculated accord-
ing to the ideal ALMS algorithm (Equation (62)), converges to the
optimum weight vector.

The degree to which the solution to Equation (62) approxi-
mates the solution to E uatign (52) depend; on the correlation
level between w(t) and X(t)X"(t) (or X(t)¥'(t)). This degree of
correlation, in turn, depends on the Tnput signal environment as
well as the relationship between input signal bandwidth and con-
trol loop bandwidth, The impact of these parameters on actual
performance will be further evaluated analytically and experi-
mentally in later sections.

Since i%t) in Equation (62) is assumed stochastically inde-
endent of x(t), the output signal power at time t is given by
see Equation (29)]

5o(t) = W(t) s s™(t) = F(e) P s s H(e) ()
Similarly, the output noise power is given by

Ng(t) = W'(t) MiE(t) = FT(t) AT(L) - S (t) . (72)
Substituting Equation (67) into Equations (71) and (72) yields

m R
So(0) = | 1 [0 9), {(P[w(to)-y’-:-‘i])k (73)
“yltty) | P Rl | |2

m k Rxd
Nott) = 1A {(th(to) “r e
+

29 Rya) 1
k kJ

These two exgrcssions indicate the explicit dependence of the
ideal ALMS algorithm response time on the eigenvalues of the

-cAk(t-to)

2
G 1
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covariance matrix, the initial weight vector (w(t )), and the
desired signal DOA (Ry4). In general signal envifonments, all
components y¥(t) [k-l.g,‘-~m] must be near their steady-state
value to achieve a nearly optimum output SHR; thus, the adaption
time required for convergence is normally proportional to the

longest time constant, tpax, where

Y (74)

max min

T :hn(ux
The assumption that the control loop bandwidth is much narrower
than the input signal bandwidth imposes a lower bound (t) on
the shortest time constant. Since the shortest time constant
(tmin) 1s related to tpay by

; A
: max
| . ik (75)
; min max Xmin ¥
E' one obtains the bound
, i
L “max
R L i (76)
max min

Thus, the adaption time required using the ideal ALMS algorithm
is, in general, proportional to xmax/ Anin®

To relate this result to the signal environment, the
eigenvalues must be determined. For narrowband, (temporally)

uncorrelated signals, the eigenvalues and eigenvectors of K,
satisfy the eigenvector equation

p
(K =ADe = 1 Pjy AR LRV SN () (77)
where P; = Pi and e is an eigenvector,

For the case of two directional sources (p=2), the eigenvalues
and (unnormalized) eigenvectors can be shown flS] to be
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o e P

(78)
SRR SRV [ UL R RN
1/2
e 2]
; ' ] ] 2 '
Ay = o+ g»(Pi +Py) + j}- (Py = PIT + Py Polevy,vy2 |
) N
. m(P'.p') & [mz(Pl-Pl)z + 4 Pl Pl |<V WV >l 2 ]/2 '
e, = 2 1 | S 172 'Y < A
v ' HtYh
e R T g ; J
m(P4-P!) mz(P‘-P')z + 4 P! PY |<vy,v > 2 ]/2]
21 : e - 1 2 !''=] !
i o : v+ Y
2 Pz <'!'2'l]>

Ak = 02 and e L e for k= 3,...m

where
<e, .,R >
(P Ryg)) = ——2 1/2 £2 1itsoem
(<eyre.>)
Clearly, A in * 02 whenp < m, The spread (*max/*min) in eigen-
values is Targe when :
Mot ie¥a
or P; >> 95 3«12 .

Consequently, from (76), convergence rates can be slow when the
input signal power 1s large in relation to the per-element

thermal noise power. Fortunately, the impact of widely spread
eigenvalues can be partially alleviated by proper selection of the
initial weight vector.

The eigenvectors associated with Anin (e3,e4,+--e.) for the
underconstrained array are (spatially) orghogona to the two

efgenvectors associated with the two directional signals. Thus,
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IS —

-alk(t-to)

2 J’ Rxd
s, = | 1 (P9 d (PLuty) - 251 ), e (79)
k=1 L k
2
+ (P Rxd)k \
k
-ukk(t-to) (80)

2 R d
N, = kZI Ak| (PLw(t,) - T)lf-] )i ©

2
(PR gy -2 pin(t-t,)

+
k

* Digtn L, 1 W01 %Te

The coefficient of exp[-20Apin(t-to)] in Equation (80) will equal zero
whenever the initial weight vector is orthogonal to the thermal noise
eigenvectors, i.e., to the eigenvectors associated with Apin: ek, k>2.

One initial weight vector which is orthogonal to the ek for k>2 is

w(t) = [0] (81)
for which
2
P ) ~a), (t-t
& xd'k k'™ "o
so Zl (P g} > (1 ) ,) (82)
2
(PR, -ar, (t-t )
k=1 k .
In this case, the adaption time required for convergence is
proportional to either
A A
] or 2 (84)

ks 1

whichever is largest. In some applications (e.g., when the
angular separation between the desired signal and interfering
signal 1s sufficiently large and the per-element thermal noise
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power is much smaller than the total input power of each direc-
tional source), Ay (or A2) is considerably larger than Apin,
and thus a signiflcant increase in convergence rate can. be
achieved by initializing the weights to zero.

A second initial weight which is orthogonal to the thermal
noise eigenvectors is given by

: w(to) = b R.d (85)

where b is an undetermined constant. In this case, Equation (73)
reduces to

2 -ar, (t-t )
1 * k
S = Ikz] [(b = -i‘-k-) (Ps)* (PR, e 9 (86)
L (PR
+ P39y ""x':'—]
2 ~ax (t-t )
1 k
N, = kz] /A (b - -)7;) (P Ry, e X (87)
; (PR |2 i
K 0

The transient response still depends on X7 unless the initial error
along e} is eliminated by setting*

= s -1

Of course, A; is generally unknown., However, the impact of slow
response on S, and N, due to Ay (and e{genvaIues near 11) can at
least be reduced by settina b near Mo

¥Assume 17 1s the smallest efpenvalue larger than Anin®
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To illustrate some concepts discussed above, consider a linear
array of four identical equispaced antenna elements immersed in an
environment containing a directional interfering source 30 dB
higher than the desired signal and thermal noise powers. Specifi-
cally, let (see Equations (5, 6, and 25))

02 =]

Pl Pl

Pé = 1000

The eigenvalues and the optimum (steady-state) output signal-to-
noise ratio are given in Table I for several values of relative
angular separation (v in electrical degrees per element) between
interfering and desired signal directions of arrival. For

v = 90°, the interference direction of arrival coincides with
the direction of a null in the array pattern when the array is
cophased to the desired signal so that T, = mPg = Pg. A closer
angular separation causes Aj, the eigenvalue associated with
desired signal, to decrease, but does not sianificantly affect
Amax OF Mmin. The ratios Amax/A{ and Amax/Amin are very large
in all cases.

Employing the ideal LMS algorithm with

(ax )"1 = ] psec

max

results in a maximum time constant of

P (u)\m‘m)'.l ¥ 4 msec.

ma

By Equation (82) and (83), the maximum time constant can be reduced by
a factor of Aq/Agqn by setting w(ty) = [0]. For the example in

Table I, the &egree of improvement is greatest when the array is
cophased to the desired signal, but decreases rapidly as the angular
separation between the interference and desired signal is reduced
(i.e., when Ty is reduced).

When w(ty) = A]" Ryqs the response is very rapid since the
~maximum time constant in %he expressions for S, and Ny equals

one Ticrosecond. In order to determine performance for w(ty) =

8A\1"' Ryd, where 8 # 1, the transient response of the output signal-
to-noise ratio (Sq/N,) was evaluated as a function of s for the

v =60° and ¢ = lg‘ cases in Table 1. Figures 8 and 9 show Sy/N
versus 8 for several different values of «, where « represents %he
adaption time normalized to the smallest loop time constant, i.e.,
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K= (t-to) (ukz) 2

The results show that convergence continues to be rapid at both
angular separations over a wide range of values for g, which implies
that the convergence rate (of So/No) can be significantly improved by
initializing the weight vector to a vector directed along Rxd

even though Ay is not precisely known, For example, the response
obtained in each of the five cases given in Table I for g = 1 wovld
be (nearly) the same as the response obtained by setting g = A1~'.
Note that t?e relative responses obtained for the w(t,) = [0] and
w(ty) = A1™' R,y cases can be compared using the resu ts in Figures 9
8 and 9 s]nce e w(ty) = [0] case is represented by letting g - 0.
In particular, the output signal-to-noise ratio is shown in Figure 9
to converge to within 5 dB of optim?m in less than five time constants
(¢ <5) for y= 15° and w(tp) = 11; Ryd» whereas more than 140

time constants are required to obtain tﬂe same performance when

w(ty) = [0].

Although time constants contained in the expression for yj(t)
[Equation (66)] are useful in determining the characteristics of
the weight response, the "time-constant" associated with convergence
of So/Ng (to To) may differ significantly from tmax. Again, using
the y = 15° case as an example, the maximum time constant in the
expression* for y(t) is related to the minimum time constant by

e e T o ot o i T e s s S PR

clz -1 alz
"max * ET; (a2g)"" = ax 'min * 300 g (8)

Thus, the adaption interval corresoonding to tpax is represented by
< = 3011 in Figure 9. The output signal-to-noise ratio, however,
is within 3 dB of optimum for « & 190 when w(ty) = [0]. So/Mg
converges relatively fast in this case because a deep null is
rapidly formed in the direction of the high level interfering
signal, which is the only remaining source of initial error. Con-
sequently, So/N, is large even though So is small relative to its
optimum value.

In general signal environments containing more than two
directional sources, Equations (86) and (87) become

*The Initial weight vector is assumed orthogonal to e, for k > 2.




RS,

2f -ar, (t-t ) '
215 1 k 1
s, = I¥] kEJ(P Dfqe-5)e o —*k} (89)

A

2 -ar, (t-t ) 2
N = X2 Ps)la (b - = . 1—1-5
oo kgll( £l "{( ¢ 3 S

In order to determine a "best" value for b in this case, additional
information is required regarding assumed adaption times and signal
environment for the particular application. For example, a value
for b could be computed such that S,/N, versus b is maximized for a
given adaption interval (t-t,) if the signal environment were

assumed known., A value for g which provides a "good" response over

a wide range of (unknown) signal environments would be more difficult
to determine,

Although a detailed study was not conducted, the convergence
of So/No was evaluated for two different values of A3 when two
high-1evel 1nterfer1n? signals (p = 3) are present; %he results
are giveg in Figures 10 and 11. In both cases, the values for
[(Ps);l€/ngy (1 =1,2,3) were selected so that T, approximated the
optimum signal-to-noise ratio of 0.331 obtained for the y = 15° case
in Table 1. Again, the results show that the gonvergence rate can be
significantly improved by setting w(tg) = 8A1"' Ryqd, and that the
convergence rate is relatively insensitive to the value of 8.

Some insight regarding the relationship of input signal band-
width and the ideal ALMS assumption can be obtained by evaluating
the mean response of the digital implementation. Successive
application of Equation (54? results in an expression for w(tp) in
terms of data collected at times t1.t%.~--tn_1 and the 1n1t1a?
weigh: v:ctor w(t]). Assuming a constant interval between samples,
one obtains
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(90)

w(t) = °“{z(tn-1) i

n-1 1J n At n Y, 4
+ jzz [:!.2 (1 - aAtﬁ(tn_i)l(_ (tn-i))] _)5(tn_j)r (tn-j)}

n-1 e :, ]
N {11-11 £t - uaq(t,)f(‘1)]f Wty

where
At B tk - tk-] ; k - 2,3,"'“ .

In order to evalute the ensemble average of Equation (90), it

is assumed that At equals the interval between independent

samples of the input signals contained in x(t). For tl;'ls choice

of at, the matrices X(ty)X'(tx) and the vectors X(t;)¥'(t;) are also
statistically independent for k # i. ConsequentTy, the ensemble
average of the weight vector at time t, is given by

(91)

wit)) = Ewlt) = oAt{E ?i(tn_1) ?*(tn_.l)

n=l [ ‘ t +
b z[ LA it Xt X (tn_i))]e X(t, ;¥ (tn_j)}

-1
+ E{:n‘ (1 - aatX(t,)X"(¢,) }w(t,)

n-1TJ ‘
= gAt Rxd + ng [122 (I - adt Kx) Rxd
n-1
’{Jli [1 - aat kx] }w(t,)

W st e i




n=2 j n-1
= git jzb (I - aat Kx)‘} Rxd + (I - ast Kx) "(tl)

Equation (91) is denoted as the ideal DLMS algorithm.
To evaluate the convergence properties of iﬂtn) as n grows
large, it is again convenient to adopt the eigenvector expansion
approach. Multiplying both sides of Equation (91) by the unitary
matrix P, yields
(92)
et S n-2 j
y(t,) = PW(t,) = astq ] (I -asta)p PRy

J:

+ (1 - aotn)™! J(t,)

which represents m decoupled equations of the form
(93)

e l‘l;z j
yk(tn) = qat j£0 1 - thAk) (p Rxd)k

+ (1 - oAtAk)n'1 7k(t1)

o (P R4) (PR.,)
= (- aAtAk)n-l[yk(t]) . x:d Kl + A:d X

k. ].2.'.."‘ B

The scalar ?k(tn) converges to xk'1(P Rxd)k provided

0 < cAtAk <2 . (94)




The mean weight Vfctor Wltn) therefore converges to the optimum
weight vector K,™' R 4 if the relation in (94? is satisfied for
all values of Ag.

The degree to which the ideal DLMS weights approximate the
instantaneous response of Equations (54) and (58) depends on the
variance of w(t,) about w(tp), which, as in the ALMS case, depends
on the loop gain constanta and on the signal environment. These
effects will also be addressed in the next section,

To show that the ideal ALMS algorithm is a limiting case of
the ideal DLMS algorithm, Equation (93) is rewritten as

(95)

p-lat PrR)] (PR
Y (t) = (1 - asta) 4 %k(t‘l) o A:d kK| + x:d k

tn-tl)/at[_ B (p Rxd)kJ . (PR

(
= (1 - ast)r,) ¥, (ty) -
k k'™l A Ay

1 By holding ty fixed and letting the interval between independent
i samples approach zero, the expression for y (tn) aporoaches

(96)

o (ty-ty) (P Ry, P Rl

Gilty) - — ©

lim y, (t) =e
ats0 K0

which is identical to Equation (66) for t = th and t = t,.

Even for arbitrary at (as long as the samples remain indegendent).
the solution to Equation (66) is approximated by the solution to
Equation (95) over a wide range of adaption intervals if

At << (mk)"1 i k=1,2,°°m (97)

The interval between independent samples can be related to the
input signal bandwidth using the sa::ling theorem. Assuming the
input s?octra are ideal bandpass with a bandwidth B Hz, then

at = B=!, In this case, the limit in Equation (96) is equivalent to
letting the input signal bandwidth increase without bound, so that
the relation given in Equation (97) becomes

B R . e




B>>ay 3 k= 1,2,°**m (98)

The above results, together with the fact that the mean of Equation
(52) approximates the mean of Equation (57) when the weiahts are
slowly varying with respect to input signal fluctuations, imply
that the solution to the ideal ALMS algorithm represents a good
approximation to the mean weight response of Equation (52) if the
relation in Equation (98) is satisfied, i.e., if the smallest loop
timgwconstant is much greater than the inverse of the input signal
bandwidth.

D. Effects of Control Loop Noise

1. Introduction

Section C dealt with the transient and steady-state behavior of
the mean weight vector w(t) (or w(t,)). Weights which are con-
trolled according to the DLMS algor?thm were shown to converge in
the mean provided aatig < 2 for all values of Ak, where )y
represents the k h eigenvalue of K., at represents the interval
between independent samples of the input signals, and o equals
the loop gain constant. It was also shown that the mean weioht
response of the ALMS algorithms [Equations (52) and (57)] is
approximated by the solution to the ideal ALMS algorithm equation
when astiy << 1,

In physical implementations of these alaorithms, the weights
are controlled by processing random data over a finite time
interval. The weiahts, therefore, tend to respond to instantaneous
rather than averaged data, causing them to jitter about their mean
values. MWeight jitter adds random noise to the array output, thus
degrading the output sinnal-to-noise ratio relative to that pre-
dicted by the idea) alaorithms. Since the LMS algorithms rely on
averaging in the control loop to reduce the impact of instantaneous
data fluctuations, the magnitude of excess noise depends on control
loop bandwidth relative to input sional bandwidth. In the follow-
ing two sections, the effects of control loop noise on the output
signal-to-noise ratio will be determined when the mean weights are
near their steady-state condition, The desired signal will be
assumed PN code modulated and the undesired sionals will be assumed
to approximate sample functions from zero-mean Gaussian processes.

2, Digital LMS Algorithm

The m-dimensional weight vector at time t = ty, in terms of
data sampled at time t = t, ,, is given by

60




(99)

w(t,) = aatl(t, q) T, ) - astX(t, ) 2T(E gD wlty )

+ W(tk'])

where at = ty - ty.y is the interval between independent samples of
the input vector 5}1). Define the vector z(t,) as the difference
between w(ty) and the optimum weinht vector, wopt:

z(t) = w(ty) - wooe (100)

sy =1
where "opt Kx Rxd .
Since the mean weights converge to wgpt (assumina aatxry < 2),
z(ty) is a measure of weight jitter wgen E w(tg) is near steady-
state. The magnitude of the additive (or "excess") noise in the
array processor's output sianal, due to the effects of weight jitter,
will be determined by first evaluating the second moment of the
process z(ty). To simplify the analysis, undesired input sianals
are modeled as sample functions from uncorrelated, zero-rmean,
Gaussian processes. The desired signal is assumed to be PN code
modulated in accord with the TDMA application.

Subtracting wope from both sides of Equation (99) and rearrang-
ing terms yields*

(101)

2(t,) = ast Ry(t, ;) + [I - ast K] 2(t, )
- abt (tk-1) "(tk-'l )

where

(102)
Ryltig) # Mt y) ¥ty ) - Ryg

’(tk_'l) g 2(tk-1) kf(tk_]) e KX

*The underbar of the vector z(t)) has been omitted for notational
convenience,
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The ensemble average of each element in the random vector
RA and matrix ¢ is zero:
E Ra(tk-l) = [0] (103)
E °ij(tk-'l) =0 i hd = 1.2,0m
Since samples of'z(t) at different sampling instants are independent,
it follows that
+ =
E [Ra(tk) RA(tj)] 0 (104)
and

E [o(t,) ¢*(tj)] =0 e okt d

Employing the eigenvector expansion technique (see Section III),
let P be the mxm unitary matrix which diagonalizes K. Further,
define the vector y,(ty) as the transformation of z(ty) into this
eigenvector space:

Yalty) = P 2(t)) (105)
Multiplying both sides of Equation (101) by P yields the
expression g
(106)
Ya(ty) = ast P R(t, 1) + [1 -astfy,(t, ;)

- abt P°(tk-1) w(tk.])
= adt P Ry(t, 1) + [T - astr] y,(t, ;)

-1
- abt Pm(tk-l) p yd(tk_1) - adt P¢(tk_1) wopt

Since y,(t,) depends only on y,(ty.) and data sampled at t = t, ,,
its fluctuat10n§ are statistically ?ndependent of the processes
¢o(ty) and ??335)' Utilizing the properties of ¢ and R, given in

Equations and (104), this implies
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Ey,(t) = [T - asta] Ey,(t, ;) (107)
and
£yl v (t ) = ast € RYe, ) P71y (8, )] (108)
> E{yz(tk-]) [I - aata] yA(tk-])}
. t -1
- adt E [yA(tk_1) P¢ \tk_]) P .yA(tk_])]
- ant € D ToT(t, ) P71yt )]
- s{ y,(te_p) [ = asta] yA(tk_,)} .
Similarly,

E Lyf(t,) yy(t, )] = E{y}(tk_l) - aAtA]"yA(tk_n)} (109)
n=1,2,¢*° k=1 .

n iterative applications of Equation (106) generates the
vector y,(t) at time t = tysn in terms of ya(t,_;) and data

sampled at times t = t, ., t.s t gy 200ty g0 Teel,

Yaltyen) = (1 -aata]™1 y (¢, ) (110)

n
+ aAt Z (1 - uAtA]1 §3'1+n'1

i=0

where
B = P Ry(t,) - polt,) P y(t,) - palt,) woy (1)

L= k-1, k, *** ktn-1 .

"he superscri

pt ¢ denotes the value of the vector B at time
t = t,. The vector Yg(tk#n) has the j

component

63

L R iy

i

k. A N I AT

‘—‘—




Yyalten) = (1 - aAtAj) y“(tk 1) (112)
n
T E gt . .19,
+ aat «iéo (] aétlj) BJ y J 1,2,

where B; denotes the jth component of g‘.

- The cross-correlation of y:jA and _y‘LA at t = tk+n is expressed
E [y- (t,,)y,T(t )} = (113)
1 Ja k+n £A k+n

= n+l n+1 t \
(1 - mAtAJ-) (1 - aatar) E{yjA(tk-'l) yzA(tk-'l'}

i k=1+n-i ¢+
n > k=1+n-i
+ ast(l -a.c..‘.AJ)""'1 1{0 (1 -astar,)’ E{yjA(th) B! }

+ (aat) ) J (1 =asta)) " (0 -aAtAl)
1,50 1,70 J

k-'\+n-'i] fk-'l~!»n-"|2}
e

By Equations (103) and (104), and since the process yalty) is
»hindependenﬁ of the process (ty) and Ra(t;), the ensenb]e ?veEa ge -

of the j£ (J L= 1,200 ? ment of the mxm matrix E(B

is zero for i # k. Similarly. the elements of E[B' y,(t, are zero
for i ¢ k. Thus, Equation (113) reduces to

as

n
+ adt(1 - aAtAl)nﬂ }_.
=0

= (1- aAtAJ)n” (1 - c:;AtA’_)'w'I E{yjA(tk_]) yﬂ.:(tk-'l)}

+ (ast)? ? (- amJ)1 (1 - °‘t*z)1

=0

[0 k-l#n-i fk-1+n-1}
E<[ Bj B,
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The steady-state condition, where the mean weights are at their
steady-state values, is represented in Equation (114) by letting
n+ e In this limit, the first temm 1E ?gua¥1on &l]4z Yanishes.
It can also be shown that the term E B,k=1¥n=1 g K-1#=1 hecomes
independent of n. Thus, under steady-gtate condftions, the cross-
correlation of yjA(tk_n) and y, (tk_n) may be expressed as

A

n
Ely; v,71 = 1im (@at)? § (1 - astap)! (1 - aota))’ (115)
JA A nre i=0
£ t
E[Bj Bz]
Tne explicit dependence of yjAand Bj on the variable n has been

suppressed in Equation (115) since their values are independent
of the number of data samples for n sufficiently large.

The term E(B; B]) in Equation (115) is determined by first
evaluating

E[C; CF1 = EL(R, = 4P ¥, - owopp); (116)
3 (RA " ¢P-1 YA = ¢wopt);]

The ensemble average Qefined in Equation (116) represents the
ieth component of ECC’, where

ct = [c]. Cpo *+ cm]
which is related to €88" by
e(s8h) = pe(cctyp”? (117)

Since ¢ and R, are uncorrelated with y,, all but two of the cross-
terms vanish ?n Equation (116):

65




E(C‘1 C:) - E{RAJ RA: + (QP" ,y‘)j (‘;sP"I yA): (118)

+ (owge) s (ow ), - RAj(owopt)I - (oWgpe); RA: } .

The reference signal is assumed to be a scaled replica of the
desired signal waveform; i.e.,

Ht) = %—;ﬂ & (t) °
S

where Pg and 6 are unknown constants. Separating the input signal
into the sum of desired and undesired components

opt

(119)

X(t) = g(t) + U(¢) (120)

and using Equations (20, 22, 44, and 102), the followina useful
properties can be established:

#12 = EL¥) M(0)] = Me) ¥t (121)
Ryd * '?I /P:.e.je 4

o(t) = B(t) Th(t) + ¥(e) J'(t) + dee) $'(e) - m

R,(t) = d(t) ¥(t)

The above relations, together with the properties of complex
Gaussian processes fZZ] outlined in Chapter III C, are used in
Appendix I to evaluate Equation (118). The result is shown to be

t . %2 AN o . nt
E Cj C‘ |F] MJL wopt Rxd sz Rxd wopt sz (122)

- ¥
+ E(yz A yA) Ksz - E(yz P g.gf p-! ¥,) 5 8¢ |
K wf t x

* Yopt Kx Yopt X5 “VYopt £ 3 Vopt 54 %t .
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Equation (122) can be further simplified by utilizina the following
relations and definitions.

=y =1
"opt Kx Rxd (123)

LA
T,=stm's

t = o (Rt
Rxd Kx Rxd Ir|® s K

Thus, Equation (118) becomes

1
1+7

T
t v 2z v2 ‘o t
EC,C.» |r F AT sy g4 § (124)

+ E(y: A yA) - E(yz psstp! ya) S s:

which represents the jzth component of the mxm matrix

E(cct) = |F|¢ ——mn+ ¥ s s’ (125)
g ——7“”) s
vEAy) K -EyfPsstely)sst L

By Equation (117),

&
£(88") = [F|2 —L—rpmpl s }Z—2 _psshel | (126)
1+ To r 1)
]
+Eyiay ) n - P gst Pty P st
e v2 ] t-1
S ¥ (hegg" "
0
+ E(YI Ay A - E(yI Pss p-! Yy) P _s_ng" ;
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In the high level interference environments of interest, the
input desired signal power (Pg) is much smaller than the total
input power* (Py). That is,

Pr = XM(t) () = To(k) = To(n) = ]'f] a > P = 8T (127)

Assuming (127) is satisfied*, terms which contain g.s* in
Equation (126) are negligibly small (see Section D of this
chapter). Therefore, a good approximation to Equation (126)

is given by
oondod +
E(_B_B_) s Irl T—"'-T;A + E-yAAyAA “25)

The zjth component of the matrix in Equation (128) may be expressed
as

~ t
|r|2‘l_l"‘|';*1 PEYAI Kb

+-

E Bj Bl (129)
0 32 ]

Substituting Equation (129) into Equation (115) yields

[0 R
Eyy ¥y * 2 0 21 1%
6 "a [ lim (aat)® § (1 - asta))

e i=0

g
* Al v T £ yz AYy) s e=]

To obtain a closed formfsolution to Equation (13C), the infinite
series and the term E y' A y must be evaluated. Assuming adti < 2,
the infinite series converges to

M § (1 - aata)Bt . =) 3 (131)
oo $58 g © ostx; 7 -adti, °

'ITEHEugE the Tnput desired siona) power is assumed much smaller
than the total input power, the presence of the desired sianal is
not neglected,




To find E y* Ay, E Y4 y: is multiplied by A and summed from 1 to m;
a'a

£yt A PEU] i P (132)
Ta A TR

From Equations (130) and (131),

t e B c
EyAAyA Irl ™Y To-%¢ : (133)
0
where
m cAtAi
53 121 e - aAtAi (134)
The covariance among components of Ya is therefore apnroxi-
mated by
adt > g 1 ey
7 - sty | | % T8,
E(y; R (135)
A " g
0 H £
The variance of the weight vector is therefore given by
var(o) = M 6 u(t,) - We)" toley) - eI} (136)
= 1im EC2"(t) 2(¢))]
e
- s 4
EYy Yy
1 ¥2
= adt .
,g,"t-um, T+ fLrlv_o - ¢)
This result reveals a second condition on the loop gain constant
which must be satisfied to ensure convergence:
7 -r--a-“u‘ 1 (137)
C= < .
R )

S ik (-SRI 52Ol w2 I




Otherwise, the steady-state mean-square error becomes infinite.
Relative to Equation (94), inequality (137) represents a smaller
upper bound on a. Therefore, Equation (137) establishes a necessary
condition on a which must be satisfied to insure that the mean
square of the difference between the instantaneous and optimum
weight vector is bounded.

The effect of weight jitter on the array output signal will
next be determined. The array output power is defined as

Pr = Ew'(t) X(t) X"(t) w(t,)) ¢ Stet, o .

Assuming X(t) is independent of w(t,) for t, < t < t .., the
- k k k+1
expression for PT becomes

Py = ELw'(t,) E(R(t) X"(£)) w(t,)] (138)
= Elw'(t,) K w(t,)]
= £ {la(ty) ¢ wped" Ky T208) + T}

= E[2"(t,) K, 2(t,)] + EL27(,) K w )

+ A
A E[Wopt Kx z(tk)] 44 wopt Kx wopt

opt

Since E z(t,) = O when the mean weights are in the steady-state
condition, the cross-terms vanish, and Equation (138) reduces to

e S A peminsaimds ee S bieie bt e e s tme e ie—e s me 0 oo SE o b n e B S oot vm il o) (@ ut P Ao o e et | o

t +
PT =E 2 Kx 2+ wopt Kx "opt (139)

R
sEy sy Py
)

This expression shows that the total output power consists of a
component due to optimum filtering plus an additive component due
to weight jitter. The total output noise power, Ny, is equal to
the total output signal power minus the output des?rcd signal
power, That is,

70




P
L2
&
Fi
€
3

3

No requires that « < 1 and

% e, t 14
Ny = Pp = Wope S5 Wone (140)
f
=Ey, Ay, *+N
A a .°opt
where
°opt opt opt (1 + To)

Thus, E yZ A ya represents excess noise contained in the array output
signal due to weight jitter.

Define the performance measure « as the ratio of excess noise
due to jitter normalized to the output noise power without jitter,
ioen.

E yI Ay,
o b g .
Oopt
From Equations (133) and (141), « is approximated in high level
interfering signal environments by

(142)

1+ To I

K -T T—_—-E . (143)

To maintain an output noise level which is less than 3 dB higher than

.op.t, ) g e A 8. L Sl SR pr AR
T S T (144)
fa) =7 AR, . i LR :

In theory, it is possible to estimate the eigenvalues of Ky
and thus determine c. In practice, however, this generally re-
quires elaborate data processing equipments. Fortunately, it is
usually a simple matter to estimate the total input gower. which
is equal to the sum of the eigenvalues (Equation (127)).

Since all eigenvalues are real and positive,
A1<PI {‘].2.”'ﬂ|
whizh implies

7




? : aAtA1 uAtPI (147)
c' = = >c
oy 2= oBthy - T- ekt

By Equation (147), an upper bound on a which guarantees a total
output noise power less than 3 dB above N is obtained by setting

Oopt
¢ =T, (1 + T
1 2 To
«t pogE Y e
More generaly, < > b if
i (b) (149)

1 0 %
.a(b) < Za
'Tq st T+ZBT+T, P
where °p (b) has been defined as the upper bound on o« determined
1
from the total input power.

The value of a(= a,(b)) for which « = b is given more precisely
by solving the equation

o ? ;x(b) AtxiAtA ; +ng . =
g Z-eEyany THR T,

Since

2 bT
= ) :
ay(b) 8t Py < 2, = s T,

then
1 2 bTo
() < =5 TFEEIT; ;
0
The two upper bounds on o such that « = b are thus related by

a, (b)

1< sy 2 . (1581)
CPI
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This result shows that, given « = b, the corresponding value for
a can be determined to within a factor of two of the exact value
if the total input power is known.

o is viewed as a function
opt
of a, At, To' and PI’ then it is bounded by

If the ratio of excess noise to N

GAtPI 1+T7T CIAtPI 1+ T (]52)
Sl 0

The above relation will be normalized to eliminate dependence on
T, Define the variables
T—T—T° (153)
g =«
Ty
aAtPI aAtPI

%t Tttt ToONE 'S

where oy and o, denote the lower and upper bounds on ¢ obtained
from (152). These bounds are illustrated in Figure 12 as a
function of the loop parameter aAtPI. t depends on the eigen-
values of Kx'

m uAtA1 aAtAk

C = ¥ (154)

for some Ak- then o is near its upper bound. This situation occurs
when Ay approximates the total input power, i.e., the sianal
environment contains one very high level interfering signal. o is
near its lower bound when the efgenvalues are approximately equal,
for example, when the thermal noise power is high.

Since the eigenvalues are assumed unknown, the upper bound
in Figure 12 must generally be used to determine a value for a which
insures an acceptable excess noise level when the weights are near
their steady-state solutions. This upper bound increases rapidly as
adtPp is increased in the interval [0.5, 1.0]. Thus, it is advis-
able to set adtPp < 0,5 to obtain acceptable steady-state perform-
ance; the rosulting penalty in transient response will be relatively
minimal (say, a factor of two decrease in the convergence rate).

The grccoding results apply to the DLMS algorithm when
Ry#[0] (Equation (54)). When R,q 1s known a priori, the weight

‘gquation can be modified as in Equation (58) an us the term
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R, in Equation 5101) vanishes (denoted as the R, = [0] case). Upon
setting R, = [0], Equation (116) reduces to

E(C,C,%) = E{(oP'lyA)j (¢P']yA); (155)
+ (owgne) 5 (wopt)g}

= E(yZAy) Kle- E(yIP _s_i* P-]-VA) s:j sz + w;ptK

xwopth j2

- M K *
Wopt £ S Wopt S5 Sg .

The matrix EBBT may thus be expressed as

EB8") =Byl a y) a-EfPss™ly) st (156)

2 To i

+ |r|2 To A= |F PssP
1'7’T; 1'7’T; ==
Again assuming the input desired signal power is much smaller than
the total input power (see Equations (127) and (128)), Equation (156)
is approximated by
+ %2 To +
E(g_B_) & If‘l e o o A"'E_VAA_\/AA (157)
0

Employing the same steps used to derive Equation (133), the excess
output noise can be shown to be. 2 : Lo

Ely; £ y,)

s |72 T_T.TO o (158)
R,=[0] e
- T E(y'
o E(¥, y‘,)‘w[o]

A comparison of Equations (133) and (158) indicates that when
the optimum output signal-to-noise ratio (Tg) is ?reater than one,
excess noise due to weight jitter is smaller if ¥(t) is inserted

into the loop to form an error feedback voltage (Ref[O] case shown in
tter can be

Figure 7)., If T°< 1, then the effects of weight j




reduced by rep]acing X(t _1)?f(tk_ ) in Equation (54) by the cross-
correlation vector Ryd (Equation (%8)). Equation (54) provides better
performance when T,>1 due to the correlation properties of R (t) and
o(t)w(t); that is, the mean square of [(R,); - (¢w)y] is smafler than
the mean square of [(¢w);].

Apparently, Equation (58) provides better performance than
Equation (54) when To < 1 as a result of a decrease in the accuracy
of the Ryq estimate associated with Equation (54) as To is decreased.
This conjecture is supported by results given in Chapter V where the
effects of estimating Rxd are analyzed, and by the experimental results
presee}ed in Chapter VI.

~" The bounds on o given in Figure 12 are related to the perform-
_ance measure « by

T

0
s (159)
RAr[Oﬂ LS lo ‘u

These same upper bounds can be used to determine « for Ry=[0] as
follows:

<
Ul K

1
T+T ¢ 160
RA-[O] - 0 “u ( :

2. Analog LMS Algorithm

< K
%

In an ALMS algorithm implementation, weights are updated in
a continuous manner according to the vector differential equation

i) - o (¥ () - ZOX W W] . (161)

This expression can be obtained from the DLMS algorithm equation
by letting at+0. Clearly, 4t can no longer be considered the
interval between independent samples.

In section B, 1t was shown that Equation (161) could be
approximated by the ideal ALMS equation

5‘1&?- = a (R4 - K, W(t)) (162)

provided the level of correlation between w(t) and Y(t)?*(t) was
sufficiently small, i.e., aatrp,,<<1. The purpose Tn this section
will be to determine a first order correction to the solution of
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~ ferential equation for z(t);

ggua§ on (162) which takes into account correlation between w(t) and
X(t)X"(t) for higher loop bandwidths. Performance will be evaluated
Tn terms of excess noise which appears at the array output due to
weight jitter. Undesired signals are assumed sample functions from
zero-mean Gaussian processes and the desired signal is assumed

to have a constant envelope. To simplify the analysis, the input
signals and the thermal noise processes are modeled as ideal
bandpass processes with a (double-sided) bandwidth of B Hz. That

is {see Equations (5 and 6)),

Ry (1) = §-‘—“Bl'-B—‘- o PRSP (163)

T

. Sin 7B«
RO(T) 8t

The basic technique used to evaluate the effects of weight
jitter is similar to that of the previous section in that the
difference between the instantaneous and optimum weight vector
will be studied when the mean weights are near their steady-state
condition, As opposed to the DLMS algorithm case, however, the
mean of Equation (161) does not necessarily converge to Wopt - To
show this, the difference vector is defined as

z(t) = w(t) - W(t) (164)

where w(t) is the solution to the ideal ALMS equation (Equation
(162)). It is important to note that w(t) is not the mean of the
solution to the instantaneous ALMS equation (Equation (161)).
Subtracting Equation (162) from Equation (161) yields the dif-

288 < o[Ry(t) - K.2(t) - 6(t) w(t)] (165)

The random variables Ry(t) and ¢(t) are defined in Equation (102)
with tk-l replaced by t. Let P be a unitary transformation which
b3

diagonalizes Ky. Multiplying both sides of Equation (165) by P,
one obtains

dy,(t) i .

—ar— = o[PR,(t) - Ay, (t) - Pe(t)(t) - Pe(t)P™ly,(t)] (166)
where

y,(t) = Pz(t) = P(w(t) - W(t)) .
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Equation (166) represents m differential equations of the form

dyi (t)
—a%"'" by u{[PRA(t)]‘I = x‘l yid(t) g [PQ(t) W(t)]1 (]67)

Sfpet) Py (001} 5 1=1,2, .

h

In this expression, y, (t) represents the it component of vector
1y

y,(t).
A solution to the homogeneous equation

4y (8 "
e to g taed
is given by
H 2 - ar (t-t.)
y,A(t) ’1A(to) B ¢t (168)

The forced response is found by rultiplying Equation (167) by
exp [axit] and integrating the result with respect to t:

t
i (0 - cjt PR, (<) - Po(c) W(<) (169)

o
- ai_(t-1)
- P¢(1) p-! yi(t)]1 § dr .

For sufficiently long adaption times, the mean weight vector
will be near its steady-state solution. The corresponding case
for y, (t) 1s found by letting t >=. Thus, when the mean weight

vector is near steady-state, y, (t) becomes
A

m oy, (8) =m0+ () (170)
to-h.. to-b -t a A
or R
7 (0 =] R0 - Pate) Fo) an)
sad,(t-t) :
L pale) 71 o)y T e
7
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The ensemble average of Equation (171), provided it is
stationary, may be expressed in vector form as

t
y; = Ey,(t)=-a E j e OMt=1) py (1) p7l ya(1) dr (172)

which shows that the difference between the mean weights and the
optimum weights are generally non-zero (even in steady-state).
To find a first order approximation for Equation (172), assume
ya(t) is approximated by

)'1' 5 aNt- 1)

Yple) ¢ - [PR(7}) - Po(ry) Wl dry  (173)

Employing this assumption, Equation (172) becomes
( ) (174)
- t ¢t =aA{T-1
Xt s 02 j .J e-al\(t-'r) E {P¢(T)P-] e ! PRA('r])} d'l’d‘l'.'

t ¢t ~ap(t-1,) s
+ ol j -j e-uA(t-t) E {P¢(1)P-1 e ] Po('r.')w} d'rd'r.l

Following the steps used in deriving Equation (122), the second

matrix enclgsed by brackets in Equation (174) can be shown to
have the ij~" component

€ Lote) Malep)lyg = TR [ACY) Ky (ov)] Ky () (175)
- TR [Ay) 5 8"(-n [5 8"y

where 9w (176)
Ke(v) = ELX(x) X" (x)] = Ki(-v)
£5700) = E8(0) 8700 = (g 870"

The second term in Equation (174) is evaluated by letting
. ~ek(r-1y)
Aly) =pP"' e

and substituting Equation (175) into the kernel of the integral.
The result is expressed by the m=dimensional vector

(177)
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A P Y P S ey ae o i

(178)

-aA(t-r])

¢
o(t) = uzj _r e=2Mt=1) £ (pa(c)p°! e Po(e, )} de; de

t ' A(t-
= cz I JT e-ﬂA(t-T) TR[P-.‘ e-(! (T T]) PKx(‘l’-‘t])]
5 e--¢:c1£(t:-'t)

5 2 (t
PKx(r]-r)w d't]d‘t -a I-'I

-uA(r-tl)

- TREP™Y e P §_-S_1’(r-r])] P _s__s_*(t-r])w drde

The first term in Equation (174) is evaluated in a similar manner.
Adding the two results, rearran?ing terms, and transforming
variable. where appropriate yields

( ) (179)
t (T -aK (1=t
e czj [ eoMt-t) p (rpre ¥ VK (r-1y)]
X -aK (1-1,) :
s K (rg) K Ry - TREe © VMege)] Reglrery)

& Tn[e‘uK"(r-T]) !_s_f('rr't)] _s_i?(t»]-r) Kx-] R 4! dty dr
where K, = Kx(o)

Rxd s Rxd(o)

g5 =550

M= M(0)

Using Equation (163) and the identity W = K™ R,gs Equation (179)
reduces to i

B rnigh (W0 4 G AL 5L natruior sar Yh as
A 'T"*"T; jiJL f(t-1y) e Nt=r) pp y dryds (180)

where




+ .- -oA(t-r])P sin’r B(t-r.')

f(rer,) =g  P"' e S———— (181)
L 'y [B(t-1)]
The function f(r-r]) is real and positive and has the upper bound

: 2
frry) s p Sinw Blr-ry)

["B(T‘T])]
Thus,
2
i 2 t [t sin"r B(r-1,) _ /..
eari LS wmm; gt

. dt.'dt

a 1 -1
"97® ”s(*r—c-r-) A £ Py

0
& s p 1 P
978 "s\TF To opt

wf_l*re g is a real number less than one. By the sampling theorem,
B ' is the interval between independent samples of the input
process. Equation (182) may therefore be expressed in terms of
the interval (at) between independent samples as

Y, 8 P"opt (183)
P
t_ s
where g =gl
6

The mean of the solution to the instantaneous weight equation
[Equation (161)] is approximated by

bit)| . = (Z(t) + opt |, = (8% Moy (184)
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Consequently, the output sianal-to-noise ratio is unaffected even
though the difference between Ew(t) (in steady-state) and w

is non-zero. HNote that the magnitude of y, is small compa?@& to
the magnitude of Wopt for uAtPs<<l.

When R 4 is given (R, = [0] case), Equation (179) becomes

2
- 02 t T -GA(t-T) sin n B(T-‘t])
Ya j_. I_ i Ty (185)
St b -alA( 1~
. i e A'[( T]) Xi PKX wopt . -sj.P_] . (T T]) & .

=1

. +
P _S_ S "Opt dfldf

By employing the same procedure used to derive Equation (184),
it can be shown that Equation (185) reduces to

T
- adt 0 5 P

Again, directional properties of y, are such that the output SNR
remains unaffected, although the mﬁgnitude of y, is much larger
than in the R, # [0] case.

Equations (182) and (186) represent first order approximations
for the difference between the mean weight vector and the optimum
weight vector; thus, they are accurate only for small values of
adt P, (<<1). An expression for y, which is accurate for larger values
of aAlP can be obtained by empIOy?ng a second order correction to
Equatioﬁ (173), i.e.,

-ch(t-t])

vy ea e [PR,(x;) - Po(x )W = Po(e)p! y, ()] e

where y,(t,) is approximated as in Equation (173). Approximate
cxpr.ss’onl for y,» derived using this second order correction, are

given by
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P 2
- adt s adt 2

0

2
5 %EL (2~ psst m Reg * Pss™ R ]

T 2
= abt 0 adt 2
A

2
. .(%.EL A PR

Tonger co-linear with wy

of weight jitter, any deviation of w(t) fram w,

jitter will represent an upper bound.

(187)

opt

(188)

The above results indicate that the output signal-to-noise ratio of
the filter E w(t) degrades as ast Py is increased, since y
t. Moreover, the extent of degra
is dependent upon the c08ar1ance matrix and the arrival angles of
the signal sources. To simplify subsequent analyses of the effects
t_{s assumed to
degrade the output signal-to-noise ratio. Sincg Ya in Equation (187)
or (188) has a component directed along wopt, the expression to be
obtained for excess noise power at the array output due to weight

is no
aation

Evauation of the total output power is more difficult compared
to the DLMS case since the processes w(t) and x(t) can no longer
be assumed independent. In particular, cross-terms in the expres-

sion for the output power (Equation (138)) must be retained:

- w + vt
Pt Yopt Ky Yoot E{z (t) 2(t)5 (t) Wopt

i ";pt XXt (t)z(t) + z"(t)g(t)g*(t)z(t)}

Substituting ¢(t) = X(t)X'(t) - K

(189)

and y(t) = Pz(t), and performing
the indicated ensembTe averages, gquat1on (189) reduces to

e -



(190)

G t t -1
Pr * Yopt Fx “opt * Ely,(t) Po(t) “opt] +E[wopt o(t) P70y, ()]

+ €Ly (1) Po(t) P71 y ()] + ELy (DA y,(0)]

+ ELyT(6) PRy woped + EDuby K P71 yy(8)]

Terms in Equation (190) containing wqpt can be further reduced
usin? techniques established in the 3er1vat10n of Equations (183)
1

and (186). It can be shown that the cross-terms in Equation
(190) cancel, so that

v2 To t o
Pr ¢ IFI® iy ELYL(8) Po(8) P70y, (0] (191)
+ Elyl()n y,(t)]

Since evaluation of the middle term in Equation (191) is the most
difficult, the steps involved will be given in reasonable detail;
procedures for evaluating the last temm are similar (though less
involved) and will not be repeated. To simplify the analysis,
¥ia(t) in Equation (171) will be approximated by the components of
tAe vector in Equation (173). A first order correction to results
obtained under this assumption will then be given,

For the R, # (0] case, the middle term in Equation (191) may
be expressed as
t(x
Ey'(t) Polt) P71 y (1) 8 6P E j-J-l{[R:(‘t]) p-! (192)
- whoe #(x) P exp [ ah(tery)] Pa(t) P

* exp c““‘t'fz)] [PRA(‘Z) @ P‘(fz) "optl }d‘t] dfz

uation (192) contains the third order moments of the process
%h:z' After very tedious algebraic manipulation, it can be shown




E ofy(n) oy (8) gpnlnp) = 4 (193)
Kxjt(t1-t) kan(t-fz) mei(rz-T,)

+ K, (1y=1,) K. (t-1y) K. (1,-t)
X3n j X LR S

s;(r]) sk(t) Kxjn(t1-t2) sm(rz) s;(t)

salta) s, () s5(xy) s3(t) me1(12-11)

S;(Tz) sk(t) Kx z(T]'t) Sm(tz) S?(T1)

J

K (E1g) 35(00) 33(8) syeg) 53y

s;(tl) sk(t) SJ(T]) S;(tz) me2(12-t)

Sz(t) Sm(TZ) Sj(T]) S;(Tz) kaf(t-T])

Now

E w+

e (194)

o"(ep) Ao (AGD () Wiy

% o 1 2 W
; § E g g Zn 1 Bji('l) Agk) ¢kﬁ(t) Agm) °mn(’2) "

Substituting Equation (193) into (194) yields the result
E wgpe ¢ () A g() ABg(e) w = (195)
Wopt Kx(11°t) exp [-aK,(t-15)] K, (1,-1;)

. exp [- oK (te1,)] K, (t-15) Yopt * “;pgtxx(’l°'z)"opt ; %




(185) (continued)
* TR(exp (- aKx(t-t])] TR(exp([- aKx(t-rz)] Kx('rz-t)]

+ Terms in sk(y) where k = 1, 2, e mand y = t, 1y, OF Ty

~al(t-T
where al) 2 pT ¢ el

~al(t=-
aBY 4 teted

Assuming that the input desired signal power is much smaller than
the total input power, the terms ir sy(y) can be neglected. Also,

by assuming the same input signal structure employed in deriving
y, Equation (195) reduces to

Ewhoy o7 (e) AT (0) APlo(ey) Wyt (196)

-aA(t-1,) -aA(t-t,)
t _-1 1 2
{Rxd P Ae e PR)«l

+ -] m -Cxi(t‘f‘)
* Ryea K Ryg [21 TE

¢ [? A e’“d(t"Z)] }
= !

sin ﬂa(tz-tI) sin ﬂB(t-t1) sin nB(t-rZ)
3 "?BT?;:?TT""?FIilt1) "?BrfitZT

To simplify the double intearal of Equation (196) contained in

$guat:on (192), each integral will be approximated by a double sum,
at is,

t
00) 5 [ [ whpe #70eq) A (0) AP0ty wpy dy dry (197

t/at t/at
s (At)2 1.{. jg = w;pto*(iat) A(‘)o(t) A(z)o(jat) Wopt
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(197) (continued)

. it 5 [R:d Pl g eohlteot) gean(t-gat) o

{Zew J:-. 1 ( i )
i Mo -aa(t-fat ]
+ Rxd Kx Rxd [kzl Mg @

; [ 'f \ e-axj(t-Jot)] }
i=1

. sin mB[(j-i)at] sin nB(t-iat) sin nB(t-jat
m =-1)at mB(t=14 nB(t-J4

Next, let At equal ?he interval between independent samples of the
input signals ?- B='). For this case, the double sum in Equation
(197) reduces to

d

(198)

d

j2am

t/at
D(t) 2 (At)z f {R:d P-] Ae 2 GA(t-iAt)pr

+ -1
. Rxd Kx Rxd L

t
& At J {}x; prl g o 2At1) PR,

2
g‘ ? e“’*k(t‘“t)] ] sin® B(t-ist)
4 T j[trB(t-‘lAt)]r

d

2
& g -axk(t-t)
3 Rxd Kx Rxd [k§: Ak ¢

. sinz'asis-t) 4t
["B(t-1)]

t ‘ n 2
. t ol t ¢
9,4t J‘._ﬁxd s PRyd * Rxd *x  Ryq [ ) Ak] }

k=1
. 51 2 t-1
[nB(t-1)] 3
w,%l'*lzp.f‘ﬂ.!* 1":97; "f]

D AN e 0 o
TV T i
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where gl is a real constant less than are equal to one. When
ad tPI< 1, 9 & 1. Thus, D(t) has the upper bound

£
&
&
3
£
&
A
b
5
it

| T
o(t) 5 § (at)? [¥I2 [5"P7 A Ps+ ToT- P2]

where 8~ 1n Equation (196) was set to equal to at. Remaining terms
in Equation (192) are evaluated in a similar manner. The result may

be written
ELyl(t) Po(t) Py, (0)] & (199)

2 2 T
—-(TLG at |‘r\:|2{PN2 1-——-||--‘_.| o + é*P'll\P_gd- 'I_—T-+° ; PN Ps + Psz}

where Py and Pg denote the nput undesired and desired ségnal powers,
respectively. ~Note that Py® is the dominant term for Pyc>>(14Tg)Ps®.

The steps required to evaluate the remaining term in Equation
(191) is similar to the procedure outlined above; thus only the
result will be given:

1
ELy;(t)A y,(t)] ¢ ok 1¥? [PN —L +p -—9——2] (200)
14T, sk

Consequently, for R, #[0],

T adt P adt P_ T
Py d ¥ o .1 s 22 (201)
P R ey (1+To) .

2
(adt Py)” 3 2 41
+ + 5 (ast)® s*P AP S
2(1 + To’ Z = 2
2 2
, oat) PPT (abt Py) }
[T+ lo’ 2
The approximation in Equation (201) was derived assuming the

last term in Equation (171) negl:gible. Also, accuracy depends
on the assumption arp,y<<B. To tain a first order correction

to Equation (201) which applies for higher loop bandwidths, let
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t
ya(®) = o [ &Mt [pR (o) - Po(o)f (202)

- Po(1)Ply, (1)) dr

where ya(t) in Equation (202) is approximated by Equation (173).
In this case, additional terms appear on the right side of
Equation (200):
To Ps
2
(1 + To)

Py

ey (thay(t) ¢ 2t ¥)% Y (203)

A o t At t =ttty o]
-Ez-t-EyAPo [R, - ¢w] - 3= E[R, - Wo'] ¢P" 'y,

- + - -
+ 2L ELy,PoTep7ly, 1 + E(yPe™P )n EPePT y,

where
¢ = o(t), R, = R,(t), and y, = y,(t).

Calculation of each of these expectatigns ShoY that all terms
are small compared to the term ast E[y"Po¢TP='y] when Pg<<Py.
Its value is approximated by

1 tp-1

+ t
y, * Ey,Ay,Py - Ey,PssP P

T
Ey,Pe oP AR

+
* Ey,hy,Pp

Thus, after a first order correction, EyZAyA is approximated by

aldt v 2 p 1 To Ps

f
[+]

0

First order corrections to Equation (192) yield terms in
(aat PI;P. where n 2 3, These terms can be neglected for
cAt P1 o.s.

- e
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In summary, if (1) aat Py 2 0.5, (2) Pg<<Py, (3) noise and
interference approximate samp‘e functions from Zero-mean Gaussian
processes, and (4) the spectrum of x(t) approximates an ideal
bandpass characteristic, then the total array output power is
approximated (bounded above) by

T P T P
- v 2 0 adt N 0§
Pr & Ivl {TTT"!":T;ZET‘ & 2 o iy (205)
0 1 o (1+ To)

L. 2 2
(aat) PN 2 (adt)® Py P_T
adt -1 N so
+.-2-(T-+_TJ+$.—2L iP AP;_-F ?(1+T°—)
adt |>s2
+T

Since P¢<<Py, the approximation in Equation (205) can be further
simplified to

2 ~,2
T adt P n 2 (adt Py)° |r
v 2 0 I r N
P in wr;*m;#:‘r;’m'r;r— -
The second term in Equation (206) represents excess noise power
due to weight jitter:
2

r
4 (207)
o

2
adt l‘\'{lz PI (cAt PN)

Pl TN TYY, LT

The last two terms in Equation (191) were also evaluated for the

Ry = [0] case. The resulting expression for the excess noise power
due to wefght jitter was found to be approximated by the product of
Equation (207) and the optimum output signal-to-noise ratio (T 5;

Shis 1e the same relationship between the Rs = [0] and Ry # [0] cases
obtained for the digital LMS algorithm.

A comparison of Equations (133) and (207) indicates a similarity
between the expressions for excess noise power derived for the digital
and analog LMS control loops. For adt Py<<1, the parameter adtC in
Equat‘lono?'l33) is approximated by a &tP;/2. Thus, the excess noise
power at the array output due to Jittcl is nearly the same for both
the ALMS and DLMS configurations when the loop bandwidth is much
smaller than the input signal bandwidth. For larger values of
ast Py (up to a va]uo of one), the excess noise power in Equation (207)
(normalized to To~' (1 + Tg) No t) remains between the bounds o, and
ay derived for the DLMS cade (S8B%Figure 12). This similarity 1% not

A A 3 X ”
" - T RN,
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surprising, since the two derivations were based on similar assump-
tions regarding independent samples. It also follows from the
sanpling theorem that the performance of the LMS loop would not
change significantly by simply reducing the interval between weight
updates to zero (analog case). It is important to note, however,
that a fundamental difference exists between the analog and digital
control loops under high loop bandwidth conditions. The digital loop
was shown to become unstable when the loop bandwidth exceeds a certain
value, whereas the analog loop remains “"stable" for all values of a.
For a sufficiently large, the analog loop will respond te minimize
the instantaneous error between the array output and the reference
signal, i.e., the array output signal can equal the reference signal
even though the desired signal power at the array output is small
relative to the total output power. This points out one of the
difficulties encountered when analyzing the effects of weight jitter
on ALMS loop performance. The purpose of the adaptive array is to
optimize the array output by forming an appropriate pattern rather
than to "modulate” the input signals so that they match the temporal
structure of the reference signal. Clearly, the latter phenomenon
cannot be tolerated when the reference signal is generated from the
array output via waveform processing (which is the case of interest).
For this reason, the excess noise (Equation (207)) is considered to
be additive system noise, even though the excess noise is correlated
with the reference signal (and thus the desired signal). This
assumption is further discussed in Chapter VI.

E. The Effects of Height Jitter on
Desired §igga| Coherence
1. Introduction

In preceding sections of this chapter, the effects of weight
jitter have been evaluated by determining the excess noise power
it generates at the array output. Results obtained can be used
as general guidelines for system design. However, the power
measure provides little information regarding the effects of weight
jitter on the phase of the desired signal. Such information is
important in many systems, particularly those employing coherent
or pa;tiaIly coherent phase detectors to demodulate the received
signal.

In the following two sections, the effects of weight jitter
on coherence of the desired signal will be evaluated for systems
employing the DLMS algorithm. These results can be used to
approximate the ALMS algorithm with appropriate assumptions. As
in previous sections of this chapter, the siagnal environment is
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assumed to consist of zero-mean, Gaussian, undesired signals

and a PN-coded desired signal. In the following section, an
expression for the variance of the output signal phase is derived
which applies when the desired signal phase fluctuations are small,
Then, in the last section, a specific example is considered in which
the effects of weight jitter on the average output signal-to-noise
ratio of a coherent detector are determined.

" 2. Desired Signal Amplitude
and Phase Jitter

Weight jitter not only causes excess noise to appear at the
array output, but also randomly phase modulates the desired signal,
The resulting phase jitter tends to decohere the desired signal
at the array output, thus further degrading system performance,
Desired signal phase jitter can be viewed as resulting from
pattern fluctuations in the desired signal DOA, which is equal
to a complex multiple of the cross-correlation vector Ryd.

Thus, the array output in response to a cw signal arriving at
the array input from this direction is proportional to [see
Equation (46)]

*

WHEIR = 2 (R4 + Wo R g (208)
. yZPRxd + 1F T-;ST;
The expression in Equation (208) is, in general, a complex
number and thus can be written
wiR, = !"?Rxdl eJ® (209)
where
o = tan”) s {szRxd} (210)

¥2 0 t
d TTTO—"’ Re {yAPRxd}

Here Im ()} and Re {} denote the real and imaginary parts of the
expression enclosed by parentheses. To linearize Equation (210),
it is assumed that

T
+ 1 (v2 0
lvirn,g| ¥ § M7 o . (211)

R T e e e

B s e et
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In other words, the absolute value of © is assumed smaller than
about one-half radian. In this case, Equation (210) is bounded

by
1[5 miyger g3
le| < |e,’| <|tan [-2- ———’-‘T— (212)
LI e

where +

i Im(yAPRxd}

. (]2 O

ey,

The first and second moments of 6, are given by

E e, 0 (213)
and 2
E ef =2 9—;—1-3—)-4— E[Im{yIPg_)]z = Var(e,).
Ty Il
Since
ECinty[P $312= J EL(Rety(P 52)? + (mty;P £1)%] (218)

s Ey: psste! Ya

an upper bound on Eo,’z

y Benl o ag
““TTT%F EyPssP vy, (215)
o

From Equations (116) and (126)

is given by

t
R ez e 2 (216)
T T p P M2
Sl 1T kb DU e

-eyip s’ y) (PP R)Y s Ry 0]

S,



and, by Equation (158)

T
gt ¥ Ean T Ay (217)

Ey‘Aygd . v Xy - wAth; 1, [

1

T -
- IF12 o1 (Ps)(P o)y - E(y;p s s y,)
0

+ (P 5),(P ;)3] i Ry = [0]

Thus,

or

% "s’:'x;') 67 '~","'T-:"" Wt B TR o

t . ool z
Eyfp s sy, - Jf] lf] vy, 3,) © )50 )3 (218)
m aot|(P s),I121(P _S__)JIZ

+ Aj - adtA

e=1 351 M i
2 1 + +,-1

- — - E(yPss? y)]
[Irl (1#+ 1) 7 x

2
'| m l(P §)'_I
L s B R A

nm oeotl(ps),12Ip 5), 13

51 TNyt cAFAJ g

L
T
- [I‘f\"lz T-;-OT; - E(y*P _S_i*P-] yA)]

4 T pg), |2
zcdt 0 1 f l(.i;'t; RA'[O]

el




In terms of the real, positive number h, defined by

m ot |(?5),1% [P g)y I
he= - >0 19)
zgl g1 Mgt Ny - ek Tk 3

Equation (218) may be expressed as

v 2
E(yPssply,) =- %‘Jﬁﬁn—‘-—z (220)
o 2
(P s),l
aAt | | 2
n 2
nE2 Te abt 1’ol"l 1
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Clearly
To
h < adt PS m;<< 1 (221)
and thus
Eyfp s s’ Py (222)
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From Equation (215)

5 (223)
1+7 m |(P s) |
2 —p2 |3 ‘,——-————T—-r-'nfm
TZ 1-C l] -GAtA 4
2 < ?
Ee,” = ST o m [(Ps), 2
: 2 - |5 ; R, = [0].
To (T -C & 7-a aA"Tt 8
provided Equation (211) {s satisfied, i.e.,
4
y: -1 vl v 2 To

Psste y, g irl ZTf:-;-Fg

This relation places an upper bound on instantaneous functions of
6y. Since yais a zero-mean random vector generated from Gaussian
processes, it is reasonable to assume that, with high probability,

- t -
| sy 23l s’y

In this case, the condition on the validity of Equation (222)
reduces to

I

E 62 ¥ 3y (radfan)? (224)

In order to evaluate Equation (223). eigenvalues of K, must
be determined for the specific signal environment. However,
certain bounds can be established if P and Py are known. Since

| 1P 8),12
' 251 2 - aA'FT :
Equation (222) has the upper bound (for aat P ¥ 0.5)
(225)
adt|r|
[U'TTT%—T Ry #10) ;
o
K E(y’Pg_s*P yA) <<
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which implies
(226)

1.+ T, abtP,

= Toe bRy 7o)
To

2

Ee~ < E®

'lfTo o.AtPs
g e o R

The relation in (226) shows that an upper bound on desired signal
phase jitter is proportional to the input desired signal power
and has an inverse relationship with the optimum output SHR.

By the relation in (224), Equation (223) remains a good
approximation if

2
T
wtP s priryy G-c) 3 Ryl - @)

or
T

i.e., when adt P << 1 and T, is sufficiently large. Tnese
requirements uil? be satisfied in a wide variety of signal
environments of interest.

To illustrate the level of phase jitter encountered in a
practical environment, Equations (223) were evaluated numerically
for the example given in Section II b; Table II displays results
obtained when the loop gain parameter is set to a moderately high
value (adt P‘ ¥ 0.5, adt ¢ ¥ 0.25). As is expected, phase jitter
is very small for all cases, with the largest jitter occurring
when the separation between the interference and desired signal
arrival angles is smallest.

The output desired signal power is determined from the
ensemble average

Elv's s = Evjp s 5777y, 0 0 Wl 8 8T, (228)
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(228) (continued)

From Equatfon (225), an upper bound on the variance gf the output
desired signal due to weight jitter, normalized to wipt S S'wopts
may be expressed as

1+T, abdtPg :
i e R E L
(o}
1+T° aAtPs
¥ T o Bt W0
(¢}

The output desired signal power is negligibly affeclted by weight
jitter if these ratios are small (for example, when the relations
given in (227) are satisfied).

3. Effects of Weight Jitter
on Coherent Detection

In this section, the effects of weight jitter on system
performance will be determined for a specific desired signal
waveform. Since one of the primary goals of this study has been
to determine performance of a jointly operational TDMA-adaptive
array (TDMA/AA) implementation, desired signal modulation and
demodulation will be modeled to closely resemble TDMA modulation
and demodulation techniques outlined in Chapter II.

The complex envelope of the desired signal is assumed to be
expressible as

s(t) = % exp [3(93(t) + 8,)] (229)

where 8 and 61 represent constant amplitude and phase factors,
rosgoctivol*. and p(tz represents the time-varying component
of ¢(t). Biphase (antipodal) modulation is employed to convey
data at a rate of by bits per second, |n$ a.PN code is

used to spread the signal spectrum by 2 factor* of n, where n is

*The code and data bit streams are added modulo two and are then
u:od %o biphase modulate a cw signal to generate the desired
signal.
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an integer. Defining At as the inverse of the code rate, T as
the inverse of the data rate, D(t) as the data bit stream, and
c(t) as the code bit stream, one obtains the following relations:

D(t) = £1 constant for T seconds (230)
c(t) = 21 constant for At seconds

¢q(t) = c(t) D(t)~% = 2n/2 constant for At seconds

T=n ar nzl

Eo](t) ¢1(t +1) = 0 T > At

The TOMA modems employ a differential phase-shift keyed
(DPSK) receiver for signal detection; that is, decisions are
based on the difference in phase between adjacent bits. Owing
to certain difficulties encountered in analyzing the effects
of weight jitter on DPSK receiver performance, however, coherent
detection (PSK) will be assumed. As will be shown, the results
obtained for the coherent detector will provide a general guide
to DPSK receiver performance.

In ideal coherent detection, the carrier phase is assumed
known a priori at the receiver. In order to apply this require-
ment to a system containing an adaptive array, it is necessary
to assume that the time average phase of the desired sianal is
known or has been accurately estimated, The signal r'(t)
available at the receiver is assumed to have the followina
property when the weights are near their steady-state

solution:
Ev(t) MH(e) = £ wh(t) X(t) Fie(t) ' (231)
= W {t) 2(t) Fe(t)
*
= "opt L

where y(t) represents the array output sigml. w is the ensemble
average of w(t), and L is an m-dimensional vector assumed con-

stant during a given data bit_interval. To simplify the notation, {
assume this interval is [0, T]. In arrivino at the result in

Equation (231), 1t was assumed that the desired sianal carrier

frequency and the code c(t) are known at the receiver. Note that

the ensemble average given {n Equation (231) is real valued.
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The receiver is assumed to employ matched filter detection.
At baseband, this is equivalent to the operation

.
vn = ¢ JO [¥(e) v ()] at (232)
T "
-} ] A ORMOIET
0

where v(T) represents the detector output voltage at time T.
Noise in the propagation medium between the array output and the
receiver input has been assumed negligible to focus attention
exclusively on the effects of weight jitter.
When W is near steady-state, the ensemble mean of v(T) is
given by
1 T + bhd $ v
Evn =3 | e Freee) + W) Face)) it (233)
: 0
LY

= E[Y(t) ¥ *(t)]
cr
= "opt L

where  X(t) = u(t) + S(t).

The above result follgws from the assumption that w(t) is
independent* of x(t) r'*(t). The variance of v(T) is expressed

as
(234)

Var(v(T)) = E {IV(T) = whpe L1 IWT) - wopp LD

T
1 ta oyt
- jo jo ! A(ey) )
+ 28ey) [lry) P ey) + L1 @M (xp) Wy T(xp)

» LﬁT(‘z)f;.(Tz) + L*] Z(tz) dt1 drz

¥This appiies to the DLMS algorithm only.
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where wo = “opt

and z(t) = w(t) - Wy

The weights are assumed updated according to the DLMS
algorithm (Equations (54) and (58)). For the purposes of
analysis, the interval at is taken as the interval between
independent samples of the product X(t) ¥'*(t). In the digital
algorithm, z(ry) is constant for at seconds, so that Equation
(234) becomes

B °
var(v(T)) = € ;7 10 j0<{w°*§(f,) () (235)
+ 2"(18t) [d(x)) #ep) + L]}{E'(rz) Wy ¥ (1)
+ &*(12) ?'(12) + L+] Z(jAt)l d‘l’-l drz

J

where T S jat < T + at
and T s jat < T, + At i 1, =0,1,2,000n,
When z(ist) & 0, var(v(T)) equals the minimum output noise power,
given by
|
1 f +~ nt "
Nmin = E 7 J ) Mo M) () r(xy,) (236)
T 0 ‘0
At
e u (1'2) Wy d'r.l dr, .

The variance of the excess noise voltage at the detector output,
caused by weight jitter, may be defined by

var(ve(T)) = var(v(T)) - Nm1n (237)
T (T A
= £ ':,'2‘ jo JO{W; g,(n) 'l’\"'*(t]) [Q,”(rz) r(1,) + LY Jz(at)

+ 2" (10t) [T(ry) ¥ T (xp) + 1] Plep) Tiep) wy
+ 2'(1at) [Brq) () + L] (@) M(rp) + LM

¥ Z(jAt)}d'r] d‘tz .
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To simplify the analysis, the double integral in Equation (237)
is approximated by the double sum

2 n-l nel o
n-1 n-
S Y] aw TUliat) e(iat)

T 150 =0

- [@'at) ®(dat) + LD z(3at) + 27(dat)

var(ve(T)) *E

. [H(iat) Fe(iat) + L] F(dat) TT(3at) w,
+ zT(iat) [U(iat) F'*(iat) + L]

: [Q*(J t) F'(jat) + L z(;ut)} ;

By Equation (230) and the independence of _ﬁ:*(jz\t) ?'(jAt) and
z(iat) for § 2 i, Equation (238) reduces to

(At 2 n-l j'1
var(vy(T)) # 2 —TZL L “ (239)
-+ ElwyH(1at) #7(1 ¢) LT 2(30t)]
2 nal -1
+ S%L :21 jzo E[zT(1at) L ¥ (jat) ut(jat) Wo
2 n-l
r (4t E[zT(1at) M z(jat
+ (;!) 120 [z'(iat) M z(jat)]
n-1 nel + +
e 7 1 Efztrdet) L LT 2(g0)]
10 §=0
where R= |F l2
The above result applies when w = w When w = wot » the vector

ﬂ:;g can be expressed in the cigoﬂ“étor space as [See Equation

yy(18t) = ast  § [1 - ast o} g'd-] (240)

ko
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where 2(1at) = p~! y,liat)

and
L, A
B PRA(zAt) - Po(2at) P yA(lAt) - Po(rat) o 3

The following result will also be required:

(241)
J (1 - wsta]" Ely, (3e) yj(5e0)]
Ely,(1at) y](got)] = :
Ely,(1at) yi(1at)] [T - asta]d" : J

the procedure outlined in section IV D 2. The 1j
given by

¢
Ey; y* ) = g
i jA Xy * A - aatxixa

+J..r 7 (P 2 93

(1 +T o)

+ E[.VAA.VA] o E.P-] E.VAyAP s (P i)1(P i)g} : £l & 1,24+ °m,

The m2 components of the matrix E(YAyA) can %ﬁ evaluated using
component is

(242)

A complete solution to Equation (242) requires evaluation of the

; as yet undetermined expectations appearing on the right side,
| iterative application of Equation (242)

~ 2 m A
+ uAt|r| i 1
E(-VA A yA) - sy adtc 121{2 - 56ﬂ1 1+ TO

:
P gl 1t
r.gbtki (1 +T°)Z If‘l s .v,,.\!A s
1P 5)412
C TRty
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From Equation (133), and the assumption P << P;,

v 2
+ adt|r 1
OEARE o [
Thus
ast [¥|2 1 1
EyiAygA . YRR P o [1__1..,' AR A”] (245)
provided astc ¥ 0.5. Although evaluation of the first two terms
in Equation (239) is tedious, the procedure is straightforward
and thus will not be detailed here. Employing Equation (241),
the results are
E[N; u(1at) Fre(iat) LT 2(jat)] = (246)
- adt u; M RA LI EPTYT S bl R IO
ELz'(Jat) L ¥ (1) U7 (1at) w ] = (247)
SRS TR AR Ll ¢ SYYS L elR B
Equation (239) can thus be written as
2 n-l j-l
at
var (v (T)) & - 2R ¢ 3 (248)

=1 1%0
* aot w! e 577 11 caata)¥ "1 pg
2 n=1
at -1 3-1
R P! (1 -aatr
L e
+ Ely,(fat) yj(18t)] Ps.

2 n=2 n=l
+R ({.‘-) "} 47 £'01 Ely,(30t), yTigat)] [1 - astad'dos

=0 1§

+ret {e yiaye gt ol _s_} :
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51nce E(s*P “s) has been shown to be much smaller than
E(ygAy W) it o8 neglected in Equation (248). Substituting

Equations (244) and (245) into Equation (248) and rearranging
terms yields
2 n-1 j-1 m
var(v_(T)) # 2 R |&¢ : (249)
: (T‘) jzl 120 .£1

%2
L L () M

0
[ 1 Ty

1
"t'(f- a8t J (T - adte) - T+ 10 T-adtx

Lo g

+

at " 2 abt]r 1
+ RT- k.§1 l(P .s_)k| * 1 TZ = o8t ] (T - atc)

2
i m (P s),I + g &t _odtc r1e
LER S-S P VI 29 T T T+T,

Again applying the assumption that Ps << Py, it is easily shown that

m P s), 12 .
1 % - ompx, T :
that the first term in Equation (249) has the upper bound
ast 2 p,
i

and that the second term has the upper bound
alt I~F P 1

—r?'r-‘rﬂ;'-

Thus, by making the additional assumption
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2nPg <<c (250)

Equation (249) can be approximated by

~ 2
var(y, () o« v el - (250

Equation (251) gives an approximation for the variance of the
excess noise at the detector output due to jitter, provided n
is large and that

m A
i
(a) 2nP <<c= 121 T oBtr, (252)
1
(b) aat PS << 1-—:-75
(c) aatc <1 s

Since Equation (237) was approximated by the double sum in
Equation (238), Equation (251) best apgroximates the excess
noise variance when the input signa] (X(t)) approximates an
ideal bandpass process with at = B~!, where B represents the
double-sided bandwidth. When B > (at)-1, Equation (251) gives
an upper bound on the variance.

Although assumptions given in Equation (252) permitted the
expression for var(ve(T)) to be greatly simplified, they are
valid in a wide variety of hi?h- evel interfering signal
environments. Equation (252)(a) is the most restrictive
condition, since 1t requires that the product of the waveform
processing gain and the input desired signal power be much
smaller than the total fnput power. When this requirement is
not met, then past history of z(iat) for iat in [0, T] may
significantly affect the value of var(v.(T)), thereby causin
inaccuracies in Equation (251). In thi$ case, Equation (241
should be used, provided Pg << Py.

The expression for the output noise power when w(t) = w
(Equation (236)) can also be estimated by approximating the 8Bibie
integral by a double sum and performing the indicated ensemble
average:

1
o RSt . 253
ot e r(l+To) i
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The variance of v(T) is obtained by summing Equation (251) with
Equation (253):

T
var[v(1)] & [¥/? ,;.,21__1_70_ %[%ﬁtﬁ—m*w""rg (254)

The output signal-to-noise ratio D will be used as a measure of
detector performance, where

2
= |E v(T
D= varlv (255)

Note that although D is a classical definition for the output
signal-to-noise ratio, it does not necessarily equal the aver-
age output signal-to-noise ratio, since v(T) is generally not
stationary in the interval [0, Tj. Equation (255) is meaningful
in that (1) it normalizes the square of the mean (of v(T)) to the
mean square and (2) it approximates the average output signal-to-
noise ratio when v(T) is near its mean (for example, when D >> 1),
Using Equations (233) and (254), Equation (255) becomes

T 1
D.KTO T+ 7T ‘ . (256)
1+ aldtc 0!
L I - adtc 0 4

This result shows that weight jitter reduces the detector's
output signal-to-noise ratio by the same factor (in brackets)
that the processor's output signal-to-noise ratio is reduced
(see Equation (143)). In other words, the waveform processing
gain of the coherent detector is (about) equal to the spectrum
spreading ratio, even when the excess noise power is large
relative to the quiescent (no jitter) noise power. For a given
set of loop parameters(a, at, and c), system performance can be
1mgroved by increasing the 1ntegration time T assuming the
relations given in Equation (252) are satisfied.

The analysis to this point applies to the DLMS algorithm
for Ry # [0]. When the desired signal DOA is known, the variance
of v(?) can be evaluated by setting Ry =[0]in each step used to
derive Equation (249). The result is approximated by

n-1 Jje1

2 m
' t
vgr(v.(T))iR e 22 |F |2($-) jzl 1£0 kzl (257)
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(257) (continued)

cust|'?|2 - uAtAk)J" l(P _s_)k|2

¢ 2
T T° m

""('Z'_—ﬂ_)"('l_‘l’- ad 2 T (T -abdtc) = 2 )
! k 0 1+ To) =1

: : ‘
(P -s-)ll 2 TO 1 |
¥X, - oAt A X, O+ TO)Z' T - dtx,

.

A
v 2at T 2 .At|r|2 | To
L LA kZI P s) | = T et (T = aate)

= H
'
~

2 :
3 TO 'il I(P i)glz i>+ I"\:. |2 At
(V+T)° 2=l X FX =Bt XK, | ; ol

altc To

‘YT-oabdtc T+ |° .
If the assumptions in Equation (252) are satisfied and if

To

aldt PS << Tﬂ;

then Equation (257) may be approximated by

T =T T p 258
var(v( )),R‘ ey e var(vg( ))IRA 410] (258)

Thus, the performance measure D for the R, = [0] case becomes

I I L b

T ]
D - T 259
e, <t Rol“T'EA%E“"To)} 3

The minimum signal-to-noise ratio required at the processor
output, as a function of the normalized parameter

=3¢ (260)
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is shown in Figures 13 and 14 for two different values of the
loop parameter asdtc. Figure 13 applies to the Ra # [0] case
and Figure 14 applies to the R, = fO] case. In a given signal
environment, the transient response (or convergence rate) is
ten times faster for adtc = 0.5 than for adtc = 0.05. For the
Ra = [0] case, weight jitter causes the largest degradation in
performance when g is small, i.e., for g = 0.01, T°m1n must be

increased by more than 8 dB when astc = 0.5 to obtain the same
performance as a system with negligible weight jitter. For
larger values of g, the relative performance degradation due to
weight jitter decreases. For the R, = [0] case, the effects of
weight jitter are most pronounced for large values of g. For
fixed values of input signal power and D, the minimum required
output signal-to-noise ratio can be reduced in both the Ry = [0)
and R, # fo] cases by reducing the convergence rate 2proportiona1
to a) or by increasing the spectrum spreading ratio (T/a%).

Under appropriate assumptions, the previous results can be
used to approximate the effects of weight jitter on the perform-
ance of a DPSK detector. In coherent detection, decisions (at
t = T) are based on the matched filter output voltage v(T). In
differential detection, decisions (at t = 2 T) are based on the
parameter

227) = u(r) 2 M) (261)
where
1 T N I
TURE IS AOERUURT (262)
and 4
u(2T) = HT y (t) ¥ rhe) at :

In ideal differential detection, it is assumed (1) that the
desired signal carrier frequenci and the data bit arrival times
are known at the receiver and (2) that u(T) and u(2 T) are
statistically independent random processes. Consequently,
*'(t) and ¥'(t) differ only by a constant phase angle. The
performanze measure D derived for coherent detection can there-
f:;e ?; gged to approximate the signal-to-noise ratio of u(T)

and u s

2 2 2
« JEUD , Elu(2 T)|® _ E|v(T
D'DPSK var[u varlu var[v (263)

110




A —— RTp T

10

R

/ 244 se !
Toum'o (“ V¢ T=Cie 3

‘omr

r—
n"l?

/loble'o
// ‘To." =29)

Ve

/7
1o=2 Lo sl e bperint S 6% i (an
-3 2 -
10 10~ el & 10 ; )
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CHAPTER V
TRANSIENT RESPONSE AND SIGNAL ESTIMATION
A. Introduction

Physical_implementations of the spatial filter represented
by wopt = Kx~! Rxd require accurate estimates of Kx (or M) and
Rxd based on noisy input data. The accuracy of these estimates,
of course, depends on the method used to average the data. The
LMS algorithm relies on averaging in the control loop to perform
these estimates, which gives rise to two opposing system objece
tives; rapid response time and small control loop noise. Large
control loop noise results when the weights are allowed to
respond rapidly to instantaneous fluctuations of the input
covariance matrix and the cross-correlation vector. The loop
noise can be reduced by lowering the loop gain (and thus increas-
ing the response time) since the instantaneous fluctuations are
averaged over a longer period of time.

In this chapter, the separate effects of estimating Kx and
Rxd in a finite observation interval will be determined. The
primary objective will be to compare the relative performance
of the LMS algorithm with an algorithm in which the spatial
filter w is calculated directly by inverting an estimate of the
covariance matrix and multiplying the result by an estimate of
the cross-correlation vector. The estimates of Kx or Rxd are
based on the maximum 1ikelihood (ML) principle, which is optimal
in that i1t yields an unbiased estimate with minimum variance
[26]. Although an algorithm based on these estimates will be shown,
in theory, to converge more rapidly than the LMS algorithm, it is
considerably more difficult to implement circuits which estimate each
element of Kx and then invert the result, since this operation re-
quires m2 estimates and an mxm matrix inversion. Moreover, finite
circuit speeds preclude the possibility for achieving the theoretical
convergence rate except when the input signals are very narrowband
and the array size is small (see discussfon in Chapter II). The
comparison of the LMS and optimum estimator algorithms to be presented
will thus be based on theoretical rather than practical considerations.
The results of the analysis will be useful in determining (1) require-
ments for accurately estimating Rxd, (2) the effectiveness of
control loop averaging relative to optimum estimation, and (3) an
upper bound on LMS algorithm performance. The performance
measure employed will be the output signal-to-noise ratio versus
time (or observation interval). In order to isolate the effects
of estimating Rxd from the effects of estimating Ky (or M when
the desired signal {is absent), analysis performed in Section B
assumes Kx (or M) is known a priori and the analysis in Section C
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assumes Rxd is known a priori. A method for approximating the
response time when both Kx and Ryd are estimated is presented at
the end of Section C. Section D compares these results with the
transient and steady-state performance of the LMS algor{thm.

B. Estimating the Desired Signal Direction of Arrival Vector

Two spatial filters which optimize the array output signal-
to-noise ratio (see Chapter III) are given by

8 Kx.] Rxd (264)

and

- -1
M Ry 3 (265)

'

In this section, the array output signal-to-noise ratio will be
determined when Ryq in Equations (264) and (265) is replaced by
its estimate Ryq as follows:

- --I.
w = K, Rxd (266)

-

W, = M Rxd ‘ (267)

To focus attention exclusively on the effects of errors in this
estimate due to noise, Kx or M will be assumed given. In a practical
system, this assumption implies that a sufficiently accurate estimate
of one of these matrices is available when wy or wy is implemented.
Equation (267) applies when the input covariance matrix is

estimated in the absence of the desired signal, as would be the

case prior to the TDMA preamble interval*, whereas Equation (266)
applies when the desired signal is present at the array input, e.g.,
during the preamble intarval. In the latter case, the estimates of
Kx and Rxyq may well be performed simu]ltaneously. The validity

o? any performance measure of filter wj would thus require the
unrealistic assumption that the input covariance matrix estimate
converges much more rapidly than the cross-correlation vector
estimate. For this reason, emphasis will be placed on determining
the performance of filter w2.

*IT another user's signal is present, it is treated as an interfer-
ing source.
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The output signal-to-noise ratio, given ;2' was shown in
Chapter III to be given by

W A
N (0] 2 w; M Wy (268)
which, in terms of ﬁxd’ may be written

TR
(), St
° Ra M Rya

Equations (268) and (269) apply at any instant of time after
filter Wy has been implemented.

The output SNR defined in Equation (269) is a function of
the random vector Ryd and thus is a (real) random variable. If
Equation (268) [or ?269)] is considered a function of w2, then
[sge Equation (33)] it is bounded above by the optimum output
SNR:

+ +
- W _.SS W o
() 5] « ittt o gtwtaer,
0 “opt M "opt
where
= -]
Yopt = M Ryg

and 8 1s an arbitrary constant. The performance of filter w2
will be determined by evaluating the mean output signal-to-noise
ratio. To do this, it is convenient to normalize Equation (269)
to its upper bound. That is, let

of el o ot u°l &
R4,M ss M R
i S xd - xd
¢ ;'[(N;) "’z]" < L it
[ Ra¥ Rygs M s
ns
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The mean and variance of the real random variable p2 will
be found by first determining its probability density function
under the assumption that Ryq is a Gaussian random vector.
Before proceeding, several additional assumptions will be made
regarding the input signal statistics.

For the TDMA application being addressed, the desired signals
are generated by quadraphase (or biphase) modulating a constant
envelopg c.w. signal. It is therefore assumed that the desired
signal s(t) has a constant amplitude. The instantaneous cross-
correlation vector is defined as

Ryg(t) = X(8) ¥'() (272)

where ?+(t) represents the reference signal. It is assumed that
the receive code timing and the desired signal carrigr frequency
are known a priori and that no data* is conveyed by s(t). It
therefore follows that

¥(t) = A $(t) &® (273)

where A and 6 are assumed unknown real constants; e.g., signal
phase and amplitude are not assumed known (or estimated). The
mean cross-correlation vector, averaged over all signals present,
thus becomes

R.g = E X(t) ¥'(t) (274)
= E[U(t) + 3(t)] ¥'(¢)
= E $(t) ¥ ()
= 3(t) ¥'(¢)

The above steps follow from the assumption that u(t) and s(t)
are uncorrelated.

*This 1s cthe case during the preamble, for example.
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Next, define Ra(t) as the difference between the instantan-
ous and average cross-correlation vector.

R(t) = RE,(8) - R\ . (275)

Clearly, the ensemble average of each of the m components of
R,(t) equals zero:

E RA(t) = [0] . (276)

In the analysis, the random vector Ra(t) is modeled as a sample
function from an m-variate Gausslan process. Rxd will be estimated
by averaging k samples of X(t) #'(t):

k
i N +
Red = % 121 X(ty) ¥ (ty) t; <ty <<ty (277)

s &
"k L Ralty) * Ry

It follows that éxd is unbiased, since

~

E Ry =Ry (278)

To simplify the analysis, At .t;g -ty y (5 =2,3,...m) will be
assumed constant and equal to 1ntlr3a1 (at) between indepen-
dent samples of Ry(t). In this case, it is easily shown that
Equation (277) is the maximum 1ikelihood estimate of Ryd

[26]. Note that any At greater than the code chip duration
results in (approximately) independent samples (assuming PN

code modulation). Care must be exercised at this point in
applying the Gaussfan assumptiorn. If the input noise signals
(u(t)) are assumed sample functions, from independently distributed
zero-mean Gaussian processes, then Rxd is m-variate Gayssian when
At equals the interval between independent samples of u(t). In
more general noise situations, e.g9., when narrowband interferences
are present, the random vector Ryd only approximates a Gaussian
process* [see Chapter VI]. .As in Chapter IV, the difference be-
tween Rxd and its estimate Ryd is defined as

*By the central 1imit theorem [28], this approximation generally
improves as the number of samples grows larger.
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Again, it follows that

ER, o 0] . (280)

The density function for p2 is determined by first evaluating the
density of Ry._  The density function for the complex m-cdimensional
random vector RA is completely determined by its covariance
matrix [27]:

cov(R,) = E R, R} " (281)
= E r% & X(ty) ¥(e,) - Rxd]
k
1 v + ]
: [" PREACTRCR

=EV-R, RId
where
EV=Ed f f X(t,) ¥ty ¥t ¥t . (282)
magar it Ot 3T

Fourth order moments contained in Equation (282) can be evaluated
by first separating X(t) into desired signal and interference
components, substituting the results 1nt&+Equation £282). gnd
then applying the assumption that X(ti) ¥ (t{) and X(tj) ¥ (tj)
[i¢ Jg are statistically independent. This procedure yields

o k=1 t 1 %2 1 t
EV=T RaPu *% I¥1% m e+ %PRxd Ra - (283)

'Comb:ning Equation (281) and Equation (283) generates the desired
result

nes

o ———————————— s o P A

e ——————




4 2
coviRy) = - w . (284)

The vector R, is therefore characterized by the Gaussian probability
density 2

| N2 el
PR,) = (1) ‘15&- M | exp [f TgTz-RZ " R;] (285)

where |( )I’1 represents the reciprocal of the determinant of

the enclosed matrix and m represents the number of complex
weights. The probability density of p2, in terms of the variables
k, m, and To, will be determined by performing a series of linear
transformations on RA.

For notational convenience, Equation (271) is rewritten in
the form

ot -1 R T
Rxd M Rxd Rxd M Rxd
P, == = (286)
2 gt wlir rtw'r
xd xd “xd xd

To put Equatfon (286) into a form which is more directly solvable,
}et ;_?e an m~-dimensional vector defined by the 1inear trans-
ormation

L w12
x=MeR, : (287)

A definition for M1/ is given in Appendix 1I. Combining (286)
and (287), yields

A 1/2 u1/2 + u1/2 o 1/2 3
RE w2 V2 g gt w2 ylz g
xd xd “"xd xd
Dy ® By - !_.__(233) (288)
2 + -l + -l;! =y
Ra™ RygRegM "M 1" Ry

at 1‘- + &
Rxd M “xd L 4

of V2 , .t w1/2 2
. Red M7 xx M R
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The mxm matr1 ? positive definite and Hermitian. There-
fore, the scalar R xd M' Rxd 1s a positive real number. In
particular, its square root is defined. Next, define the vector y
as x normalized to one:

y= ®ymlr )12y . (289)

Computing
l"’ l' 5*(R;d M xd)-llz (Rxd '] Rxd)-1/2
« (et o) -1
(Rea M Ryg)
= |

verifies the normalization. Thus, in terms of y , the normalized
output signal-to-noise ratio has the form

at 212 -1/2 4
. Reg 1-13 8 (290)
R ™ Reg

Since y is a unit vector, there exists a unitary matrix U such
that —

y*ug (291)
where
*
Q_ - (lu 0- o’ g 0] (292)
and
tusvlust
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Thus,
Iy 2uggh v w12 g
P2 = T oF V2 T w172 pt
i Bl & BE Medd

Now define an m-dimensional random vector é_by the following
linear transformation:

-

<yl wE R
e=U WER, (294)
In terms of‘é. Equation (293) reduces to

88 ¢ (295)
Dy B ——oppige— 5
: ¢t

Fyrther simplification is possible by noting that ¢'s, 6'c, and
c'c are scalars.

m
A*A ~ 2
c= I lel
* THE
where EJ denotes the Jth component of i.

:ﬁ expressed in terms of the components E' (1 = 1,2,--.m) of
e vector ¢, is given by

1,12
i T e
Lolel
= 1

(296)
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m
The joint probability density function of Ic1 2 and Z |c1

-~

is found by appropriately transforming the density of Rxd- c is
related to the random vector Rxd by

=1 y=1/2 ¢
U' M Red? (297)

which can be written in the form

€= HRy

where H= U'] wi/2

Each 84 is a linear combination of the components of the vector
hat is,

- m -
¢ = ng H” (Rxd)j

where (Rxﬁ) denotes the j" component of Rxd Since the com-
ponents O are jointly Gaussian, the components of ¢ are
also jointly Gaussian [27]). The joint density of the c1 is thus
determined by the mean and covariance of c. The desired result
is obtained by performing the following series of inverse trans-
formations:

Ec=ul w¥/2p
1y,

xd
= U

-1 -1 1/2
(Rxd xd) b A
e (ot ! 1/2
(Reg ™" Reg) ' &

Thus
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0
Eg= 0 (298)
_ 0
and "
cov(c) = E U w2 R Iy (299)

N
=ut w2 erpriwl/2y
3 1§|3 o) W2 V2

As a result, the set of random variables cj, j = 1,2,...m, are
mutually stochaay}cally independent Gayssian processes, each
with variance |r|2/k, The compoqgnts Ci» g # 1, are zero mean,
whereas the mean of c, equals (R}, M- )72 Let

o - %;.:"55 I, 12 (300)

Q- %‘#z (I6o12 + Jegl2 + ooe + 161D . (301)

It can be shown [29] that the random variable Qj has a non-central
chi-square distribution with two degrees of freedom and non-
centrality parameter 2 Tok and that Q2 has a chi-square distri-
bution with 2 m-2 degrees of freedom. Therefore,

q ig
o G " TP TRE (302)




where the random variable F', defined by

: (2 m-2) Q]
F '—2—02— e e L (303)

is non-central F distributed with parameters
r1-2. rz-Zm-z.e =2Tok

The distribution function of p2 is an infinite sum of incomplete
beta functions (e.g., [30]). The probability that p2 is less than the
real number 2 is given by

j
kT, (KT,)

Plep <2 = 1€ LO+shn-1 ;5 (309

0<z <1, m22

where Iz (1 +3j,m-1) is defined as the incomplete beta function

Z
Iz(]‘PJ.m-'l) = BTTT%-’-—".—_—-I) IO tJ (1 -t)m-z dt
B1 4+, m-1 =Lt

Equation (304) gives the probability distribution function of the
normalized output SNR Ppo which is the desired result.

The performance provided by filter w, can be evaluated in a
similar manner. When the weights are detlrmined according to Equation
(266), then the expression for the output signal-to-noise ratio, given
"o becomes

R A PR 1
ORI rress s
Q* - & -~ .

(4 Reg By M B0 Rey
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As before, define Py as Equation (305) normalized to the optimum T :

ot v -1 t -1
. R K "R R KR
s LIS . xd "x 'xd xd "x xd
M 'r'[( N) "’1] ot o - *T g "at arl (306)
9 ¢ Rea Kx M Ky Ryed Rxa M Ryd

By the matrix inversion lemma,

R
KT Rg=M QR

X
where
b o sstu
l+st']_s_ :
Thus
2t At -l § eo) 42
R,QM 'R R _M QR
. LALEL L AR (307)

N Tl oy o
Rxdo M QR“R“ M Rxd

Employing steps similar to the analysis on :'2' Equation (307)
can be reduced to the form

. = = . 308
U T (gl e v 1 e

“t:: m-variate Gaussian random vector with mean and covariance
matrix

E_a_* = [f, 0,0, *°° 0]




—————2‘ 0 o )
(1+T,)
0 1 g -~ 0
- 2
cov(d) = J%L 0 0 S L
0 0 0 .- 1
e il

b )
wheref-lrlw .
(4]

Thus the 31. i=1,2, ... m, are statistically independent
Gaussian random variables. Now define the random variables

2 k

e T2 1412 (309)

q T 1412

Q; has a non-central chi-square distribution with two degrees
of freedom and non-centrality parameter 2 Tok [29] and Q4 has a

chi-square distribution with 2 m-2 degrees of freedom. The
random variable
(2m-2)0, (2m-2) (1+7,)% |42
F'= = (310)
2Q Y 142
4 2] |dyl
i=2

therefore has a non-central F distribution with two and 2 m-2
degrees of freedom and with non-centrality parameter 2 Tok.
p1, expressed in terms of F', is obtained by substituting
Equation (310) in Equatfon (309) :
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ZF' ’ >
g 0<F'<e, m22  (311)
1 zr'+(1+ro)2(zm-z)

The density function of p1 is difficult to evaluate since
it cannot be expressed in terms of known functions. However,
it is useful to note that F' defined in Equation (310) has the
same distribution as F' defined in Equation (303), which permits
direct comparison of the performance measures " and Pp.
Assuming F' given, 1t can be shown that

[+]
2
(a) oy = (312)
Voot (1410701 - 0
(b) oy <pp <1 3 To20
. P 0
(c) oy = —2 12— «hr41)?
]"92 (1+T0) 1‘92

orQ << 1

(d) lim oy = p
T°+o' z

and, when F' is viewed as a random variable, that

(e) 1im py = Timp v
1 obes 2

k<o

Relations given in (312(a)) and (312(b)) indicate that the
output signal-to-noise ratio obtained faon w1 = K- Ryq is
less than that obtained from w; = M-1 Ryqg.* The performance
difference is greatest when Ty s large and k 1s small [Equation
(312(c))]. The decrease in tgc rate of convergence is apparently

*Both ;, and ;, converge to “hpt as kee |
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due to terms in the covariance matrix which exist as a result of the
desired signal's presence and are not uired to implement the
optimum filter. Relations (312(d)) and (312(e)) show that in many
cases of interest, i.e., when To is small and the sample size (k) is
I:rge. the performance provided by filters W, and W, are nearly

the same.

The distribution function for o,, given in Equation (304),
is a function of the number of e1emeats (m) and the product
Tok, where k represents the number of independent samples and
To represents the optimum output SNR. Array performance is
therefore directly proportional to k and Ty.

Two measures of the normalized output signal-to-noise ratio
p2 have been evaluated numerically. One measure employed is the
pr?bability that the output SNR is within 3 dB of its optimum
value; e.g.,

q= Pr(oz > 0.5)

Figure 15 illustrates the calculated value of q versus Tpk for
several different array sizes (m). In the limit as the number
of samples approaches infinity, the probability that p2 is
greater than 0.5 approaches one; that is, the estimate of R d
improves as the averaging time increases. As m increases, 5
larger value of Tok is required to obtain the same value for q.
This is as expected, since the optimum output signal-to-noise
ratio genera&]y increases with m, but the noise in each compon-
ent of X(t) r'(t) does not change.

The mean value of p2 was used as a second measure of
performance. The mean of a random variable x which has the beta
distribution

X v lz(a. b)

is given by [30]

Exs= 3-%-5 s
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Since p2 is composed of an infinite sum of beta distributions,
its mean is obtained by lettinga =j+ 1, b=m- 1, and summing
as in Equation (304). That is,

« Tk (Tk)¥ ..
Baps Lo iy o e

Similarly, it can be shown that the variance of p2 is expressed
as

var(p,) = E 922 - [E 92]2 (314)

.o J \
Tok (Tk)™ (14 4) (24

' 2
= Lt i uvwtieaey e

Figure 16 illustrates the dependence of E p2 on Tok for several
values of m. To establish an approximate confidence interval on

Ep2, the standard deviation of p2, normalized to E p2, has also been
graphed in Figure 17. 1In all cases shown, the mean of the output
signal-to-noise ratio is within 3 dB of its optimum value when Tok is
greater than the number of elements m. Moreover, the (normalized)
stand::d deviation is less than about 0.3 when this criterion is
satisfied.

Thus far, the analytical results have shown that (1) the
maximum 1ikelihood estimate of the cross-correlation converges
to Rxd as the number of samples approaches infinity; (2) the mean of
the normalized output signal-to-noise ratio of filter w2 depends only
on the product Tok, e.g., it does not explicitly depend on the signal
geometries; and ?3) the convergence rate depends on the number of
elements (or the number of complex weights). These results were
checked by a computer simulation of a four-element linear array
with identical, equally spaced elements. The kth sample of the
input noise vector applied to the simulated array was generated
;rg? independent samples of a zero-mean Gaussian process g as
ollows:

k
?ik o 121 \I—A—i (9‘1(] » 3 9!;2) Yy ” Nt (315)
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Figure 16--The average normalized output signal-to-noise
r:t1o versus Tok for several different array
sizes.
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Figure 17--The standard deviation of Py normalized to Eop-
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where
-

k k
9(p+1)1 * 3 9I(pa1)2

: K k
= |9(pe2)1 * I Y(pe2)2

k k
| 9(psm)1 * 3 I(pem)2

Here, v represents the direction delay vector of the 2t gnter-
fering signal and represents the k' sample of the element
thermal noise vector. The real numbers gg and g§ are statistic-
ally independent samples from a Gaussian ]stribut on which has
variance one. Thus, the ith interfering signal has a per-element
1np:§ power of Aj watts and the per-element thermal noise power

is o°. The kth sample of the desired signal s(t) was generated
by sampling the complex envelope of a P-N coded c.w. signal; the
number of samples per code bit could be selected equal to any
positive integer.

Figures 18-20 compare E P2 obtained in the simulation with the
theoretical result given in Equation (313) for fixed signal
environments; each point in the simulation represents an average
of 100 independent trails. The signal environment and sample rate
(relative to the code rate) corresponding to each figure is
summarized in Table III.

Table 11I. Conditions Under Which Simulation Results
in Figures 18-20 were obtained.

Relative Input Power Per Element and
DOA (fn electrical degrees) per element

Desired Interference Interference Thermal To Sample Fiogure
Signal No. 1 No. 2 Noise Rate No,

0 d8/0° 20 dB/30° 10 dB/60° O dB -4.57d8 10 18
4.57 d8 20 dB/30° 10 dB/60° 0 dB O dB 0 19
0d8  -20 d8/30° -20 dB/60° O dB §5.87d8 10 20
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In each case, simulation results closely agreed with theoretical
results. Although not shown, many other signal environments
(with p < 3) and sampling rates (relative to the code rate) were
simulated and compared to the theoretical result; in all cases,
similarly close agreement was obtained.

C. Estimating the Input Signal
Covariance Matrix

The results presented in part B provide guidelines for
determining when it is appropriate to assume that an accurate
estimate of the input cross-correlation vector (Rxd) can be
obtained. In this section, Rxq is assumed given, and the weights
will be determined by inverting an estimate of the input co-
variance matrix and substituting this result into Equation (264)
or Equation (265); this method for implementing w will be denoted
as the direct matrix inversion (DMI) technigue. The matrix Ky
(or M) will b& estimated by using k independent samples of the
input vector X(t) and by employing the maximum 11kelihood
principle. The above procedure will be shown to converge to
wopt as k get large and, more importantly, the rate at which the
ougput signal-to-noise ratio converges to To will be established.

Two different methods for implementina the DMI technique
will be considered; one assumes that X(t) contains the desired
signal and the other assumes its sence negligible. Letting
Kx denote the estimate of Kx and M the estimate of M, the weights
for each respective technique may be written

- -

=k Ry (316)
" W1 R, (317)

The array output signal-to-noise ratio, given §3 or G‘. thus
becomes

ot e gt el g
(Tsl); g _;g*'&‘ = ﬁ-‘f » ne
Rd & MK Ry
1%




T TR
S). Rea™ 53M Rxd (319)
NJoo Rt i wm! g ;

xd xd

In order to find a closed form solution for the rate of
convergence of the output SNR defined in Equation (318) or
Equation (319), all signals present at the array input are
modeled as sample functions from zero-mean Gaussian processes.
Results derived under this assumption can be used to approximate
performance in cases where the input signals approximate zero-
mean Gaussian processes. The results can also be used to
approximate performance for large sample sizes (k) when the input
signals are random, zero-mean processes but not Gaussian. The
approach adopted to accommodate the presence of a "deterministic"
signal (i.e., the constant envelope desired signal) is to approxi-
mate performance by assuming a zero-mean Gaussian process in the
derivation. The theoretical results obtained in this manner are
then compared with computer simulation results to determine the
validity of this approximation in realistic signal environments.

It is also assumed that the signals are independently
distributed. Thus, the input signal vector X(t) 1s an mevariate
complex Gaussian process with probability density

P(t)) = (™ IkTT exp [-X1(t)) K71 X(t,)] (320)
where K, = E ¥(t) X'(t)
The estimate of Kx will be based on k samples

X(ty + ot), X(t, + 2 at), - Aty +k at) (321)

where At represents the interval between independent samples.
The joint probability density of this set of observations is
thus expressed as
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p(X(at), X(2 at), --- X(k at)) (322)

k
= (n)"™ Ile'k exp [} 21 X1 at) Kx'] X(4 At;l

i= -

where t, has been set to zero for notational convenience. It
has been shown that the maximum 1ikelihood estimate of Ky,
based on k independent samples of the process with density
(322) is given by [6]

i k
Ke=g 1 X(1 at) ¥4 at) . (323)

i=]

Since each element of the mxm matrix K, is a random variable,
the output signal-to-noise ratfo in Equation (318) is also a
random variable. The statistical properties of (S/N)3 may be
determined by deriving a probability density for the norma){ized
output SNR, defined by

s
$ Sk 48 )
;—,l(w Mo Tl e i (324)
°3 [ R! ijnhqk s*N'Ts )

xd &x MK Rys s

When %(t) does not contain the desired signal $(t), then the
expression for the normalized output SNR becomes

5) toal o tacl
(NQ w el . Ryd

] - W= || et 3 A . (325)
W REg MW nw g stuls

0

The real variables 3 and Pg Are random with the property

a0 < pjg‘l)-l 3 =34 A
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Reed, et al., [6] along with Goodman, have Shown that
the joint distribution of the estimated noise covariance matrix
M is given by the central complex Wishart distribution. Via a
series of variable transformations, they were then able to show
that the random variable p4 defined in Equation (325) has a beta
function distribution with parameters k-m + 2 and m-1. That fis,

! k+1em

Plog) * T T O - 0" 0 (326)
The expected value of p, was found to be

T AR 15F)
and its variance

var(p,) = dk=n*.2) (m -] : (328)

(k +1)° (k + 2)

By Equations (327) and (328),.04 converges in the mean to one,
Therefore, the weight vector ws [Equation (317)] generates a
spatial filter which, on the average, converges to the optimum
filter as k approaches infinity.

The measure pg was intended for radar applications where
it is appropriate to assume that input signal contains no desired
signal components. However, in TDMA and other communication
systems applications, the desired signal is generally assumed
present in all data samples; in this case, the measure p3 is
appropriate.

Since the desired signal is also assumed to be a sample
function from a zero-mean Gaussian process, the random variable

e R
R , K ss K R
R T S BTN W < (329)
S Rk Tk kTR, st ks :
xd "x X X xd = x =

has the same type of density as pq. Statistical properties of o3
will be determined by relating Equation (324) to Equation (329).
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R,, is a complex scalar multiple of s; thus, to simplify
the nowtion. let

v =1 t g -1
s K 5 S
pa = — = - (330)
3 -5-+Kx1KxKx-1-s--§+Kx1s
and
L R T b s
Py = = = 33
3 _+ Kx-‘l M Kx?l i__1' "-1 s
Now
+
K,=M+ss (332)
so that, by the matrix inversion lemma,
-1 1 -1
Kx s= WT; M s (333)
and
T
s Ky ls= 1707; . (334)

Substituting Equations (332) and (334) into Equation (330) and
rearranging terms yields

t o1t oe
147, s ss' K s
b3 * +K‘é— *-:x B S R o
o s K "MK "s+s' K "ss K s
14'T° 1
0”3

Solving Equation (335) for p3 in terms of o3 yields the expression

1L}




°3
by = . (336)
T°(1 - 03) + 1

where o4 has the probability density of Equation (326). It
follows that

E pg < E L (337)

1im Epa=Eop (338)

T+0 3 4

()

(To + ATO) E oq (To + ATO) > Ty Epg (To) (339)

where p3(T, + 4Tg) represents the random variable p3 for the case
in which the opt?mum output SNR is To + ATo (AT°> 0?.

The inequality in Equation (337) implies that, on the aver-
age, th7 output signal-to-noise ratio achieved by calculating
w = K,=1 Ryq is less than that achieved by calculating w = =1 Ryg
(except in the 1imit as k+=). This behavior is a consequence
of the fact that the matrix required for implementing the optimum
weight vector can be determined from the thermal noise and inter-
fering signals and that the presence of the desired signal can
only degrade the estimate of this matrix (i.e., the desired signal
provides no additional information of value in estimating M). The
1imit in (338) indicates that the difference in performance
obtained using w3 or wg becomes small for Tg < 1. The last in-
equality (339? shows that the average output SNR (unnormalized)
obtained using w3 increases as T, increases. Thus, the presence
of desired signal in the estimate of the covariance matrix slows
down the rate of convergence with respect to the convergence rate
obtained with the signal absent, but the absolute output SNR
increases (for a given value of k) as Top increases.

The probability density of 3 can be evaluated by noting that

1
m -
1+(1+T°)k_-'i‘<"'2°

93'
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where Q is a random variable having an F distribution with 2 m-2
and 2(K-m+2) degrees of freedom. However, its distribution will
not be evaluated since the moments of p3 can be determined from
the distribution of pq [Equation (326)]. The mean of 53 can be
expressed in the form of an infinite series as follows:

Ergtasl Y L "70’1(:%1#1) (340)

b+ 1 ij+b-1
(ter) - (1234)

where a=k-m+2
and b=m-1

The dependence of E p3 on Tg is illustrated in Figures
21-23 form=4, m=8, and m = ?6, respectively, where m represents
the number of antenna elements; each curve corresponds to a
fixed value for k. These results show that E p3 increases mono-
tonically with k and that the number of samples required to
achieve the same performance with respect to optimum increases
as To or m increase. Constant (absolute) output signal-to-noise
ratio curves, for (S/N)3 = - 10 d8, 0 dB, and 10 dB, are super-
imposed on each graph for comparison purposes. Since the slope
of these curves is always more negative than the slope of the constant
k curves, (S/N)3 increases with To, which is in agreement with
inequality (339?.

Note that wg sig..ificantly outperforms w3 when Ty >> 1.
In this case, it would be advantageous to remove the components
of Kx due to the desired signal. Unfortunately, this can only
be done 1f ¥(t) is known or if it can be accurately estimated.
In other words, a priori knowledge of Rxd or even s does not
provide sufficient information for improving the convergence
rate of w3 To show this, let

k
& t t
Beg 4 X)) X'(t) - s s

Then

143




p—— gf&m,ﬂ..,r&

RN S

*(%) s9zis ajdwes Jud434LP |R4IAIS 40) OLjea dSi0ou-03-|eubys 3ndino |
wnwi3do 3y3 SNSAIA oljed 3siou-03-|eubis 3ndno pazi|ewsou abeaaae ayj--1z2 34nby 4

o, w
ool ol o'l I'0 M
B R R D [ _%_____ | I ___:-_ I i) o

-4<¢0

144

—v'0

—49°0

—{s0

ol




‘(%) Sazis d|dwes JUIIBSSLP [RUIAIS 403 OLIRJ ISLOU-03-|RuUbLS IndIno
wnwi3do 3y} SNSU3A OL3eu 3siou-o3-jeubys Indino pazipewiou abesaae 9Yy|--22 34nb}i4

~

001 ool = 0l 1o
e | _ﬁ____d ] ] ﬂq_____d | 1° |
s . ‘,/ s
// —<0
N\ 4 :
X 2
N —vo
// / — %3
\ \ o
g=w / /’J
Pry Iy <n \ > =
. \1/ ey, . 8ol - =(¥%)
wo- (%) \  eeo-{l——x ﬂ_o._




(%) s3zis 3 dwes Juaud4yLp |BAIAIS 404 OL3R4 3S0U~03-|eubis 3ndno
wnwi3do 3y3 SNSUIA Ofjed 3siou-03-|eubis IndIno pazyjeuuou abedaae Ayy--g2 a4nby 4

oot o'l o

_____-_ [ | 0

0
~ DGOQAZ\WV ,/ 3
N .\\ ,c,l ° 20

N\ —4vo0

\
\ =490 .

Ol=w /

-y

eroi=("s) \ . — )

A—180

\ A Jos

J—— e S

o ———re,

46

]




and ED =M
Define
wg =05 (341)
-k, -ssH's
1 R
2 ) K
1+ l(x'1 g

Although the coefficient of K,~! s in Equatjon (341) is a random
variable, the output SNR obta*ned'by using ws is identical to
that obtained from w3 and thus no improvement is achieved. Of
course, in most communication systems applications, ¥(t) contains
random data and fluctuates in phase and/or amplitude; for these
cases it is unrealistic to assume that s(t) is known or even
that it can be estimated with an adequate degree of accuracy.

b Most communications systems are designed to meet performance
criterion under worst case conditions. For example, one perform-

ance criterion could be the minimum acceptable signal-toenoise ratio

at some point in the system. An adaptive array is then imple-

mented to provide the desired performance criterion tased on

expected worst case interference and noise situations; that is,

it 1s designed such that its worst case output signal-to-noise

ratio is above some minimum, say Tpin. The curves shown in

Figures 21-23 indicate that if Tpin ?s small, e.g., less than 0 dB or

-3 dB, the impact of the presence of desired signal on convergence

rate: is minimal.

Computer simulations of the DMI technique were performed
for the case of a 1inear four-element array. The array elements
were assumed identical and equally spaced. The thermal noise
; and interfering signals were generated from independent samples
e of a zero-mean Gaussian process as in part B of this chapter. Also,
| a PN coded constant envelope signal wos generated in the simulation
! to more accurately simulate signals encountered in the TOMA appli-
cation under investigation (note that the analysis assumes the
desired signal is zero mean Gaussian). The average normalized output
. signal-to-noise ratio (E »3) versus the number of samples (k)
was used as the performance measure.* Figures 24-29 show that

*Each point In the simulation represents an average of 100
independent trials.

| W

e —




‘02 @4nbL4 ut se dwes speubrs 3ndu] -suna QQ| o abesaae ue
Juasaudaua s3|nsaa uotje|nuts 433ndwo) ‘Aeude JUBWD|3-4N0S © U0 sa|duwes
40 J3qunu 3y} SNSJ4IA OLjed 3siou-03-|eubis IndIno pazy|ewsou abeaaae ayj--pz2 24nby 4

)
ol [
2 e M R s TP T Q
— S1INSIY IVIILIVOIHL
Py Inda_yg o qv s1InS3y .
-l
c.m.u«..ﬁl x x xJ NolLVINWIS o
v Vv v
ap28's =°L ol o

.\ vo
i / 4
| /

g 90

ol

80

148

as air AW J\,ﬁC&iﬂM

M——————




..SN m_.oN ...sussﬁasz
buj4ajadjul oML ‘gp 0 = .07 8P 9°pL = 3d "Sund QOL O bRAAR uR

JuasaLdad s3nsad uojje|nuS 433NAWO) “ARAIR JUWD|I-ANOS R J0) SI|dwes

40 J3QuNU 3y} SNSUIA OL3ed 3S|0u-03-|Rubis INdINO Paz|ewiou IbRAIAR 3Y--GZ 34nby4

oor 0ol ot '
e TTTTr T T 1 | L L I
x J .
~——  S1INS3Y TWOILIYOIHL x —Izo
nux _m« -“0 -vv cw S1INS3Y xxV\ . B : i
b2 % - x x xJ novinms o — T
LA ,, i
apsLe =% o o % i
1 4
—90
—480 §
i
ol
g
& 4
* e e 5 -

N———




‘suna Q| j0 abeudae ue
JuasaudaJ s3|nsaa uojje nuis 43INdwo) “Avuaue JusiL|3-4N0j @ 40 Sajdwes
40 J3qunu 3y} SNSJ3A Ofjed Isiou-03-(eubis IndIno pazy(ewsou abesase 3yj--92 aunby4

oot ool

ol ¢
T lo
gy mrre v v gy Y i
—2’0
v
v -—{vo
1 g
\ -—190
X SLINS3Y VOILIYO3HL
Pry Jude—v v qv $1nS3Y
PRy, I dm— x x xJ NOILVINWIS
: 80

ars6l =%

150

e e

R KT oy e s e o

i S

SRR R




*6l @4nbj4 up se awes sjeubys jndu] °sund Q0L 3O abeaaae ue
juasaadau s3|nsad uopje|nuis 433ndwo) “Aedde JuBWD|3-4N04 B JOJ s3|dwes
40 J3qUNU 3Y] SNSJIIA O(jed 3SLOu-03-({eubis 3ndno pazi|euiou abeaaae ayj--72 a4nby4

L)
ol i

001
Tl I~y 1

X

! 0

15)

0, e— SLINSIY TVIILIYOIHL

7~ $1INS3N
Pry Eufm— x x x NOLLYINWIS

aro0 «%

ol

TR T




‘gl 94nbi4 uy se awes speubys Induj “suna gp| j0 3besaae ue
JU9Sa4dau SI|NS3L uoie(nwis 433ndwO) “ARdJe JUBWD|2-4Nn0j B 403 SI|dwes
JO 43QUNU Y] SNSJUIA OLjRJ 3S|0U-03-(eubis IndIno pazi|ewaou abeaaae ay)--g2 a4nby 4

ool ! Ol

TTiTT I [TTTT T 1T T 1

. T SLINS3IY WOILINOIHL
Py Iy —v v cw $1nS3y

v
'y, InFm~ x x x] NoLLvINWIS

Py —=9

B e e T

182



“8P OL- = 3d

3dadxa g| aJnbi4 u} se awes s|eubys Indu] “suna QQL JO abeuaae ...u

Juasaudaa s3|NSaJ uoirje nuis 43Indwo) “Aedue JuUSWD|I-4AN0J B J0) SI|dues
JO J3qWNU 3y} SNSU3A OLjed 3SLOu-03-|eubis 3ndino pazijeuwuaou abesaAse ayj--g2 a4nby4

ooy ool 3 ol '
| | iV Edl ¥ _ T 5L ¥ 5F 1 o
e—  $1INS3Y IVIILINOIHL e

"uc.u« -“al vv dw S1InS3Y
¥, 20— x x x

8P LS bI—=0

o'l

NOILVINWIS P —1°°

183




ot

SR R

the simulation results agree very closely with the theoretical
result for a number of different input signal environments.
The results also indicate that the Gaussian assumption on the
desired signal gives a good approximation to the deterministic
case, at least for the signal environments tested.

For the purposes of comparison, the average norﬂ?1ized
output SNR E,¢ afforded by the weight vector wg = K,~' Ryq --
an algorithm in which the weights are determined from con-
current* estimates of Kx and Ryd -- is also shown in Figures 24-29.
Several important observations should be made about these results.

1. When To > 1 (Figures 24-26), the output SNR converges more
rap}d]y if the exact vector Rxd is replaced by its concurrent
estimate

Y

Rxd

k " At
1 X(iat) F'(iat)
i=]

x| -

and vice-versa for To < 1 (Figures 28 and 29). When To = 1

(Figure 27), spatial filters w3 and wg produced nearly identical

output signal-to-noise ratios for all values of k. These results

are similar to the relationship between To and the effects of

weight jitter encountered in Chapter IV. Again, it appears

that the better performance obtained using the estimated

cross-correlation vector at high signal-to-noise ratios is

due to correlaticn of the estimate R , with the estimate K, -

2. When Ty was_large, the mean output signal-to-noise ratio of
the fi?ter we = Kx-1 Rxd (determined by simulatign) was
approximated by the theoretical response filter wa = M-1 Ryq
[see Equation (327)]). Agreement was best for k ¥ 10. Note
that the average oytput signal-to-noise ratio of filter wg
must be less than Wy since s is optimum.

3. When Ty was small (<<1) (see Figures 28 ?ng 29), the output
signal-to-noise ratio of filter wg = k" xd wasg approximated
by the theoretical response of fi?ter W) = Kx'1 Rxd Eand thus
w2 = M-1 Ryq; see Equation (312)(d)]. This result was
expected iince the algorithm K,=1 Ryq converges much faster
than Ky-1 Ryxq for To small, i.e., the dominant source of the
slower response of Rx°1 Rxd was caused by an insufficiently
accurate estimate of Ryq.

*

" - k .
K » JE E X(1at) Z"(ut) and R 4 = 1“- 121 X(1at) ¥ (1at)

i=1
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The results in this seition have shown that the mean output
SNR of the filtfr w4 = M-1 Rxd converges more rapidly than the
filter ws = Kx~! Rxd, with the greatest disparity in the converg-
ence rate occurring when the optimum output signal-to-noise ratio
is large. Based on simulation results, it was found that replac-
ing Rxd by the estimate Ryq (obtained concurrently with the
estimate Ky) significantly improved the response when Ty was_large.
For sufficiently large values of To and k, the responses of wg =
Rx~1 Rxd and w4 were_nearly the same. When To = 1 (0 dB), the
responses of w5 and wg were found to be nearly identical. When Ty < 1,
ws provided a better response relative to wg. Fimally, for Ty <<I,
it was found that the response of wg was approximated by the response
of

1

-~ -1‘\ A.-‘\

Wy = Kx Rxd and Wy = M Rxd’

D. Comparison with LMS Algorithm
Transient Response

In this section, the digital LMS algorithm is compared with
the two weight algorithms wg and wg to determine their relative
transient responses. Results illustrating the time dependence
of the average output signal-to-noise ratio are obtained by
computer simulation of a linear array of four identical, equally-
spaced elements immersed in an environment which is assumed to
contain a P-N code modulated (biphase) desired signal and noise
and interfering signals which are sample functions from uncorre-
lated zero-mean Gaussian processes. These results are compared
to theoretical results derived in Chapters IV and V.

The ean output SNR normalized to Ty, denoted by p, versus
the number of independent samples k (time), is used as the per-
formance measure. The mean is determined by averaging the results
of 50 independent adaptions for each data point; in most cases,
fhis provides sufficient smoothing of instantaneous fluctuations
nop.

It is presumed that Rxq is either available as a priori information
or estimated by averaging X(t) rt(t). The respective weight equations
which apply are as follows:
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e e b= LN TP

IEeR—————tE

(342)

\
(a) w((k + 1)at) = w(kat) + ast[R , - X(kat)
R
vt .
« X (kat) w(kat)] given
(b) wgl(k + 1)at) = K" R, :
(c) wl(k + 1)at) = w(kat) + ast[X(kat) ¥ (kat)
- X(kat) XT(kat) w(kat)] L r(t)
given
and
(d) wg((k + 1)at) = K7V R : J

In the above expressions, At represents the interval between
independent samples of the input noise signals and k represents
the total number of samples taken. The number of samples per
code chip was arbitrarily set equal to four.*

Before comparing transient responses, several factors regard-
ing the LMS algorithm must be considered. First, an appropriate
loop gain constant (o) must be selected. An approximation to the
excess noise at the array output caused by weight jitter when
the weights are near their steady-state solution was derived in
Chapter IV for the two cases Ry = [0] [Equation (158)] and R,¢ [0]
(Equation (133)]. If the inequality given by Equation (227) is
satisfied, then the output SNR 1s negligibly affected by desired
signal modulation caused by weight jitter. Note that the presence
of the desired signal is not neglected under this assumption.
Assuming the inequality is satisfied, the mean of the steady-state
output SNR, normalized to To' may be approximated by

*Any integer greater than or equal to one yields (nearly) the
same transient response {f Pg << Pp.
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LS (343)

m A
2 i
c = aAt 121 T abt A "1

The asymptotic value to which the output SNR converges may be
determined from Equations (343) for a fixed value of a and a known
signal environment. When the signal environment is unknown

(a priori), as assumed in applications under consideration, ¢ can
be approximated by ast P1 (see Figure 12), and the range of To can
be approximated from expected worst case signal environments. Once
these parameters have been determined (or approximated), a can be
chosen so that pLMS is greater than the desired minimum. In the
cu{pute; simulations, the loop gain was set to the relatively large
value o ~

to obtain rapid response times and to illustrate the penalty
incurred due to weight jitter in various signal situations.
Note that this value f?r a is only 2.5 times smaller than thé
maximum value (At PI)' (see Equations (136) and (137).

Weight initialization 1s a second factor which must be con-
sidered, since it can have a great impact on transient response.
Results in parts B and C of this chapter were derived assuming that
"initial” weights were zero to eliminate biasi effects. However,
in certain environments, biasing the initial we ?hts in the desired
signal direction (for example) may be preferred [see Chapter Iv-C].

In what foilows, initial conditions on the weights derived by es-
timating Kx or Rv are assumed zero. In the case of the LMS algorithm,
three different initial weights are employed:
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(a) w'(t)) = [0, 0, 0, 0] = [0] (344)
(b) w'(ty) = [a, 0, 0, 0]

and

1

(é) w(to) 5 Amin- Rxd

where a is a complex scalar constant and Apip is the minimum
eigenvalue of Ky. Equations (344)(a) and (344)(b) do not utilize
a priori parameters; in this respect, they are similar to the
estimation algorithms. The LMS weights are initialized to the
desired signal DOA vector [Equation (344)(c)] to illustrate the
improved transient response noted in Chapter IV-C. The amplitude
of w(tg) in (344)(c) has been scaled so that initial weight error
is removed or reduced along eigenvectors associated with apin; note
that Apin = o2 if p S 3 where p is the number of directional inter-
ference sources and o2 represents the per-element thermal noise
power.

A third consideration involves the reference signal ampli-
tude and phase, which affects LMS algorithm transient response
when the initial pattern is omnidirectional; the response is unaf-
fected by these parameters when w(tg) = [0] or w(tg) = Rgg.

When the reference amplitude and phase are fixed, the resultin
transient response is highly dependent on a [see Equation (344?
(b)] as well as the signal environment. In particular, the output
SNR may not be a monotonic function of time during weight
transients. This behavior is to be illustrated in the simulation
by setting

a=4

and s(t) ri(t) = 2/Pg [-45°

Figures 30-34 illustrate the convergence rate of each algorithm
in Equations (342) and each initial condition in Equations (344).
The curves are numbered in each graph as follows:
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Curve Number Algorithm w(to)

Q) Equation (342)(a) = R;d
@ Equation (342)(c) =R
® Equation (342)(a) = [a,0,0,0]
) Equation (342)(c) = [a,0,0,0]
® Equation (342)(a) = [0,0,0,0]
® Equation (342)(c) = [0,0,0,0]
@ we kR, 3
® ws kx-] ﬁxd ™

To_focus attention on the general trend of the results, data for

k - 10 are connected by a series of straight 1ines. For k 2 10,

the lines indicate average values and are not intended to show
instantaneous fluctuations. Each figure illustrates results obtained
in the fixed signal environment described in Table IV.

Figure 30 illustrates the mean output SNR response for an
input interference-to-signal ratio of 14 dB and an input signal
to thermal noise ratio of 0 dB. Since the angular separation
between signal and interference is relatively large in this case,
the presence of the interfering source does not significantly affect

_To. .That is, the filter w is nearly. co-phased to. the desiged. signal ... ..

in steady-state. The longest time constant in the LMS algorithm
for this case is determined by the relation

[
. ' I
T b sty = Ly =270 soples (345)
.- aldt o 0.4 ¢
Consequently, all curves should be near their steady-state value
after sbout 540 samples (two time constants).

st fmportant aspect of the results shown in Figure 301
6, the time constant associated with con-

s shorter than tgax. The most rapid
is btained when the weights are injtialized to Ryq or

gz
\
!

e witie) -‘P.:T’n '0:1':1:' = [0]). 1In al) three of

response is faster than the
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two estimation algorithms (curves 7 and 8), since (1) their initial
conditions are biased toward the desired signal DOA (this biasing
occurs in curve 5 since the first non-zero weight vector is

adt Rxd) and (2) the initial bias happens to provide an initially
high output SNR (not necessarily true, in general). Curves 1,

2, and 5 increase monotonically until the effects of weight jitter
become significant.

Curve 6, which corresponds to the w(tg) = [0], Ra #[0]case,
provides the poorest performance for k < 30. As discussed later
in this section, the convergence rate of the output SNR is propor-
tional to A1, where A1 is the eigenvalue associated with the con-
vergence of the output desired signal power to its optimum value.
In the present example,

=4
<e;, $> = (P s) =2
<> (Ps), 50 k=234

Since w(tg)=[0], the output desired signal power remains small until
the array responds along the eigenvector associated with A1. The
time constant associated with the output desired signal power
response is approximately

N & EKili;' = 67 samples

which roughly agrees with the simulation result (curve 6).

For k > 30, the convergence was better in all cases compared
to the w(tg) = [1,0,0,0] case. Whereas the initial response of
curves 3 and 4 show the output SNR increasing with k, this trend
reverses when the algorithm begins to respond to the desired
signal [along e1], since any dacrease in the dot product of w and
e] without corresponding decreases in the dot product of w and the
thermal noise eigenvectors causes the output signal to thermal
noise ratio (and thus p) to decrease. When the array begins to
respond along the thermal noise eigenvectors, p again begins to
increase. The phenomenon of p passing throug» a minimum is
undesirable, since it generally occurs just grior to the onset of
response to thermal noise and the minimum value depends on the
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signal environment (see Figure 32, for example). This minimum may
occur when the desired signal component of the array output is
initially (1) larger than ¥(t) or (2) out of phase with respect to
¥(t). The second cause is eliminated if the reference signal is
derived from the array output. The first cause can be avoided by
choosing a such that

la)? < 1¥?
pS

However, to avoid slow response to thermal noise, a must be zerc.

Although not shown for all cases, curves 2, 4, and 6 converge
to o = 0.74 and curves 1, 3, and 5 converge to p = 0.44. These
values are very close to those predicted in Equations (343) [see
Table IV]. Curves 1 and 5 momentarily exceed the steady-state
signal-to-noise ratio since the full influence of weight jitter,
requires averaging over all time constants*. Note that wg and wg
achieve normalized output SNR's of p = 0.44 and p = 0.74, respec-
tively, for k ¥ 11. This implies that the LMS control loop per-
forms a running time average over about 11 samples of the input
data for aAt Pl = 0.4.

Figure 31 illustrates array performance when the angular
separation between the desired and interfering signals is reduced
to 30° per element. In this example, To is reduced by 5 dB(com-
pared to To in Figure 30) to 1.218 (numeric). Since Tp is near one,
the two estimation algorithms (shown as one curve) yield nearly
jdentical results and the LMS algorithms converge to about the same
steady-state values. The LMS algorithm continues to provide ex-
cellent performance when w(to) = Rxd, responding at about the same
rate as wg and wg. The response of curve 5, as well as curves 1
and 2, are slower than those of Figure 30 since the advantage of
{ initializing w to Amip~' Rxd is diminished by the proximity of the
; interfering source. ?he second longest time constant (the time
: constant associated with bheamforming to the desired signal in this
case) increases to

T = 123 samples ,

which accounts for the increased response time of curve 6. The
response obtained when the array pattern is initially omnidirec-
tfonal is nearly the same, i.e., it has a minimum for k % 130.

FNote that Equations (343) were derived assuming the mean weights

were near their steady-state solution. See Chapter VI for further
discussion of the effects of jitter during transient conditions.
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Figure 32 displays the relative responses when a second
interfering source is added. In this case, To < 1. Consequently,
w5 outperforms wg and oLMs lp,e0 > PLus|p 50" Also, performance

differences between the LMS and estimation algorithms are more
pronounced, the latter providing superior convergence rates. The
most striking difference between Figures 31 and 32 is exhibited in
the response of curves 3 and 4. In Figure 32, pundergoes a sharp
minimum for k & 200 which is primarily caused by the initial phase
difference between ?(t) and the desired signal component of the
array output. Figure 33 shows the response when their relative
phases are initially aligned.

Less apparent in Figure 32 is a temporary "leveling-off" effect
caused by the presence of the second interfering source. This
effect is far more pronounced in Figure 33, which illustrates a
portion of the LMS algorithm response when the highest level
interfering signal is increased 16 dB relative to its level in
Figure 32. Since To drops only about 1 dB, the response of the
estimation algorithms remain (essentially) unchanged relative to
Figure 32. On the other hand, the wider spread in eigenvalues causes
the LMS algorithms to converge at a much slower rate. In particular,
the ratio P;/Ay is 40 times larger, and thus 17 is 40 times greater
as displayed in the response of curve 6. _Performance is improved
when the weights are initialized to Apjn-! Rxd. Response in this
case is rapid for k < 10, but "levels off" after the high-level
interference source is nulled and before response has commenced along
the eigenvector associated with the next_largest eigenvalue A2 (%12).
Setting w(to) approximately equal to A1'1 Rxd has the advantage
in that o will be near its asymptotic value if the adaption time ex-
ceeds a)2, as opposed to ax} when w(to) = [0]. In this particular
example, a factor of (about) ten increase in the convergence rate
can be achieved in this manner. Note that if w(to) = 22-1 Ryd,
then the effective time constant equals (aimax)=1. The “catch"
here is that A2 must be known precisely, since even a small
difference between w(to) and A2-1 Ryy can cause the output SNR
to "level off" well below To.

The average output signal to noise ratio in the case of curve
6 (w(tg)=[0], RAﬂ[Olg is shown in Figures 30-34 to converge at a
much slower rate compared to the other configurations, yet the
expression describing ideal LMS algorithm transmit behavior in-
dicates the response of curve 6 should be nearly the same as the
response of curve 5 (Ra=[0] case). The difference between curves

5 and 6 stems from the fact that the excess noise to output desired
signal ratio is much higher during weight transient when an ideal
reference, rather than R, is used to distinguish the desired signal
from interference sourcetwithin the LMS algorithm feedback 1oop.
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The output desired signal power is initially very small in both cases
since the magnitude of the initial weight vector is zero. The
excess noise due to jitter in the case of curve 5 is also initially
small since the array output signal is the only source of control
loop noise. When Ry#[0], however, the reference signal by input
signal cross-terms which appear at the error multiplier outputs
introduce a fixed level of noise within the feedback loop, thereby
causing a significant degradation in the output SNR when the output
desired signal level is small relative to the reference signal.

The convergence rate of the output desired_signal power to its
optimum value was proportional to (aatX1)-1 in Figures 30-34, which
accounts for the relatively poor perfo;mance obtained when the
adaption interval was less than (axy)-!.

>
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CHAPTER VI
AN EXPERIMENTAL TDMA - ADAPTIVE ARRAY SYSTEM
A. Introduction

The analytical results presented in Chapters IV and V have
demonstrated in theory that an adaptive array processor can be
utilized to suppress high level interfering signals incident on
an array of antenna elements. These results, however, were derived
under generalized assumptions regarding the input signal struc-
ture and the reference signal. Also, the effects of circuit
imperfections within the array processor were neglected. In
order to demonstrate that an adaptive spatial processor (ASP)
can be effectively implemented in practice and to augment the
theoretical results with practical design information, an
experimental four-element ASP was constructed and tested. The
ASP was designed to be compatible with the TDMA system described
in Chapter II and Reference [20] to the extent practicable.

The performance of this experimental TDMA/adaptive spatial
processor (TDMA/ASP) is addressed in this chapter.

In accord with the TDMA/ASP system design requirements
delineated in Chapter II, the ASP was implemented using the LMS
alcorithm. Since analysis has shown that the ALMS and DLMS
algorithms provide comparable performance, at least in terms of
the mean weight response and the excess noise power caused by
weight jitter, the analog (ALMS) approach was selected instead of
the digital (DLMS) approach to (1) minfmize circuit complexity and
(2) focus attention on the relation between loop bandwidth and input
signal bandwidth rather than on the interval between weight updates
(recall that the desired signal bandwidth increases by a factor
?LR:;ght when the system is operated in the higher-rate format

The results to be presented were obtained by bench-testing
the TDMA/ASP system in conjunction with other equipments which
collectively simulated an ASP located at a hard-limiting satel-
1ite repeater and a TDMA modem located at a ground station. The
bench-test approach permitted close control of signal parameters
and eliminated from consideration the effects of antenna element
patterns and mutual coupling; as previously noted, these results
can be extended to include performance characteristics of the
antenna subsystem by appropriately modifying the (processor)
input signal representations. The general theory of operation
and a brief description of the bench-test configuration are
given in the following sub-section. The separate subsystems
are described in greater detail in subsequent sub-sections.
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'ig Design considerations relevant to implementing the ALMS algorithm

are discussed in section C. Included in this discussion are the
effects of non-ideal circuit components and dynamic range con-
siderations. The experimental results begin in section D with
measurements of performance under small loop gain conditions
(i.e., negligible weight jitter) with the weights near their
steady-state solutions. BEP measurements under higher loop gain
conditions are presented in the last part of section D. The
measured BEP performance when the system is operated in the
pulsed signal TDMA format is then presented in section E.

B. Description of the Experimental System

1. Description of Bench-Test Configuration
and General Operating Principles

A functional block diagram of the bench-test configuration
is shown in Figure 35. The satellite simulator/adaptive spatial
processor (SS/ASP) subsystem contains (1) an antenna array
simulator for simulating up-link received signals, (2) a band-
pass limiter to simulate the signal transmitted on the down-link,
(3) the adaptive spatial processor, and (4) a subsystem which
generates appropriate control waveforms.

g As noted in Chapter II, two PN code pairs* are generated
autonomously within the SS/ASP which are identical in structure
to two PN code pairs generated within each TDMA modem. One code
pair is used to generate the neiwork clock signal (NCS) and the
second pair is used to generate a reference signal. The two
codes are generated synchroncusly within the SS/ASP and
signals transmitted by the TDMA modems arrive at the SS/ASP in

_ synchronism with the second code pair (see sub-section 6 and
Chapter 11). Each user normally conveys data by transmitting a
pulsed signal during his assigned time slot(s) from a direction

! which is assumed unknown. Of course, the output of the array

' processor will not exhibit a suitably-high desired signal to

/ interference plus thermal noise ratio until after an appropriate

1 pattern is formed. Therefore, all pulses utilized to convey data

! from a TDMA modem are preceded by the transmission of a preamble

) f to allow the ASP to form an appropriate pattern. The TDMA/ASP has

‘ been designed so that each preamble need only span one time slot,

‘thh gair s used for generating a single quadraphase modulated
signal.

n
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although the duration of this interval was extended in cases
where steady-state performance was being measured (Chapter VI D).
The signal transmitted during a preamble contained PN code modu-
lation only (no data). Consequently, a scaled replica* of the
desired signal could have been generated locally within the
SS/ASP. However, in all results to be presented, the reference
signal was generated by temporally processing the array output
signal in order to focus attention on the effectiveness of this
approach. To permit continued adaption when data was to be
conveyed (i.e., during the data or overhead slots), it was
necessary to generate the reference signal using the temporal
processing approach since the data modulation was not known a
riori. Since any practical filter introduces a non-zero envelope
5e1ay. the phase of the reference signal generated by temporal
processing was incorrect following transitions in the desired
signal's phase resulting from the impression of data on the
coded carrier until phase transitions had "propagated through”
the filter. The LMS control loop was prevented from responding
improperly during the intervals of time when the phase of the
reference signal was incorrect by forcing the error signal to
zero or holding the weights constant during an'appropriate
portion of each data bit interval. Adaption was performed on
a continuous basis during the preamble, since no data were
conveyed in this case.

2. Input Signal Synthesis

The method used to simulate four antenna element outputs is
11lustrated in Figure 36. For most experiments, the desired
signal was generated within one of the prototype TOMA modems
configured to operate in either the HRF or LRF mode. Biphase
data were transmitted at an instantaneous rate of 10.95 Kbps in
the LRF and at 87.6 Kbps in the HRF; the PN code rate was 16
times the data rate in each case. Three different types of
interfering signals were generated. A noise source having a
3 dB ba dth of about 8 MHz, centered about 70 MHz, was used
to generate wideband interference. In the LRF mode of operation,
the nofse was first applied to one of two 70 MHz bandpass filters
to establish an effective noise bandwidth of 560 KHz or 1.7 MHz.
The interfering source was also a c.w. signal generator. The
interfering signals were progressively phased using manually
adjustable phase-shifters to simulate off-broadside incidence
of interference on a 1inear array of equally spaced elements.
These phase-shifters were 30 percent bandwidth (21 MHz bandwidth)
devices and thus exhibited reasonably constant parameters over

*A smal] frequency offset between the desired signal and the
reference signal negligably affected the results to be presented.
Reinhard [‘5]“:'llﬂltld the effects of larger frequency offsets.
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the 10 MHz IF bandwidth. The desired and interfering signals
associated with a given element were summed in wideband hybrids
with the output of a (simulated element) noise source having a

3 dB bandwidth of 8 MHz centered on 70 MHz. In this configu-
ration, the desired signal source was simulated to arrive broadside
with respect to the linear array, and phase shifters were employed
to simulate an off-broadside incidence of the interfering signal.
These phase shifters were adjusted so that the differential phase
angles assocfated with the simulate adjacent-element interfering
signals were each equal to an electrical-separation parameter
designated by v. When the desired signal arrives from broadside
to the array, that parameter is given by

v = sin 8, dA 360°

where d) represents the spacing between adjacent elements in wave-
lengths and ) represents the off-broadside (simulated) spatial
arrival angle of the interfering signal. The value of ¢ was
variable between 0° and 70°. The pattern of a uniformly-wefighted
four-element 1inear array when d) equals 1.5 waveliengths is shown
in Figure 37. For this geometry, ¥ equals 41° when 6 equals
4.35°: one-half the beamwidth of the uniformly-weighted array.

3. Adaptive Processor Configuration

A functional diagram of the experimental adaptive processor
is shown in Figure 4. This configuration incorporates a note-
worthy design improvement over the conventional analog LMS
algorithm configured in accord with Figure 2. Prior to generat-
ing the error by input signal product, the error signal is
down-converted to a second 1.f. frequency. In this case, only one
wideband quadrature hybrid and four error multipliers are required
as sed to the four wideband quadrature hybrids and eight error
signal multipliers required to implement the configuration in
Figure 2. More importantly, offset voltages generated by the
input signal by down-converted error signal multipliers do not
affect the dynamic range of the control loops since the product
components of interest are 1.f. signals. These i.f. signals are
transformed into in-phase and quadrature baseband signals which
are integrated to generate in-phase and quadrature weights,
respectively. Of course, oftset voltages still exist at the
input to the integrators. However, the magnitudes of the d.c.
offsets are considerably reduced since the baseband signals are
generated by gassivn mixers each of which has a constant envelope,
narrowband, high-level signal at one input port and, under steady-
state conditions, a low-level signal at the other port. Moreover,
it 1s possible to minimize the effects of d.c. offsets at the
integrator input by appropriately selecting gain parameters as
outlined in section C.
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Figure 37--Normalized broadside pattern of a four-
element, 1.5 A-spaced linear array.

A more detailed functional diagram of the adaptive processor
is 11lustrated in Figure 38. The simulated antenna output signals
were applied to four 70 MHz {.f. amplifiers. Each amplifier was
(manua 1{) gin adjustable over a 30 dB to 70 dB range and had a
nominal 10 MHz bandwidth. Relative phase and amplitude character-
{stics of each of these amplifiers are shown in Figure 39.
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Four quadrant, variable transconductance multipliers were employed
to implement both the signal weighting and error.by-signal multi-
plication functions, and wideband hybrid combiners/splitters were
employed to combine or split signals within the feedback loop in
order to mimimize delays and impedance mismatches. The quadrature
hybrid used to generate the array output was specified to maintain
phase quadrature to within two degrees over a 30 percent band-
width; the remaining hybrids (in the signal path) were 10-100 MHz
devices. In addition to the integrator, filters were inserted at
various points within the feedback path. One filter was employed
to eliminate the upper side-band resulting from the 70 MHz to 40
MHz i.f. down-conversion and a second filter was employed to
eliminate the upper side-band generated in each of the four error-
by-input signal multipliers. Again, to minimize the effects of
feedback delay, both filters were designed to have much wider
bandwidths than the 1.f. bandwidths. Provision was also made for
inserting a Tow-pass filter prior to each integrator to reduce

the adverse of effects of weight jitter (see Section C). However,
test results obtained show that the insertion of Jow-pass filters at
these points in the feedback loop can cause loop instability due
to an accumulation of delays (even though each delay is relatively
small) in other circuits within the loop. For this reason, results
to be presented were obtained with the low-pass filters removed.

A total phase shift of 180 degrees around the feedback loop at

the 70 MHz operating frequency was established by adjusting the
relative phase of the LO signals applied to the baseband mixers
and the 70 to 40 MHz i.f. down-converter. Of course the phase
shift differed from 180 degrees at other frequencies due to the
circuit and cable delays. In the present implementation, circuit
and cable delays within the feed-back loop resuited in a phase
error (at frequencies different from the center frequencies)
between the two signals applied to the input signal by error
signal lultigliers. The effect of this phase error was to
“decorrelate” the feedback and input signals, as reflected by

the dependence of the d.c. output voltage of the baseband
amplifier* versus the input (c.w.) frequency shown in Figure 40.
At frequencies corrresponding to a phase shift of 30° with respect
to the phase shift at 70 MHz, the d.c. output was zero. These two
frequencies are shown to be separated by 13.1 MHz, indicating that
the loop delay was approximately equal to the reciprocal of 26.2
MHz, or about 38 nsec. Delay within the bandwidth of the input
signals (65 to 75 MHz) was slightly less at about 29 nsec. The
effects of the decorrelation, and a method for compensating for
these effects, are discussed in Section C.

*This result was obtained by setting all but one of the weight
control voltages equal to zero and applying a c.w. signal to
the 1.f. input of the non-zero weight.
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Additional delays occurred between the error multiplier
output and the weight control input due primarily to the
presence of "stray" poles in the non-ideal components used to
implement the integrator and baseband circuits. As delineated
in section C, these poles place a lower limit on loop response
time required for stable operation; the experimental processor
was capab]e of providing stable operation for time constants
[(aAmax)~'] as small as 100 nsec, which was much smaller than
the time constants encountered in the experiments.

Means were provided in the present ASP implementation for
switching off the LO used to drive the 70 MHz to 40 MHz 1.5,
down-converter when the appropriate TTL control signal was applied
to the LO driver, thereby opening the feedback loop. Also, the
integrator in each channel could be operated in one of three modes
-- initial conditions set,* integrate, or hold -- depending on
the states of two TTL control signals. A1l eight integrators
were in a common operating mode at any given instant of time.
Details regarding the purpose of these functions are given in
sub-section 6.

Measurements were conducted to determine the circuit param-
eters of experimental ASP. These measurements are summarized in

. Appendix I1I. The circuit parameters and operating principles of

the ASP implementation are described in greater detail in Refer-
ence [20].

4. Reference Signal
Processor Description

The purpose of the reference signal processor was to estimate
the desired signal waveform (denoted "70 MHz reference signal” in
Figure 38) via temporal processing. To distinguish the desired
signal from interference or noise, each user transmitted quadra-
phase**signal on which a specified code had been impressed. The
ratio of the code rate to the data rate determines the ultimate
gain which can be achieved by waveform ?rocessin?. The TDMA-
adaptive array system employed a maximal length 127 bit) pseudo-
noise (PN) code with a code rate 16 times the data rate, which
provided an optimum processing gain in a wideband Gaussian noise
environment of about 12 dB. Clearly, when one considers inter-
fering signals 20 dB to 30 dB stronger than desired signal levels,
waveform processing alone would not provide an adequate estimate

*Infitia) weight settings are adjusted ~anually.
**A biphase option is also available.
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of the desired signal. For this reason, the adaptive array
output was used as the reference signal processor input to take
advantage of an additional processing gain provided by nulling of
high-level interfering signals by the adaptive array.

A functional diagram of the waveform processor is shown in
Figure 41. Starting in the upper left, the array output was
down-converted to a 10 MHz i.f. by mixing 1t with a 60 MHz LO
signal on which the appropriate quadraphase code modulation had
been impressed. The signal was next bandpass filtered to re-
move a major portion of the interferences while retaining almost
all of the desired signal; thus, its bandwidth had to be wide
enough to pass desired signal data but narrow enough to provide
processing gain to provide processing gain. This required two
separate waveform processing filters, one for the HRF and the
other for the LRF. Both filters were double pole (12 dB per
octave roll-off). The first bandpass filter, labelled HRF in
Figure 41, had 2 6 dB bandwidth equal to approximately one-
sixth the HRF code rate; the processing gain to HRF signals
exceeded 8 dB. The envelope insertion delay of this filter was
about 2.5: sec or approximately one-fifth of a data bit. Proces-
sing gain in the LRF was achieved by down-converting the output
of the first filter to a 2 mHz IF and then bandpass filtering the
result. The second filter bandwidth was equal to approximately
one-sixth the LRF code rate and the input-to-output envelope
delay was approximately one-fifth of a data bit interval. The
LRF filter output was reconverted to a 10 MHz i.f. signal which
was then multiplexed with the HRF filter output. The mux
selected the signal according to the format being used. Fol-
lowing the mux was a hard-limiter which rendered the waveform
proressor output independent of input amplitude. The quadraphase
code was next reimpressed on the hard-limiter output by mixing it
with the same 60 MHz LO signal (except for a contant phase angle)
employed in the 70 MHz to 10 MHz down-conversion. This operation
also up-converts the signal back to 70 MHzZ  The resulting
signal was applied to a gain adjustable amplifier and an analog
switch. The analog switch was used to shut off the reference when
an appropriate TTL control signal was applied (see Section 6).

When the array processor is near its optimum steady-state con-
dition, the error is reduced to a small value* so that the array
output (approximately) matches r(t) in amplitude and phase.

The error 1s smal except during the reference delay interval.
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More precisely, for constant envelope desired signals (assume an
ideal processor),

Eeg(t) = F(t) - wooy S(¢)

= - T%-T;;"(t)

where :ss(t) represents the difference between the desired
signal component of the array output and the (in this case,
ideal) reference signal. A preferred output level was estab-
lished by the hard-limiter in Figure 41. A stable phase, on

the other hand, is more difficult to achieve since the waveform
processor input must be antiphase with its output; any deviation
from a 180° phase shift causes a frequency offset at the array
output [15]. In practice, it is not possible to entirely elimin-
ate this frequency offset, since the insertion phase of the
hard-1imiter has a s1ight dependence on signal level applied

at its input. However, it was possible in the present implemen-
tation to reduce the offset to the point where it negligibly
affected system performance (i.e., the offset was much smaller
than the inverse of the longest array processor time constant).

The effects of envelope delay and frequency offset are clearly
illustrated by the oscilloscope traces in Figure 42. Figure 42(a)
displays the error monitor output (see Figure 42(b)) during the first
portion of a data bit when (1) the array was in initial conditions
set mode, (2) the desired signal applied at the array processor's
input underwent a data bit transition, and (3) the array output
amplitude was set equal to the reference signal amplitude. Under
these conditions, the reference signal was antiphase with respect
to the array output until the data transition had "propagated
through" the reference signal processor. Thus, the error signal
level was twice the reference signal level for the duration of
the reference delay (about 20 usec for this example) and was nearly
zero during the remainder of the data bit interval. The method
used to compensate for the reference delay interval is detailed
in sub-section 6. Figure 42(b) shows the freauency
offset on one of the weights caused by a reference signal phase
error.

5. Multiplexer and Limiter Subsystem
In order to model a TDMA-adapative array system operating
with a hard-1imiting repeater satellite, the signal at the

adapative array processor output was applied to the multi-
plexer and 1imiter subsystem shown in Figure 43. The multi-
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Figure 32(a)--Error monitor output signal (LRF) initial

conditions set. Horizontal: 5§ usec/div.

Figure 42(b)--Weight #2 control voltage, continuous
adaption. Vertical: 1.0 v/div.
Horizontal: 100 usec/div.
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plexer selected either the locally generated NCS or the array
output signal for transmission depending on the state of a TTL
control signal (see sub-section 6). The simulated down-1ink
signal was generated by applying the mux output signal to a
bandpass limiter and a variable attenuator.

The limiter input/output characteristic was determined by
measuring the relative output signal voltage as a function of
the input signal-to-noise ratio. The waveform applied to the
limiter's input was generated by adding noise having an 8 MHz
spectral width on 70 MHz to a PN code modulated signal (code
rate = 175 Kbps); the input signal-to-noise ratio was varied by
attenuating the signal level (noise power fixed). The measured
results were in close agreement with a well-known theoretical
result for limiter performance [31] as shown in Figure 44. These
results will be used in later sections to transform theoretical per-
formance of the TDMA-adaptive array system to measured performance.

6. Control Waveform Subsystem

The NCS and all timing/control waveforms required to effect inter-
compatibility of the adaptive spatial processor with the TDMA modems
developed previously were generated autonomously within the satellite
simulator in synchronism with a single clock signal. The state or
operating mode of (1) the integrators, (2) the error signal on/off
switch, and (3) the reference signal on/off switch could be set
manually or placed under "program" control. Figure 45 illustrates
programmed timing relationships between the NCS pulse (labelled
"format"), the integrator mode, and the error signal on/off func-
tion. The reference on/off control signal is not shown but was
identical to the error on/off control waveform. During data and
1ink/range slots, data were added modulo-two to the PN codes at
each user terminal (e.g., at the TOMA modem). To circumvent the
adverse effects of reference signal processor delay encountered when
data were present, adaption was inhibited for the first quarter
(s1ightly -greater than the reference signal delay) of each data
bit by switching off the error signal and holding the weights
(i.e., the integrator output). Note that these functions
redundantly disabled the feedback loop. Moreover, the reference
signal was disabled at the same time. Subsequent tests have
shown that either technique for disabling the feedback
loop & equally effective in removing incorrect feedback which
occurs during the reference delay, but that merely removing the !
reference signal during this interval (and not disabling the i
loop) in some instances resulted in poor steady-state perform-
ance. In obtaining results to be presented, only the error
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Figure 44--The relative bandpass 1imiter output voltage
'versus the input signal-to-noise ratio.
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signal was placed under "program" control; the reference signal
was "on" continuously and the integrator hold mode was disabled.

7. The Bit Error Probability Measure

The TOMA modem incorporated a differential detector to detect
biphase data conveyed by the desired signal. The bit error prob-
ability (BEP) performance of the detector was used as a measure Of
SS/TDMA performance under a wide variety of signal environments.
As discussed in Chapter V, ideal DPSK detector performance in a
Gaussian noise environment is obtained if (1) the circuits used to
implement the matched filter/detector are ideal, (2) the channel
bandwidth is wide with respect to the code rate, and (3) the
locally generated code modulation is synchronized with the code
modulation contained on the desired signal. The degree to which
these requirements were satisfied by the experimental DPSK re-
ceiver and associated time base synchronization subsystems was
determined earlier from measurements performed on the TOMA modem.
Three different sets of measurements are shown in Figure 46.

The data points closest to the ideal curve illustrates detector
performance (LRF mode) for the case where the bit timing error was
set equal to zero and the bit energy-to-noise density ratio of the
signal applied to the detector's input was varied. The deviation
from the ideal curve can be attributed to non-ideal circuits used
in implementing the detector and to the finite (1.4 MHz double-
sided) bandwidth of a filter which preceded the detector. The
remaining two sets of data points show detector performance when
the sampled-data delay-locked loops (SDDLL) were used to maintain
desired timing relationships between the transmit or receive clock
signals and the NCS. Basically, these loops relied on the cor-
relation properties of the PN code modulation to measure received
signal times of arrival. The correlation operation was performed
by collapsing the received signal spectra and then bandpass
filtering the result -- this operation is functionally represented
by the diagram of Figure 47. As presently implemented, the band-
pass filters have a 3 dB bandwidth of about 2 KHz (15 KHz in the
HRF). Since the received signal upon which these timing estimates
are based contain additive noise, the controlled time bases
“jitter" with respect to the true time of arrival; consequently,
detector performance degrades. The data points shown in Figure 46
corresponding to the highest BEP were measured with both the
transmit and receive timing loops enabled,* and the data points
corresponding to the next highest BEP were measured with the
receive timing loop enabled and the transmit timing error held
fixed at zero. These measurements are approximately in accord
with the results of previous analytical and experimental studies

*iWhen the TDMA modems are configured for normal operation, both
loops are enabled.
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Figure 46--Performance of the differential detector/bit
timing synchronization subsystem versus the
input bit energy to noise density ratio (LRF).
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of SDDLL performance [32] and the effects of timing jitter on
DPSK receiver performance [33].

RECEIVED ENVELOPE
= AL»? ’ln.r. . —ol e T by

PN-—CODE

Figure 47--A functional representation of the waveform
processor used in the sampled-data delay-
locked 1oo0ps.

Note that for the system in Figure 35, noise added to the
signal on the down-1ink affects the performance of both the
receive and transmit timing loops. However, since the NCS is
generated within the SS, up-link interference and noise affects
only the transmit timing loop (ran?e tracking loop). This
distinction will be of importance in later sections where weight
Jitter and inadequate signal-to-noise ratios at the output of
the ASP affect the performance of the range tracking loop.

i

C. Practical Design Considerations Relevant
to the Implementation of the Analog
LMS Algorithm

1. Introduction

A brief discussion and analysis of the effects of non-ideal
circuit components used to implement the LMS algorithm configured
in accord with Figure 38 are presented in this section. In order
to simplify the presentation, the effects of weight jitter are
neglected.
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2. Delays in the Feedback Loop

Since the LMS algorithm relies on negative feedback, transient
and steady-state performance can be adversely affected by time
delays in circuits used to implement the control loop. In this
section, the effects of circuit delays at various points within
the feedback loop are evaluated. Circuit delays are assumed
constant over the frequency bands of interest and are assumed to
be phase-compensated so as to introduce zero phase-shift at the
array center frequency. For this case, loop time delays may be
lumped into factors identifiable with components of the physical
processor as shown in Figure 48. In particular,

(346)
[ A
D
b
- 5 o, delay vector associated with the weight
v o multipliers
DO
[ "m
°e1
B 0  delay vector associated with the error
Ze e, multiplier signal inputs
D
L ‘m -
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r b
Dr.f.]
) «|p « delay vector associated with the r.f.
=.f r.f.z amplifiers.
D
; : r.f.mL
: »
by
D = 5 ~ delay vector associated with the error
= b2 multiplier and post-correlation

(baseband) circuits.

g Df ~ delay introduced by the error signal circuits.

The vector weight equation for this model is given by

R

S8 e - g, - 0, ) < 1 o)

- ¥(t - o, - Dy g, = Og) Wt = D, - D - )]

where 3
 Xlt-n, -0y D) 2 Ry(t -0, - fe, "N
Xy(t-0g-Bpg) e ¥(t-0, -0 ¢ ) [ 121,2,: -

'1(t ‘D' - Df -%) 4 'i(t - D.’ - Df °°b1)

With the definitions
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31(13)-Ew1(t-|_)w-uf_gb)
n” S DWJ + Dr.f.j + D - De’ - D, 5

b T

T31§Df+nbi+0wi IR P I R

the ensemble average of Equation (347) reduces to
St ofR 4(x)) - K(ry) WL - 1] . (349)

If Kx(11) 1s invertible (which is by no means assured), and
if the T3; are sufficiently small with respect to the control

loop bandwidth, the steady-state weight vector
r ")
W(t) g = K7 (1)) R g (2p) (350)

13 likely to differ significantly from w unless each of the
mc components of 1) and each of the m cofBdnents of t» are

small relative to B-1, where B represents the input signal band-
width. Moreover, since the arra{ output is composed of a iinear
combination of Xj(t - Dy - Dr.f.), the de1a¥ (Dws * Dp f.4 - Dw;
- Dr.t. ) must also be much smaller than B-1 to"dbtain a

broad v‘d nulling capability. Thus, proper design requires that
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(a) D, - oei By g~ (351)

-]
(b) uw1 + D - oe1 << B

<< B"

(c) Dw1 * Dr.f.1 ¥ ij % Dr.f.j

In practice, it is possible to satisfy these requirements
over a given frequency band by (1) inserting an appropriate
delay in path B to H, (2) matching the delays Dy, and ij.

(3) matching the delays Dp.f.; and Dr.f. 5 and (4) adjusting the

reference si?nal delay so that Dr f. + De - Df equals [0].
Techniques (1), (2), and (4) may be impTemented using wideband
circuits and delay lines. However, the only effective method
for matching r.f. delays is to employ filters which have nearly
identical passband characteristics.

The weights converge as in Equation (350) provided the delays
3¢ (1 = 1,2,...m) are "sufficiently small." To obtain a more
precise relationship between the delay t3; and weight convergence
assume

tlij =0 (352)

O, * Dr.f.1 =D,

>
+D 1,1'1.2,"‘"'

and 1, = ()] §

-

By further assuming that the ™ initia weight wi(t,) remains
constant during the initial delay interval tg < t < * 13y
the Lapiace transform of Equation (349) becomes

~(1.8)
Y

si(s) = .{‘; Reg - Ki(ty) 101 -e (353)

- K, w(s) c-('t'as)}
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where
w(s) = Z{w(t)}

The LaRIace transform of the component of w(t) projected onto
the nth eigenvector of Kx satisfies the following equation:

(s) = atl (PR ) - L Pu(t) (1-e3)] (350)
S¥pis) = alg xd’n =5 *n WY e n
. . s
ik Pw(s) e ]n} sn=1,2,...m

where
y(s) =Pw(s)

By Equations (352),

e Dbi + De y 1=1,2,...m (355)

i i

Assuming the delays are equal among elements, i.e.,

13 % 13 = 13 v jJ=1,2,..em (356)
i J
yn(s) becomes
. ] a
Yp(s) senr (357)
s + aAn e 3

% s H = .o
- L(p Rxd)n “Aa (P"(to))n (1 -e ™3°)] 5 n=1,2,-.em
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which is the transfer function of the loop shown in Figure 49.
Employing the Nyquist stability criterion, this loop, and thus
yn(t). is unconditicnally stable if

L
13 - Db‘ + De1 < IT-A_" 1," = 192.""“ (358)

or

l

aA, <

>
ol
-

Consequently, the weight equation [Equation (349)] converges if
Equations (352), (356?. and (358) are satisfied.

_ Figure 50 1llustrates the time response of yn(t) for a moderately
large delay of
. 0.5
axn

'3

and several different initial weights wo(= w(ty)). The component
of wy projected onto the nth eigenvector [(Pwg)n] is normalized
to the steady-state value of yp(t) [= (P Rxd)n/an]. Time delay
is shown to induce ringing which is most pronounced when (Pwg)

is near to or larger than the steady-state value. The magnituge
of the ringing decays at a rate proportional to aA,.

3. Amplitude and Phase Error
In The Weight Multipliers

Ideally, when the scalar X 1s applied to the k" gomplex
weight multiplier, its output ??k(t)g is given by wk* (t).

phase error’uhich may be characterized by appropriately scaling
the ideal multiplier output as follows:

" ~Ja
Ye(t) = ¢ * e . Vi (t) (359)

.jg
. ‘k. e K w* X (t)
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Figure 49--A closed 1oop representation of the LMS
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where ck - 1 and Ak regresent the amplitude and phase error,
respectively, of the kth complex weight. It is assumed that
ck and Ak are constant over the input signal Bandwidth.

The weight vector is determined by solving the vector dif-
ferential equation

dult) « o[R,, - K, oW(t)] (360)
which applies when o is small. @ is an mxm diagonal matrix
defined by

% jA] i
cye 0 R 0
s,

Q= 0 c,e 0

3ty
0 0 c e
; o

In general, the elements of o depend on the weight vector.
Assuming this functional dependence is sufficiently "well-
behaved," i.e., cx and Ak are smooth functions of w, then the
impact of @ on the convergence properties of Equation (360) is
minimal. Thus,

Wt)y,, =T kTR, =W . (361)

From Equation (359), the steady-state array output signal is
expressed as

¥(t) = kfl Ter(t) = WHX(t) (362)
- R;d Kx" X(t)
= w;pt X(t)
J
" ;




which shows that the array output signal.to-noise ratio is
unaffected by phase and amplitude imperfections in the weight
multiplier circuits (of the type considered).

4. Weight Multiplier Feedthru

Feedthru is the amount of "leakage" between the weight multi-
plier IF input and IF output ports caused by circuit mismatches
and stray capacitances. Its effects on performance may be
determined using the model shown in Figure 51. The complex-type
scalars ch] and ck2 are assumed constant for a given input signal

X(t). The output of the kth complex weight can be determined
as follows:

Ve (8) = wex X (2) + (c - 3 ") X (t) (363)
= w* X (t) + d* X (t)

where
d = ¢y * 3 ¢ : (364)

Summing the m complex weight outputs yields an expression for
the array output

V(t) = :Z'I () = wh X(t) = a" X(¢) (365)
where
s
4=|4d;
n

m’. for ““ Gy

PR b DB Ty R b




Ti(t)

.

————EE ¥
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Figure 51--Weight control model with signal feedthru.
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ML)« a(R,y + K d - K, W(t)) (366)

which converges to the solution

Wty =K

x Rgtd=w,, *+d . (367)

opt

The steady-state array output signal, obtained from Equations (365)
and (367), is given by

¥(t) = X(t) : (368)

opt

Thus, feedthru biases the steady-state weight vector, but does
not affect the output signal-to-noise ratio.

5. D.C. Offsets and Dynamic
Range Considerations

Preceding results pertaining to array performance were
obtained under the assumption that the feedback voltage is zero
(on the average) when the output signal-to-noise ratio is optimum.
In practice, however, this condition is not satisfied as a result
of imperfections in the circuits used to implement the baseband
processing functions. In particular, the 30 MHz IF to baseband
downconverters, baseband amplifiers, and integrators are not {deal
in practice and may be represented as having d.c. offsets at
their outputs. To analyze the effects of this error, the loop
gain a is separated into the product of the baseband loop gain
and the IF Toop gain as shown in Figure 52, where

a '31 32 33 “ (369)

where
8, = integrator gain constant, (sec)!

8, = error miltiplier gain constant, --——Y-°3—[
z (rms - volts)

T T e ne e S




L —

s - volts

. ™m
83 IF voltage gain, ™= voTts

84 = weight multiplier gain constant (rms - volts)'1

Offset in the 1th in-phase (quadrature) weight loop is modeled
by adding a constant d.c. error voltage, di] (di2), to the base-
band mixer output as shown in Figure 52. In this case, the weight
equation reduces to*

dw(t) i

where

dyy 3 dpy

4= dy * 3 dy

dm * 3 4

Equation (370) has the steady-state solution

1

Ve, Wt) (B KT R,k Q) ST 1y

It is apparent from this result that the offset vector d changes
the cross-correlation vector from its ideal value.

To determine when the effects of d.c. offsets may be neglected,
cgn:idor the component of Wes projected onto the n*" eigenvector
0 s

X

-

Vs * o Lo PRy - PO (373)

¥Note that the coefficient of Ryg 15 not o for this case.
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The output desired signal power and output noise power are
expressed in the eigenspace as

' 2
1 m
2| 1 (roy —-:n [s, (PR, - (Pd)] [ (374)
No = lz & Gud. e I (375)
0 ! A IBZ xd’n ~ ='n I :
a- n=l “n

It is easily shown that S° and N° are bounded as follows:

Z : ( ¢ )1/2] 2 e
S. > \/S - - e
. LY O%pt  ® \Mpin (LI
- tq\1/2] 2
d
1
N > \‘N + = (377)
Pt e Y ( mi;> j
where
2
So . F Wopy 55" Wopy " E?g |?|2(}flgf‘
opt "o = 0
2
N z M W, ¥2
cope * "opt " "opt X ™ (1 +T,)
Apin = Minimum eigenvalue* of Ky (rms - vo1ts)2

Consequently, d.c. offsets negligibly affect the output
signal-to-noise ratio provided

T
¢ 2_o
d'a- & Cldgy 1% + 1d451%0<< Agqp 85 I¥ g % (378)

#The minimum elgenvalue 1s equal to the per-element thermal
noise power when the array is under-constrained (p<m).
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Worst case degradation occurs when d happens to align with an
eigenvector associated with Agin. By proper assignment of values
to the gain factor and the reference signal power, the relation
in Equation (378) can be satisfied over the operating range of
the input and output signal-to-noise ratios.

To minimize the effects of d.c. offset, system design should
initially focus on maximizing the error multiplier gain (82).
An upper limit on g2 is imposed in practice by dynamic range
limitations in the error multiplier circuits or in the {1.f.
circuits that follow it. Experimental results indicate that
1imiting during initial transients, when the error voltage is
relatively large, does not adversely affect the convergence rate
if the error multiplier is within fts linear range when the
weights approach their steady-state solution.* When the
processor is near steady-;;ate. the average power of the error
sigral is approximately |¥|Z (1 + Tg)-1. Assuming that the
maximum peak-to-peak voltage of the error signal is about four
times its rms voltage, the maximum peak-to-peak voltage at point
B of Figure 52 {s approximated by (assuming linear circuit com-
ponents

P
ve ¥ aJ;!- 2 1+ 1) (379)

-8 e, M2 (141!

where
. 2
Py ® ;!- = per-element input signal power (rms - volts)“.

Thus, linearity is maintained at point B if

y oo, ] Laas (380)
8 sxV

2% vy L ‘llx4|?| Pe

#qTnce stability of the LMS loop is phase sensitive, circuits

in the feedback path should be designed to maintain a (nearly)
ggzzt:nt insertion phase shift when they are driven into
ting.

A A0 A et




where v denotes the upper bound on v_ required to maintain

e e
max
linearity.* Assuming Equation (278) is an equality, Equation

(378) may be reexpressed as

T
+ 2
(147,
(v, )
= *min €max To
Pe 4 0
max

where Pemax denotes the maximum input signal power.* It is
apparent from this result that Vemax and 82 should be as large

as possible to minimize the effects of a fixed d.c. offset. The
final step in designing a system which minimizes the effects

of d.c. offsets involves selecting the appropriate baseband
components with d.c. offset characteristics that satisfy the
above relation over the expected range of the system parameters

Anin and To’

The relation given in Equation (381) indicates that the
effects of d.c. offset are (explicitly) independent of the gain
parameters A}, A3, and 4. The selection of 13, however, is
governed by other dynamic range considerations. In particular,
it is known [15] that performance degrades severely when the weight
multiplier circuits are overdriven by excessive input signal power,
j.e., the output of each weight multiplier is limited to a certain
maximum level. This restriction places a lower bound on A3, since
the processor must be capable of (approximately) matching the
desired signal component of its output with the reference signal.
More precisely,

T
Wopt S(t) = T Fe) (382)
*It 1s assumed that the D input (see Figure 52) of the error

multiplier is not overdriven.
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which implies

Pe To
max
where
P = maximum linear output power of each in-phase (or

“max quadrature) weight multiplier (rms - volts)
A ot smallest non-thermzl noise eigenvailue (rms - volts)2
Setting 83 equal to the minimum in Equation (383) and emﬁ\oying

the maximum in Equation (380) yields an expression for the loop
gain constant in terms of circuit dynamic range characteristics:

81 B4 2 '
e g ko o
max

where an arbitrary value of 6 dB has been assigned to Ty. This
result shows that a can be selected by choosing an appropriate
gain at baseband without effecting processor dynamic range
characteristics.

The experimental array described in section B has the follow-
ing parameter values* in the lower-rate format (LRF):

¥ 0.7 (p~-p volts) (385)
max

Py * m'e =52x 1072 (rms - voits)?
max max

"y = 4,5 (rms - volts)2
max

8 = 1.6 x 10° (set:)"l

*W1de band amplifier setting is 50 dB.

n




g.52 [MmS - volts

B =
2 (rms - vo'lts)2
8 n 17 rms - volts
3 : rms - volts
Bg =5 (rms - vo11:s)'1
7 -2
a =1.15 x 10 (sec) (rms - volts)
|¥|] = 0.0Mm (rms - volts)
; :d”:?- Y15 uvec
maximum*
d"d =1.8x1077 [uec)?
Equation (378) is satisfied if
2
AR 5
Aggq >> 5 % 107 —-ro—°— ¥ (386)
and Equation (383) is satisfied if
b o
1 U X 1_7"—T; . (387)

Also, 8, is related to the upper bound of Equation (380) by

e e (1 +7,)
gy B (388)
EAT e

max

*Initial d.c. offsets are assumed nulled.
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The bound on 87 is satisfied if To > 1.6.

Experimental results indicate that d.c. offsets and circuit
dynamic range limitations dominate departures from the ideal
weight equation [Equation (62)] when the control loop band-
width 1s smaller than the input signal and the input signals
are narrowband with respect to the 10 MHz IF bandwidth. Thus,
the relations in Equations (386) and (387) may be employed to
determine the range of input and output parameters over which
effective array operation can be expected. If the per-element
input power equals Pemax and if the ambient temperature is controlled

to within about #2°, then the prototype array processor is capable
of effe:tively processing in signal environments with the following
properties:

Te " s (389)

—MaX ~ 52 48

T = 4: (390)
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—MaX_ 38 dB (391)

where

The bounds in Equations (386) and (387) were derived assuming a
worst case signal environment and thus represent minimum capa-
bilities. In particular, when the array is co-phased to desired
signal and To = 4, an input interference-to-desired signal power
of 46 dB can be effectively processed.

The steady-state performance of the experimental adaptive
array under high level cw interference conditions is {1lustrated
by the photographs in Figure 53, which were obtained under the
following conditions:

P
;g = input interference to desired signal
S ratio = 43 dB
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Pe P
S S
| — = —% = per element desired signal to thermal noise
| 0 me“ ratio =0 dB

v = angular separation between the desired and interfering
signals = 60° per element (electrical).

The interfering signal frequency was offset by 2 MHz from the
array center frequency to make it easier to observe the null
depth. Figure 53(a) shows the array output spectra before
adaption, and Figures 53b, ¢ and d show the spectra of the
array output signal, reference signal, and error signal after
adaption. The results show that the array completely nulls
the interfering signal. The array also improves the output
sigral to thermal noise ratio, as evidenced by the fact that
(1) the output signal level approximates the reference signal
level and (2) the desired signal to thermal noise ratio is
much higher at the array output (Figure 53b) compared to the
error monitor output (Figure 53d). That is, the array has
simultaneously formed a beam on the desired signal and nulled
an interfering signal 43 dB higher in level.

The ratios in Equations (389) and (391) are related to the
following system parameters which are easily modified in the
present implementation:

1
-1 V1#2
x] Pe ~ (392)
max 32
3
\
! 5 "
: *min pe"mx j|?|2
] -2
L(AT)
where

AT = maximum change in ambient temperature after d.c. offsets
have been nuiled.
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(a) Array output with initial conditions set.

(b) Array output after adaption.

Figure 53--Signal spectra withén the LMS control loop.
Py/Ps = 43 dB; Pg/0o“ = 0 dB. Horizontal:
580 KHz /cm. Veriical: 10 dB/cm.
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(c) Reference signal after adaption.

(d) Error signal after adaption.

Figure 53-~(cont.)
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It is thus possible to optimize the dynamic range by appropri-
ately selecting (or controlling) these parameters. For example,
if these parameters are modified as follows,

Parﬁ.ter Value
83 = 5,287

62 = 27.0
|¥| = 0.018
(aT) & 1°C

then, for T, = 4 (numeric),

Pe
X ¥ 59 dB
i min
:

Pemax

.~ ~60dsB

By = 0.25 C .

Change (393)
+10 d8
+ 10 dB
- 12 d8
-12 d8

(394)

Note that some c'lippin? in the error multiplier (or 1.f. circuits
t

following the error mu

iplier) may occur for this value of By

6. The Effects of Higher Order
Poles in the Feedback Loop

Ideally, circuits used to implement the LMS control loop
would have wide bandwidth and wide dynamic range characteristics.
In practice, bandlimited circuits normally result in greater cost
effectiveness and improved dynamic range. Moreover, filters are
required in the present implementation (see Figure 38) to remove
unwanted sidebands generated by the up/down conversions within

the loop. The purpose of this section is to determine the effects

of narrowband circuit elements on LMS algorithm performance.
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Generally, the most stringent dynamic range requirements
occur in the weight and error multipliers. In applications which
require full dynamic range capabilities, the inputs and outputs
of each of these stages should be "tuned" to minimize thermal and
stray signal noise which could adversely affect processor perform-
ance. As outlfned in section 2, delays introduced by these filters
should be small relative to the control loop bandwidth and should
be accurately matched over the input signal bandwidth. The need
for filtering at the input of these devices is alleviated to a
certain extent in the present implementation since dynamic range
requirements are well within the capabilities of these circuits;
thus, fnput filters were omitted.

Finite component bandwidths are a second source for higher
order poles in the feedback loop. In particular, baseband com-
ponents which must meet wide bandwidth as well as low d.c. drift
and high gain requirements can be more costly. Criteria
for determining d.c. offset and gain requirements were presented
in section 5. Bandwidth requirements will be determined by
modeling the feedback loop as shown in Figure 54. Assume the
low-pass filter has the following transfer function:

POIBEE | G : (395)
(s + a)(s + b)

The weight equation for this case becomes

w(t) = (a + b) w(t) + a b w(t) - (396)
= a a b X(t) [¥(t) -X"(t) w(t)]

where

e 3
wit) = "—:%1 , etec.

t
Taking the ensemble average, Equation (396) reduces to

W(t) + (a+b)W(t) +abi(t) =aabRy -k #t] (307)
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The component of w(t) projected onto the n~ efgenvalue is thus

described by the equation

Yr(t) + (a+b) Jr(t) +aby(t) +aabry y(t) (398)

=gab (P Rxd)n ; n=1,2,...m

By the Routh stability criterion, yn(t) converges to a finite
value if

ar, <a+ b (399)

The LMS control loop is therefore stable if the above inequality
is satisfied for all valuves of A\n. Note that well-behaved

response normally requires al, < %(a +b).
Next, suppose that

a>» ek 5 (400)

In this case, G in Equation (395) represents the transfer
function of a single pole low-pass filter and the solution to

Equation (398) is approximated by
(P Rx«l)n
e (- C,,) -—7;—- . .v,,(toﬂ
y.(t) = 401
n ﬂn (401)

(PR [ '.‘l”(t # to)}
. Ay 1-¢ s yn(to)
t =
..ln( t°)

- e i Yu(ty) = 0
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Figure 55(a) illustrates the dependence of m).2, on the low-pass
filter cutoff frequency (b) and Figure 55(b) {l?ustrates the de-
pendence of my 2 on arp. If ad, S b/4, then the magnitudes of
m, and m; are greater than alp, whereas if a)p > b/4, the
low-pass ?1ter causes the array to respond more slowly. On the
surface, this result seems to imply that a can be increased by a
factor of (Amax b)-1 to equalize the minimum time constant to the
minimum time constant of the ideal LMS algorithm, thereby in-
creasing response time to smaller eigenvalues. However, a de-
tailed analysis has shown that the low-pass filter does not reduce
excess noise due to weight jitter for a given set of loop param-
eters o, At, and P;. As a result, a single pole low-pass filter
can be used to improve the convergence rate by as much as a factor
of two. Further, this improvement can only be realized by
selecting b = 4a 1y, where Ay represents the smallest eigenvalue
of interest. In general, low-pass filtering should not be
employed to obtain improved response to small eigenvalues for

the foilowing reasons: (1) the resulting improvement in the
convergence rate is relatively small, (2) the equired 2 m
Tow-pass filters add to system cost, and (3) excessive "ringing"
is induced in the response to large eigenvalues. Also, Equation
(401) was derived under the assumption that a is very large and
that feedback delay is negligible. Since these two requirements
are difficult to achieve in wide-band systems, the addition of

a single pole Tow-pass filter may well cause instability.
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D. Experimental Performance with a
Constant Envelope Signal

) i Introduction

Measurements in this section illustrate basic performance of
the system in Figure 35 when the TDMA modem was configured to
transmit a PN coded desired signal on a continuous basis. Random
data were added to the desired signal during the assigned overhead
and data slots. In the following sub-section, the interference
protection afforded by waveform processing is evaluated in terms of
the measured BEP. In subsequent sub-sections, measurements were
performed to evaluate SS/TDMA performance when the mean weights
were in the steady-state condition. The steady-state condition was
established by allowing the ASP to adapt continuously (except during
the reference delay interval) in a stationary environment. The
results presented in sub-section 3 show measured performance when
the effects of weight jitter were negligible, i.e., when the 1oop
response time was slow with respect to the code rate. The results
in sub-section 4 were obtained under higher loop gain conditions,
and thus exhibit the effects of weight jitter on system performance.

2. Waveform Processing Gain

The measurements discussed in this section were obtained with
the ASP operating in the initial conditions set mode (i.e., con-
stant weight control voltages). In this mode, the array acts
simply as a fixed transmission path for input sources of desired
signal, interference, and thermal noise. The measurements in
Figure 56 indicate the interference immunity afforded by waveform
processing at the differential detector. With all but one of the
weight control voltages set egual to zero, a fixed level of desired
signal and thermal noise and a variable level cw interfering
signal was applied to the array input. The input desired signa)
to thermal noise ratio was set equal to 6 dB and the post-limiter
attenuator was fixed at a value corresponding to a detector input
energy-to-noise density, Eg/No. of approximately 10.3 dB and a
measured BEP of 2.95 x 10-5 (4.3 x 10-5 when the desired signal
was quadraphase modulated) in the absence of interference.
Because the thermal noise bandwidth (8 MHz double-sided) was
much larger than the data rate, its spectral density was about
15 dB smaller than the spectral density of noise added to the
limiter output; therefore its only significant effect on the
measurements was to slightly supprass the desired signal power
at the bandpass lTimiter's outout. The thermal noise was added
to facilitate a comparison between waveform processing gain and
adaptive array processing gain in subsequent results to be
presented. Three sets of data points are shown in Figure 56.
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Figure 56--Measurements showing the interference protection
afforded by waveform processing at the differential
detector for a bandspreading ratio of 16:1. The
horizontal scale represents the interference-to-
desired signal ratio at the input to the bandpass
1imiter. Desired signal carrier frequency = 70 MHz.
C.W. interference frequency = 70 MHz + 100 Hz.
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The set exhibiting the highest measured BEPs represent DPSK
detector performance as a function of the input interference

to desired signal ratio when the interfering signal was

biphase modulated by the same PN code as the desired signal,
i.e., the measurements indicate performance without waveform
processing gain. The data labelled "biphase" gives performarce
when the code modulation was removed from the interfering signal.
A comparison of these two results indicates that a band-spreading
ratio of 16 provides only about 5.5 dB of interference protection
(the horizontal separation). This amount of waveform processing
gain is clearly inadequate when interference to signal ratios of
20 dB to 30 dB are considered since the BEP increased nearly
three orders of magnitude as the input ratio was increased to
unity (0 dB). It is important to note that the waveform processing
gain to cw interference shown in Figure 56 is one factor that
determines the closest angular separation between the inter-
fering signal and the desired signal in a given application
(e.g., [15]). The reason for this is that the output desired
signal to interfering signal ratio of the optimum spatial filter
decreases as the angular separation decreases. For example, the
ratio is as low as -1 dB for the very close angular separation
(v) of 10° per element when P./c2 = 0 and Py/oZ ¢ 7 dB. (This
ratio increases proportionate? with P4/o€). The measured BEP
would be very high (above 10-2) in this case regardless of the
level of down-1ink noise added. X

In order to minimize this effect, vy > 30° and P$/0230 dB in
most results to be presented; in this case, the minimum output
desired signal to interfering signal ratio of the optimum spatial
filter was greater than 8.3 dB regardless of the input inter-
ference %o desired signal ratio. This minimum occurs fory=30°

and P4/0=0 dB when Py/Ps¥0 dB. For Pj/Ps=12 dB, the output
desired signal to interference ratio increases to 15 dB due to
the power inversion characteristic of the optimum filter. At
these relatively low levels of output cw interference, the BEP

can be related to the array output SNR with adequate accuracy
using the limiter characteristic in Figure 44.

A discussion and experimental investigation of performance for
closer angular separations was conducted earlier on a similar
adaptive array implementation [15]. The interference immunity
afforded by quadraphase modulation is also shown in Figure 56.

The results show that quadraphase modulation did not significantly
improve performance compared to biphase modulation. The additional
expense of utilizing quadraphase coded sinnals for the purpose

of providing additional immunity to interference therefure

appears unwarranted.
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For the purposes of comparison with adaptive array per-
formance presented in later sections, BEP measurements were
also conducted using a moderate bandwidth (563 KHz doubled-
sided) interfering signal. A1l other conditions were approxi-
mately the same as in the c.w. interference measurements
presented in Figure 56.

The degradation in the wide-band case, shown in Figure 57,
was predominately due to hard-1imiting, since the spectral density
of the interfering signal was small relative to the spectral density
of the post-limiter additive noise. However, the extent of de-
gradation is smaller than that predicted from the limiter characteristic
of Figure 44. This difference is apparently due to the fact that the
;ntsa:sr:nce was much narrower band relative to the thermal noise
an th.

3. Performance with Small Loop Gain

Measurements in this section illustrate the basic performance
of the system of Figure 35 when the mean weights are near their
steady-state solution and the effects of weight jitter are
negligible. The first set of measurements, shown in Figures 58-
60, i1lustrate system performance in the LRF and HRF modes of oper-
ation when the array input desired signal to thermal noise ratio was
0 dB and no directional interference sources were present. The
measured BEP is shown as a function of the (data) bit-energy-to-
noise density ratio, which was varied by incrementing the post-
limiter attenuator and holding the additive noise level constant.
For the purposes of comparison, ideal DPSK detector performance
is also shown. Results in Figure 58 were obtained in the LRF
mode with the range tracking loop disabled and with zero timing
error between the transmit time base and the NCS, and results in
Figure 59 were obtained under the same conditions except the range
tracking loop was enabled. These two sets of results show that
adding quadraphase modulation caused a slight increase in the
BEP relative to the biphase case. The data closest to the ideal
curve in Figures 58 and 59 were taken from the results* in
Figure 46 to illustrate relative performance with and without
the satellite simulator within the transmission path. Within
the range that comparative data were available, these results
show that introduction of the satellite simulator into the
system caused only a slight increase in the BEP. Figure 60
shows BEP performance in the HRF mode when biphase code modulation
wasbgzsloyod -- both with and without the range tracking loop
m. L]

*Note that the comparative data apply only to the case where
biphase code loduqation is employed.
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The next set of measurements in Figures 61 and 62 illustrate
adaptive array performance under cw interference conditions.
In these measurements, the timing error between the desired signal
and the waveform processed reference signal was set equal to zero
(i.e., the RTL was disabled). BEP performance with the RTL enabled
was not significantly different from the results presented for
v = 15° in Figure 62, however, the output SNR was insufficient
for acquiring and maintaining transmit time base synchronization.
As to be discussed later in this section, the inability to acquire
synchronization was not related to a basic limitation on the
capability of the SDDLL, but was related to the specific selection
of parameters used at the modem for verifying transmit time base
synchronization -- these parameters could easily be modified to
permit operation at lower signal to noise ratios if so desired.
The BEP measurements in Figure 61 and 62 were obtained by varying
the level of cw interference at the input to the processor while
holding the input desired signal to thermal noise ratio fixed at
0 dB per element. The 70.0001 MHz cw signal source was used to
generate the interfering source, and biphase PN code modulation
was used to spread the spectrum of the desired signal. The post-
limiter attenuator was adjusted so that the BEP, measured in the
absence of 1nte5ference and with the array adapting, was approx-
imately 1 x 107". The solid curves drawn in each figure represent
calculated bit error probabilities determined from BEP measurements
in Figures 58 and 60 and by taking into account the Timiter
suppression factor (see Figure 44). To perform this calculation,
thermal noise and interference were removed (i.e., no limiter
suppression) and the bit energy to noise density at the detector
input was measured. The signal was then removed and thermal noise
was added. In the HRF (Figure 62), the spectral density of noise
components at the bandpass limiter's output was about 8.6 dB
smaller than the spectral density of the simulated down-1ink noise
when the limiter input was thermal noise only. Thus, the energy
to noise density at the detector input was approximated by

£ 2
N!" n.7 —-5——2— (402)
0

where £ is related to the signal to noise ratio associated with
the 1imiter input as shown in Figure 44.
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The multiplicative factor 11.7 represents the measured bit energy
to noise density ratio when only the desired signal was applied
to the bandpass limiter's input. The BEP versus Pi/P§ measure-
ments agreed favorably with these calculated results in Figure 61
over a wide range of interference to signal ratios. 01iffer-
ences between the measured and calculated BEPs were slightly
larger in Figure 62 for y=30° and much larger for y=15°. The
higher BEP for ¢=30° {s attributed to the combined effects of
non-fdeal circuit components used to implement the array
processor, including the effects of imperfect matching of the
i.f. amplifiers bandpass characteristics and non-zero delay
within the feedback loop. For y=15°, these effects were X
magnified (note that the 29 nsec feedback delay represents a
phase shift of approximately 18 at the 1.4 MHz code rate),
and, at Py/Ps = 3 dB, the calculated result becomes inaccurate
since the output desired signal to interference ratio was only
about -1.8 dB. In order to isolate the effects of non-ideal
circuit components from the effects of weight jitter, most
results to be presented were obtained by operating the SS/TDMA
system in the lower-rate format. The larger deviations from

the calculated result for large values of PJ/Ps in Figures 61 and
62 were caused by the effects of weight jitter -- this effect is
investigated in the next section.

Experimental results also agreed favorably with the calculated
results when the interfering signal was generated from a random
source having a moderately wide bandwidth (563 KHz and 1.7 MHz
doubled-sided). An example result is shown in Figure 63 for the
1.7 MHz case with P§/cé=- 4 dB and y=60° per element.

An example illustrating system performance in a wideband
interference environment is shown in Figure 64. For this example,
the system was operated in the HRF and the 3 dB noise band-
width of the interfering signal applied to the inputs of the i.f.
amplifiers was approximately 12 MHz (double-sided), or about 8.5
times the code rate. The angular separation parameter y was
fixed at 30° per element. The experimental results are shown to
deviate significantly from the calculated result for values of
PJ/Pg exceeding 9 dB. This performance degradation was caused by
the inability of the ASP to form a sufficiently deep null on the
interfering signal over the wide bandwidth, which contributed to
additional desired signal suppression in the bandpass 1imiter stage.
The degree of suppression was approximated in Figure 65 by calcu-
lating the signal-to-noise ratio at the bandpass limiter's input
which would result in an equivalent BZP. For the purposes of
comparison, the ideal output signal-to-noise ratio and the output
signal-to-noise ratio with initial conditions set are also shown.
The results in Figure 65 indicate that the output signal-to-noise
ratfo was within 3 dB of optimum when PJ/PS was less than about
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Figure 63--Performance of the experimental system versus
the input interference-to-signal ratio for

¢v = 60°. Interfering signal bandwidth
= 1.7 MHz centered on 70 MHz.
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16 dB -- the point at which the output noise power due to inter-
ference equals the output noise power due to input thermal noise.
Note that, even though performance degraded from optimum for
PJ/Ps greater than about nine decibels, the ASP continued to
provide a significant processing gain.

Since nearly ideal performance was obtained for narrower-band
interfering signals, insufficient wide-band interference suppres-
sion could only have been due to mismatched phase/amplitude versus
frequency characteristics of the phase shifters, 1.f. amplifiers,
and processor control circuits and to the effects of non-zero
1cop delay. Using the results given in Figures 64 and 65 as an
example, the interfering signal must be suppressed by about 17.5
d8 to obtain the measured performance when Py/Ps = 17.5 d8B, i.e.,

PJ\fw
W Mw

In order to obtain this amount of suppression, the amplitude
and phase versus frequency characteristics of all signals that
were combined to form the array output had to be matched to
within about 1.2 dB and 7°, repsectively, over the full interfering
signal bandwidth. The phase matching requirement was not satisfied
by the i.f. amplifiers (preceding each weight in Figure 38) over
the 10 MHz bandwidth shown in Figure 39. Subsequent spot measure-
ments indicated greater mismatches in amplitude and phase occured
beyond the 10 MHz band shown but within the 12 MHz interfering
signal bandwidth. It thus appears that the mismatched pandpass
characteristics of the i.f. amplifiers were the primary source of
performance degradation under the wideband interfering signal con-
; dition, although the 37 nsec feedback delay (which is appreciable
i over this wide bandwidth) certainly magnified this effect. A
i reasonable attempt to match these characteristics and to minimize
feedback delay over the bandwidth of interest would have signi-
ficantly improved ‘wlling capabilities under wideband interference
conditions. Further studies in this area are recommended.

= 17.5 d8 (* 56.2numeric)

4., Steady-State Performance
With Weight Jitter

The results of bit error proabibility measurements conducted
under high loop gain conditions with the mean weights near their
steady-state solution are presented in this section. The measure-
ments were taken to determine the effects of weight jitter on
SS/TOMA performance for signal environments encountered in practice.
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In the preceding section, it was found that an analytical
result could be used to predict system performance with good
accuracy when the interfering signal spectrum was narrowband
relative to the i.f. amplifier bandwidth. This was possible
because (1) the signal-to-noise ratio at the output of the ASP
was independent of the input signal bandwidths (provided the
interfering signal continued to be narrowband with respect to the
i.f. amplifier bandwidth) and (2) the limiter suppression factor
was easily determined from To. However, neither of these condi-
tions are satisfied when the effects of weight jitter are to be
;nvestig?ted. The expression for excess noise due to weight

itter, i.e.,

ant PI (art PI) i
S ey sk o ,

P =
EN 2 - aAt PI

was derived in Chapter IV under the assumption that the input
thermal noise and interfering signals approximated ideal band-
pass pr?cesses having a double-side bandwidth of B Hz, and that
st = B~!. Since (1) the interfering signal bandwidths differed
from the thermal noise bandwidths in most of the experimental
results to be presented, 22 the excess noise generally cannot
be assumed Gaussian, and (3) the excess noise is correlated with
the desired signal, the above expression was not directly applicable.
Formidable difficulties were also encountered in attempting to
determine the effects of excess noise on the bandpass limiter
output signal. Consequently, the analytical results could only
be used to asproximate, to set bounds on, or to predict general
trends in the experimental results.

The first series of measurements shown in Figures 66-68
illustrate the effects of weight jitter when the thermal noise
and the interfering signal bandwidths were approximately equal.
For these measurements, the four thermal noise processes were
bandlimited to 2 MHz (3 dB, double-sided) using single-tuned
bandpass filters and the interfering signal had an effective
noise bandwidth of approximately 1.7 MHz. Excluding the desired
signal, the interval (at) between 1ndependent samples of the
input signals thus approximated B-', where B = 1.7 MHz. The
system was operated in the LRF mode with the timing error
between the differential detector's input signal and the
detector's LO signal set equal to zero thereby eliminating
the effects of bit timing jitter. The method used to measure
the effects of excess noise on SS/TDMA performance was to
increase the loop bandwidth by increasing the interfering signal
power while holding the circuit gains within the loop (proportional
to a) constant. Using this method, the loop parameter aat Py was
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approximately proportional to the input interfering signal power
when PJ/Ps was large. Results presented in Figure 66 Show

BEP versus Pg/Ps measurements for v = 30° and P¢/o2 = 0 dB --
with and without down-1ink noise added to the bandpass limiter's
output. When only thermal nofse and the desired signal was
applied to the input of the processor (P /Pis- -= dB), the
signal-to-noise ratio at the output of the ASP was about 6 dB,
since the processor was (ideally) co-phased to the desired signal.
The bit-energy-to-noise density ratio (Ep/No) at the detector's
input was about 23.2 dB without down-1ink noise added* and

about 10.1 dB with down-1ink noise added. The initial rise in
the BEP as Py was increased was attributed to a decrease in the
optimum output signal-to-noise ratio due to nulling of the inter-
fering signal (see previous section) which caused additional
suppression of the desired signal at the bandpass limiter's
output. If the effects of weight jitter had been negligible,
the BEP versus Py/Ps curve would have "leveled-off" as illus-
trated by the theo[etical result given in Figure 66, which
corresponds to To = 0.8 dB for Py/Ps large. That the measured
BEP continued to increase was due to weight jitter effects. For
PJ/P? = 21.2 dB, the pagameter ? P1 was measured and found to be
equal to about 8.2 x 10° (sec)-!. Thus, the inverse of the
important loop time constants were given by

ast Py ¥ .48 (sec)”! Py/Pg = 21.2 dB

ast Ay ¥ .008 (sec)'1

2

adt ¢ = .0036 (sec)']

where

A= eigenvalue associated with the desired signal

az = efgenvalue associated with thermal noise only.
Under these conditions, the time constants associated with beam-
forming to the desired signal and minimizing thermal noise were
given by 0.09 Tg and 0.2 Ts, respectively, where T equals the

preamble interval (one time slot in the LRF mode). That is, the
BEP measurements in Figure 66. also reflect system performance

‘!;7!0 for this case was calculated using Equation (402).
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Figure 66--Performance of the experimental system versus the
input interference-to-signal ratio for y = 30°
with and without down-1ink noise added. Inter-
fering signal bandwidth = 1.7 MHz; thermal
noise bandwidth ¥ 2 MHz; P}/02 = 0 dB.
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when the desired signal is pulsed in accord with the normally
configured TDMA system described in Chapter II (measurements

for this case are presented in the next section), since the
longest time constant was much smaller than the preamble interval.*
The results in Figure 66 indicate that excess noise due to jitter
degraded performance by two mechanisms. One effect of the excess
noise was to decrease the effective bit-energy-to-noise density
ratio at the array output, as shown by the BEP measurements
without down-1ink noise added. Although the analysis of the
effects of weight jitter on DPSK detector performance were per-
formed only for the digital implementation of the LMS algorithm,
the measured result exhibits the same abrupt increase in the BEP
predicted by the analytical result. For example, the detector
performance measure D, as applied to a digital LMS algorithm
implementation, was found to be approximated by [Equation (256)],

° T ]
Dé— T (404)
At o [1+0Atc T'O'To]

1 - aldtc ﬁro

which, in the high-level interfering signal environment under
consideration,is approximated by

T 1
Pt 'l’ Io

The measurements given in Figure 66 can be compared with the
theoretical performance of a digital LMS algorithm provided the
effects of the bandpass limiter are taken into account. To make
this comparison tractable, the bit-energy-to-noise density ratio
at the output of the bandpass limiter is initially assumed pro-
portional to the performance measure D. The result obtained
under this assumption will be useful in demonstrating that the
abrupt increase in the measured BEP is also predicted by the
analytical result in Equation (405). When the weights were
fixed at the optimum steady-state solution with Py/Pg = 24 d8,
the bit-energy-to-noise density ratio at the bandpass limiter's
output was approximated by

¥Xs will De shown in the next section, the loop bandwidth for this
case is much wider than ghatczzzuirtd for acceptable performance
under pulsed desired signal conditions.
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Eb g
' = 58.2 (17.5 d8B) .
]

adt PI-O

Applying the assumption discussed above, the expression for
Eb/N° which includes the effects of weight jitter becomes

E
b 1
= 58.2 —_ (406)
No abt 51 1 +:Tb

14+ o )
T -t Py T,

where To = 1.2 (0.8 dB)

1

- s 1.7 x IOE

The noise process at the bandpass limiter's output is clearly

not Gaussian since the excess noise due to jitter is not Gaussian.
However, as to be shown, this makes little difference when re-
lating Equation (405) to the BEP, since Ep/N, increases very
rapidly as aadt P1 approaches one. The calculated result shown in
Figure 66 for the digital LMS algorithm was obtained by simply
substituvting Equation (406) into the expression for the BEP of an
ideal DPSK detector:

] 0
PE = 2’0

where PE represents the bit error probability. The calculated BEP
is similar to the measured BEP in that it exhibits an abrupt in-
crease when the loop parameter aAt P exceeds a certain value.
However, the point at which_ the digital algorithm is predicted
to "fail" occurs for Py/Pg ¥ 24 dB, which is about 2.5 dB lower
than the measured result. Also, the slope of the BEP versus
Pi/PS curve is slightly smaller for the measured result. The
differences between the measured and calculated results under
high 1oop gain conditions are roughly in accord with the ex-
pected performance difference between the analog and digital

LMS algorithms. For example, excess noise due to jitter was
found in Chapter IV to be about a factor of two smaller for a
given set of loop parameters when the analog LMS was used.
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The differerce can also be attributed to other factors, i.e., the
leve) of correlation between excess noise and the desired signal
is higher in the analog LMS case, as to be discussed subsequently.

when down-1ink noise was added to the bandpass limiter's

output, as was the case in the second set of data points shown

in Figure 66, the effect of excess noise on the limiter suppres-
sion factor had to be considered. As previously mentioned, the
relationship between excess noise power due to jitter and the
limiter suppression factor is difficult to determine since excess
noise is not a Gaussian process and is in general correlated with
the desired signal. Nevertheless, it is instructive to obtain an
approximation for the 1imiter suppression factor by assuming that
the limiter suppression characteristic of Figure 44 is applicable.
The total noise power PT at the input of the bandpass limiter can
be approximated (for aat Py € 0.5) by summing the excess noise
gower (Equation (403)) with the quiescent noise power To(1 + Tg

s

)2,

=z - + H
T W - abt Py 2 T+1,

ast P, 20.5 :

Since Pg << P1 for the range of Pj/Ps and aat P; under consideration,
weight 3ittcr negligibly affected the desired signal power at the

P's output (see section IV D3). Thus, the signal-to-noise ratio at
the output of the ASP is approximated by

(7)o

T

S . _ (408)
ast Py (ast P)2] 1 + T,
et Rt e

The second calculated curve (with the highest BEP) shown in
Figure 66 was obtained by assunin*linitcr characteristic

€ to be related to (S/N)q as in Figure 44 . Using this value

for g, the BEP was then aotlﬂnincd from Figure 58 and the relation
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Excess noise due to jitter is shown to have a smaller effect
on the measured BEP relative to the calculated result. 1In
addition to the approximations which were made regarding

hard 1imiter characteristics, the following factors also con-
tributed to the difference between the calculated and meas-
ured results for aat PI 0.5 (the region over which Equation
(403) was assumed applicable): (1) the thermal noise band-
width was wider than the effective noise bandwidth of the inter-
fering signal; (2) Equation (403) represented an upper bound
appreximation to the excess noise power; and (3) the excess
noise due to jitter was correlated with the reference (and thus
the desired) signal. For the purposes of comparison, the cal-
culated result is also shown for aat P[ # 0.5. In this region,
the slopes of the measured and calculated results were nearly
the same, but the calculated result was displaced to the left
by about 2.5 dB. Obviously, the calculated result does not
apply in this case, since most of the measured performance
degradation can be accounted for by adding the appropriate
level of down-1ink noise to the measurements obtained without
down-link noise. That is, the actual effects of excess noise
on limiter suppression are secondary to the effects of weight
Jitter on DPSK receiver performance under these very high loop
gain conditions.

Figure 67 shows the results of additional BEP measurements
obtained when the input desired signal level was increased by
4 dB relative to the desired signal level in Figure 66, and
Figure 68 shows results for y = 60°. A1l other conditions,
including the per-element thermal noise power, were the same as in
Figure 66. Results calculated from the limiter suppression factor,
evaluated as in Figure 66, are also shown. The degree of degrada-
tion (in terms of the effective value of Ep/No determined from

.the expression - In Pg_ + 1n 0.5, where Pg_ is the measured BEP)

due to jitter for a giVen value of aat P; Was smaller in both
Figures 67 and 63 relative to the degree of degradation obtained
in Figure 66. This is in accord with the theoretical results
(Equation (407), for example) which showed that the ratio of
excess noise power to qu{escent noise power (i.e., when w = wopt)
was proportional* to To' (1 + To).

*For Py/Pg = 12 dB, the values for To'1(1 + To) in Figures
were ?.83. 1.33, and 1.30, respectively. These values were nearly
constant for PJ/Ps > 12 dB.
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As was the case in Fiqure 66, the measured performance degrada-
tion due to jitter was less than that predicted by the calculated
result, with the iargest difference between calculated and measured
results occurring for adt Py ¥ 0.5. It is important to note,
however, that the calculated result, alono with the expression for
(S/N)o given in Equation (407), can be hichly useful in establishing
bounds on system performance. For example, when ait PL Y 0.5, the
effect of weight jitter on the measured BEPs shown in Figures (66)-
(68) was relatively small. This contrasted sharply with measured per-
formance when aAt P; approaches a value of two -- the value for
which the anaIytica‘ result for the output SHR becomes unbounded;
under this condition, the extent of degradation due to weight jitter
was large enough to render the ASP ineffective for all practical
purposes. Whether intermediate values of ast P1 -- a value of one,
for example -- would yield acceptable performance would depend upon
the application. Suppose that, 19 a particular application, the
maximum acceptable BEP is 4 x 10~ and that the condition under
which the measurements in Figure 66 were obtained is the expected
worst-case condition in terms of T, (i.e., To > 0.8 dB in all
expected input signal environments?. In this case, the maximum
value for oP] (proportional to the convergence rate) for which
these requirements can be satisfied is determined (usina the
measured results in Figure 66) by the relation

aPy 2 0.4 (at)) = 0.72/usec .

The main point here is that the expression for (S/N)o can be used
to establish reasonably tight bounds on worst-case system per-
formance for a given value of a if the input signal bandwidth

and the total input signal power are known.

The preceding results and discussions apply in cases where
it {s appropriate to assume that the input thermal noise plus
interfering signal bandwidth approximates an ideal bandpass process
and the ratio of the bandwidth to the data bit rate is large.
Figures 69 and 70 show the results of measurements obtained for
the case where the interferina signal bandwidth was much narrower
than the thermal noise bandwidth, but still much wider than the
data rate in the LRF. Specifically, the effective noise band-
widths of the thermal noise and the interfering signal were about
7.5 MHz and 563 KMz, respectively. The input sional spectra thus
was significantly different from an ideal bandpass process. The
theoretical results cannot be directly applied in this case, since
the interval between independent samples of the interfering signal
was about 13 times longer than the interval between independent
samples of the thermal noise processes; an examination of the steps
used to derive Equation (207) in Chapter IV would verify that the
result would be significantly altered under this condition. In
particular, the excess noise due to jitter is smaller (this can be
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Figure 69--Performance of the experimental system versus the
input interference-to-signal ratio for y = 30°.
Interfering signal bandwidth = 563 KHz; thermal
noise bandwidth = 7.5 MHz; Pg/o¢ = 0 dB.
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verified analytically) for a given input thermal noise power

when the process has a wider bandwidth, because the percent of
the total thermal noise power contained within the LMS loop response
bandwidth is smaller. However, the impact that a smaller spectral
density due to input thermal noise has on noise within the loop is
obviously secondary compared with the effect of loop noise due to
a high-level, narrowband, 1nterf§r1nq sianal when the parameter
ast Py (where (at)=! ¥ 563 x 10*3) approaches a vaiue of two.
There}ore. the degree of performance degradation due to jitter
should be very large when aat Py = 2, where (at)-! equals the
effective noise bandwidth (double-sided) of the interfering
signal. Furthermore, the degree of degradation should be smaller
(for a given value of aat PI? relative to the degree of degrada-
tion obtained in Figures 66-68. These statements are confirmed

by the BEP measurements shown in Figures 69 and 70, obtained for

v = 30°, The values of Pj/Pg which correspond to the condition
ast P; = 2 in Figures 69 and 70 are 22.6 dB and 26.6 dB, respec-
tively; at these levels of interference power, the effects of
weight jitter caused the measured BEPs to increase at least an
order of magnitude in both cases.

For the purposes of comparison, 11miter supprefsion charac-
teristics for the two cases At = B, and At = Bp™', where B}
is the interfering signal bandwidt% and B, is the thermal noise
bandwidth, were calculated and translated into the BEP measure
using the limiter suppression factor as in Figures 66-68. The
BEP, calculated using at = B,”", is shown in Figures 69 and 70
to l?ree guch more favorably with the measured results for
oBy”' P 1, which indicates that the effects of weight jitter
on systlm performance were considerably r?duced in the wider-
band thermal noise environment. For aBy~' Py ¥ 1, the measured
BEP increased sharply due to the presence of the narrower-band
;?terfe:ing signal, which was also in accord with the preceding

scussion.

The results presented thus far have shown that the point at
which the ASP "fails” due to weight jitter can be predicted with
?ood accuracy by determinina the point where (S/N)o (Equation

408)) becomes large, i.e., when aB"! P; ¢ 2, where B represents
the effective noise bandwidth of the interfering signal. The
expression for (S/N), represents an upper bound on the degradation
due to weight jitter for smaller values of adt P;. In all of
the previous cases, the input thermal noise and/or interfering signals
approximated ideal bandpass processes which had bandwidths
exceeding the desired signal bandwidth, thus facilitating the
selection of an appropriate value for at, Of course, it is
entirely possible for an interferina signal to be narrowband with
respect to the desired signal bandwidth (represented by the code
rate in the present system). In order to evaluate the effects of
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.!ﬂ weight jitter on system performance for the narrowband case, BEP
measurements were conducted under c.w. interferina signal conditions.
The results of these measurements will be of greater value in
determining appropriate loop gain parameters, since the effects
of weight jitter are more pronounced in c.w. interfering signal
environments. Again, Equation (408) may be used to approximate
system performance even though it was derived assuming that the
input signals were wideband random processes. If the frequency
of a single high-level interfering signal is (nearly) equal to
the desired signal carrier frequency, then, in addition to a d.c.
term, the signals applied to the input of the integrators (Figure
38) contain components of the desired sianal converted to baseband
(desired signal by interfering sianal cross-terms). The interval
between uncorrelated samples of these cross-terms is approximately
equal to the interval between uncorrelated samples of the PN code.
Since the spectral density of the thermal noise process was much
smaller than the desired signal spectral density within the loop
response bandwidth for all c.w. interference tests conducted, the
desired signal by interfering signal cross-term was the predominant
source of weight jitter. Based on this argument, Equation (408)
may be used to estimate the effects of weight jitter on system
performance by employing the inverse of the code rate as an
F approximation for at. This assertion,can also be deduced from
5 the analytical expressions. Letting ﬂKt) represent the ¢.w.
i £ interfering signal, U(t) the thermal noise process, and S(t) the

4 desired signal, the difference between the instantaneous and
average input covariance matrix and cross-correlation vector used
in the analysis of Chapter IV become

PSR

o(t) = X(t) ¥(e) - K, (410)

= [H(t) + N(6)] 2(e) + 3(e) L8N (R) + NP(0)] + () EH(e) - w

Ry(t) & X(t) F(t) = [d(t) + §(t)] ¥'(¢)

where
M= ES(t) dT(e)
Ee(t) = 0
E R,(t) = [0]

The above results follow from the assumption that ¥(t), J(t), and
R(t) are uncorrelated. An appropriate value for the interval
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between "independent" samples of ¢(t) and R,(t) can be determined
by evaluating the interval between uncorrelated samples of the
signal by interfering signal cross-products (assumed to be the
largest terms in ¢(t) and Ry(t)). It is well-known that the
autocorrelation function of a PN code is approximated by

b(1 - %) L
Ron(t) = b(1 + %) ; 4 <t<0

0 s elsewhere .

The interval between independent samples is thus approximately
equal to the inverse of the code rate (4). It will be shown
that this assumption leads to an approximation to measured
results under c.w. interference conditions.

BEP measurements shown in Figure 71 illustrate system per-
formance obtained under c.w. interfering sianal conditions for
v = 60°. The conditions under which these measurements were
performed differed from the wideband interferina signal measure-
ments in that the loop gain (o) was reduced by a factor of about
9 dB and the receive time base was estimated at the TDMA modem
by locking the SDDLL to the NCS generated at the satellite simu-
lator (although the transmit time base was still set for zero
timing error). As in previous measurements, the value of a was
held fixsd. For Py/Ps = 20 dB, the value of aP] was about
8.3 x 107 per second; with At set equal to the inverse of the
code rate, the corresponding value for the loop parameter ast P
was approximately 0.47. The BEP measurements show that weight
Jitter was beginning to cause performance to dearade at this point.
As Pj/Ps was further increased, the BEP increased in much the same
manner as in the wideband interfering signal case, with the BEP
increasing more than two orders of magnitude as adt Py approached
a value of two.

The calculated result shown in Figure 71 was evaluated by
assuming that the effect of excess noise due to jitter was to
suppress the desired signal power at the output of the bandpass
limiter. The agreement with the measured result was roughly
comparable to the agreement exhibited in Figure 66 (wideband
interference case). Agreement between the calculated and measured
results improved when the angular separation (v) of the desired
signa1 and the c.w. interfering signal was reduced to thirty degrees
(electrical) per element, as showr in Figure 72. It should be
emphasized that although favorable agreement between calculated and
experimental results was obtained in Figures 71 and 72, this does
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not imply that similarly close agreement would be obtained for
other PN code structures since an analytical result was not

derived to support this assertion. In particular, the desired

by interfering signal cross-terms in Equation (410) exhibit non-
random characteristics, i.e., the PN code used to modulate the
desired signal contained long intervals (up to seven chips in
length) during which no bit transitions occurred. The excess

noise level due to jitter is momentarily higher durina these
intervals since the effective interval between uncorrelated

samples is momentarily higher.* In other words, the data presented
apply specifically to a length 127 PN code and a spectrum-spreading
ratio of 16. Improved results would generally be obtained by using
higher spectrum-spreading ratios or shorter length PN codes. In
order to determine whether the effects of weight jitter could be
reduced by employing quadraphase modulation to eliminate these long
intervals between phase transitions of the desired signal, measure-
ments were obtained with the SS/TDMA system operating in the
quadraphase modulation mode under c.w. interfering signal and high
loop gain conditions with the angular separation parameter set
equal to 30° per element. Even though the two (length 127) PN
codes which were used to modulate the desired signal were structured
so that the maximum interval between phase transitions of the
desired signal was two code chip intervals, quadraphase modulation
provided only a small improvement in performance under high loop
gain conditions, as shown in Figure 73. Apparently, the use of
quadraphase modulation is only marginally effective in providing
additional protection in c.w. interference environments (at least
with regard to DPSK detector performance).

Previous results presented in this section were obtained with
the transmit timing fixed at a value corresponding to zero timing
error between the NCS generated at the SS and the desired signal
applied at the input to the SS. In these cases, the effects of
weight jitter and down-1ink noise on the transmit time base correc-
tion circuits (the range tracking loop (RTL)) were eliminated from
consideration. In order to evaluate system performance when the
SS/TOMA system is configured for more normal operation (apart from
the pulsed desired signal format, which is considered in section E),
BEP measurements were conducted with the RTL enabled.

The BEP measurements shown in Figure 74 illustrate the effects
of weight jitter and down-1ink noise on detector performance with
and without the RTL enabled**; all other conditions were the same

*That this effect 1s significant was noted from preliminary experi-
mental results in which the maximum interval between PN code
transitions was reduced to three (length seven PN code). However,
documentation was insufficient to merit inclusion in thy's report.

**When the RTL was disabled, the transmit timing error was set

equal to zero.
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as in Figure 71. The BEP is shown to be larger with the RTL enabled
and Py/Pg ¥ 18 dB, which is essentially in accord with the measure-
ments given in Figures 58 and 59. The most important aspect of these
comparative measurements is that the effects of weight jitter were
more pronounced when the RTL was enabled. For example, the RTL
occasionally lost lock when Pj/Ps ¥ 23,2 dB (the data point shown
was obtained during an interval when lock was maintained) and lock
could not be maintained when Py/Pg ¥ 24.2 dB. As configured in the
experimental tests, the loss o$ lock condition was determined within
the modem based on the level of the post-waveform processed signal
(i.e., after the correlation filtersg measured during the range slot
bursts. When this level dropped below a certain specified percent-
age (50%) of the level measured during NCS bursts, a possible loss
of lock condition was flagged and the transmit time base corrections
were inhibited. If the desired signal received at the TDMA modem
during range slot bursts was less than this percentage in m out of

n successive bursts (m < n) of the range pulses, a loss of lock
condition was confirmed and the RTL attempted to reacquire lock by
incrementing the transmit time base in a prescribed manner. While
the details of this system will not be elaborated upon, it should
suffice to say that the above-described algorithm used for validating
the locked condition was necessary in order to minimize the possi-
bility of locking the RTL to the wrong signal when the desired signal
power received at the modem during range bursts dropped sharply. As
applied to the system being investigated, a loss of lock condition
was flagged when the level of correlation between the signal received
during range bursts and the coded LO generated within the modem
dropped to less than 50% of the level of correlation* between the
NCS and the LO (recall that the system contains a bandpass limiter).
The effectiveness of this technique in flaaging a signal dropout con-
dition was based on the assumption that the level of correlation
between the coded LO and the excess noise at the ASP's output was
small relative to its correlation with the desired signal component
of the ASP's output. The relative level of correlation is easily
determined under conditions of wideband (with respect to the code
rate) interference, low loop gain (adt Py << 1), and zero timing
error between the LO and the desired signal, by evaluating the
expression**

*Note that the Tevel of correlation between the signal received
during NCS slots and the coded LO is approximately proportionai
to the received desired signal power.

**An ideal reference signal is assumed.
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E Mt) v(t) = E ¥(t) XT(t) w(t) & [F)? (a11)

[ 7, el 4 )
< +
SR a0

The first term is due to correlation with the desired signal and
the second term is due to correlation with excess noise. Note

that the effect of excess noise is to increase the total level of
correlation, i.e., it is unclear as to whether the second term
represents a measure of performance degradation. Much more
formidable difficulties are encountered in attempting to determine
a meaningful measure of these correlation effects under high loop
gain, narrowband interference, or non-zero timing error conditions,
or when the reference signal is derived via waveform processing.
The only certainty is that the level of correlation (between excess
noise and the coded LO) increases as adt Py increases, since the
LMS algorithm attempts to minimize the error between the output and
the reference signal. If the level of correlation is sufficiently
large -- specifically, much larger than the level of correlation
between the desired signal and the coded LO -- the RTL can "lock"
to the excess noise, thereby deriving transmit time base corrections
from the timing of the reference signal rather than from the timing
of the transmitted range pulse. That this mode of operation is
possible was demonstrated experimentally for the case of a c.w.
interfering signal centered on the desired signal's carrier
frequency. It was found that if the loop gain parameter (aat Pp)
was sufficiently high (near a value of two), the RTL would remain
locked (provided it was initially locked) even when the desired

~ signal was removed from the ASP's input. Operation at such high

values of aat Py must therefore be avoided, since the Toss of lock™ =
algorithm does not sense the false lock condition in this case.

The measurements presented in Table V were conducted to aid
in the selection of an appropriate value for adt PI when the RTL
is enabled. The ¢.w. interference measurements were otherwise
erformed under the same conditions as Figure 71 except that post-
imiter additive noise level was reduced to obtain a higher bit
energy-to-noise density of 13.21 dB when Pj/Ps was set to 0 (- dB).
Measurements were also obtained using a quadraphase modulated desired
signal. The results show that excess noise affects RTL performance
in a very abrupt manner. In the biphase case, for example, the
RTL retained lock for values of adt PL up to 0.91, but would not
stay locked for aat Py = 1,44, The effect is even more abrupt in
the case of quadraphase modulation, where the difference between
the locked and unlocked condition occurs for 1.14 2 ast Py ¥ 1,44,
These results also show that the loss of lock algorithm was
effective in preventing a false lock to the reference signal for
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adt Py as high as 1,44, Table V also shows BEP measurements obtained
when the c.w. interfering signal was replaced by a wideband

(563 KHz) interfering signal. That the RTL retained lock for a
slightly higher value of ast Py (# 1.75) may have been due to the
effects of random envelope fluctuations which would tend to reduce,
although not eliminate, the effects of correlation between excess
noise and the coded LO.

The above considerations regarding the behavior of the RTL
under high loop gain conditions were obtained to illustrate the
effects of correlation between excess noise and the desired signal.
Under lower Toop gain conditions (ast Pg ¥ 0.7), the RTL was
effective in both acquiring and maintaining transmit time base
synchronization under all the test conditions presented in this
chapter with the array adapting. Moreover, the length of time
required to obtain synchronization under high-level interference
conditions was no longer than the time required in the absence of
interference. As a general rule of thumb, based on tests conducted
in addition to those presented, transmit time base synchronization
can be acquired and maintained when the desired signal is trans-
mitted on a continuous basis* provided (1) the ratio of excess
noise due to jitter to the output desired signal power during the
range slot does not exceed a value of approximately one, and
(2) the power level of the NCS pulse does not exceed the power
level of the desired signal by more than 6 dB at the output of
the bandpass limiter. The latter condition is necessary in order
to insure that the level of correlation** between the LO and the
desired signal was greater than 50% of the level of correlation
between the NCS and the LO. From the limiter suppression
characteristic (Figure 44), this implies that the output desired
signal to total noise ratio must exceed approximately -4 dB. 1In
the tests upon which the above-cited rules of thumb were based,
the timing error between the transmitted desired signal and the
PN code used to generate the waveform processed LO was initially

-offset by an integral number of code chips. Under this condition,

the desired signal power at the array output was very small relative
to its value when the array was beamformed to the desired signal,

since the desired signal was treated as an interfering signal, i.e.,
the desired signal was uncorrelated with the reference signal due to
the code timing offset. In the timing acquisition phase, the timing

*The case where the desired signal #s pulsed, as it would be when
the TDMA modem is configured for normal operation, is discussed
in the following section.

**The term "level of correlation" has been applied 1oosely here and
in the previous discussion to include the effects of the received
power level on the correlation outputs.
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of the PN code modulated desired signal was incremented in steps

of one (code) chip using a prescribed search algorithm as described
in [19]. At some point in the search algorithm, the timing error
between the desired and reference signals was less than one-half
code chip.* When this condition occurred, the array initiated a
response to beamform to the desired signal. The interval of time
between the increment and the transmission of the range signal
pulse (used to test the timing of that increment) was sufficiently
long (in all cases tested) to allow the array to settle to its
steady-state condition (i.e., beamform to the desired signal and
null the interfering signa]ss. Even with a timing error of one-half
code chip, the LMS algorithm will converge to the optimum output
signal-to-noise ratio under 1ow loop gain conditions, although the
level of the desired signal will be reduced in proportion to the
reduction in the level of correlation between the reference and the
desired signal. However, the excess noise due to jitter will not
change appreciably for a given set of loop parameters because of
reference signal by input signal terms contained at the output

of the error multipliers within the array feedback loop.** In
other words, the excess noise due to jitter (Equation (407)) should
not exceed one-half the steady-state output desired signal level

2 :
¢ T
(0.5 I?‘l2 za-fqusﬁa in order to insure that transmit time base
+
0

synchronization can be acquired.

In view of the favorable aareement between measured and
calculated results under low-loop gain conditions, it is con-
cluded that an adaptive array processor which converges to the
optimum output signal-to-noise ratio can be implemented using a
waveform processed reference signal. Moreover, it has been shown
that the expression for excess noise power derived in Chapter IV
can be used to obtain an approximate upper bound on the lo0p
parameter aAt Py required for acceptable system performance. a {s
determined by circuit gains within the LMS feedback loop. At is
determined from the input signal bandwidths. In cases where it is
appropriate to assume the interfering signal bandwidth B is wider
than the code_rate and approximates an ideal bandpass process,
then a4t & B=!, If the signal environment contains a narrowband
(with respect to the code rate) high-level interfering signal
centered on the desired signal's carrier frequency, then an
appropriate value for At was found to be the code chip interval.
Note that this implies that the amount of degradation due to
weight jitter is greater, for a given input signal power Py, when

*Tn the tests, the timing error was approximately zero since the
initial timing error was an integral number of code chips.

**Note that the reference gakdosired signal cross-terms disappear
when the desired signal (or 1ts estimate) is used to dis-
criminate the desired signal from interference.




the interference is narrowband. An effective method for preventing
large degradation due to weight jitter would be to control the
total power applied at the input to the array processor, i.e.,
implement an AGC control at each input. The AGC should have a
rapid onset/slow release characteristic to minimize the effects
that a high-level, repetitive pulsed, interfering signal would

have on the control loops.

E. Experimental Performance Under
Pulsed Desired Signal Conditions

The combined effects of finite adaption time and weight jitter
on SS/TDMA system performance were evaluated by alternately
switching between initial condition and integrate modes of opera-
tion under program control (see Figure 45). The TDMA modem was
set to operate in the continuous transmit mode as in section D, but
the position of the data and overhead slots in Figure 1 were
selected so that they occurred one time-slot after a reset
pulse. The conditions under which these tests were performed
were therefore equivalent to the conditions encountered when
the SS/TDMA system is configured for operation in the TDMA
pulsed desired signal format, i.e., a period of one time-slot
duration (preamble) was allocated to precede each data or over-
head slot for the purpose of establishing a sufficiently high
signal-to-noise ratio at the ASP's output prior to the onset of
data (or the link/range pulse).

A11 results to be presented were obtained with the SS/TDMA
system configured to operate in the LRF mode. The average data
rate was 2400 bps (e.g., a vocoder channel). To accommogate an
average data rate of 2400 bps employing an instantaneous rate of
10.95 K bps, data were transmitted in eight adjacent slots*
(rather than a single slot), with the first slot occurring at the
end of the preamble (see discussion, Chapter II). In.this-mode, - -
there was one adaption (one reset) per sixtv-four data bits, as
opposed to one adaption per eight data bits had data been trans-
mitted in single-slot bursts (i.e., if data had been transmitted
at an average rate of 75 bps). Although the bit error probability
in these two cases will generally differ since adaption continues
during data slots (except during the reference delay interval),
the BEP can be approximated in the single-slot-per-transient case
by applying the theoretical results, as will be shown. The
interfering signal in all tests was generated using a 70 MHz
+ 100 Hz c.w. source to simulate worst-case conditions for a given
input interfering signal power.

"The duration of the link or range pulses remained equal to one-
time slot.
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It has been shown that the convergence properties of the LMS
algorithm are greatly affected by the initial weight vector. Of
the three initial weights considered in Chatper IV, the most
appropriate, as applied to the experimental system being investi-
gated, are the 2zero initial condition and the omnidirectional
initial condition, since the reference signal was derived via
waveform processing; that is, an ideal reference was not avail-
able for performing an estimate of the desired signal DOA in the
present equipment. Consequently, the experimental tests focussed
on evaluating system performance when three of the four {nitial
weights were set equal to zero and the fourth weight was non-zero.

The set of measurements shown in Figures 75 and 76
illustrate the dependence of the BEP on the reference signal
level for a fixed value of the initial weight vector

w(t,) = (5 +35,0,0,0)

when both bit timing loops were enabled. The measurements therefore
reflect system performance when the SS/TDMA system was configured
for normal operation. The BEP was measured as a function of the
input interfering signal power under the following conditions:

&
£
g
2
5

v, 2 &
Ps/° 0 d8
v = 60°/element
/5:'- 7.07mvp-ps= /Ps/m = /0.25 A
-1,
B e d T
where
Ts 4 0.82 msec = one timé-slot interval.

The loop time constants under high-level interference conditions
were therefore given by

(P)7! & (aPp7! .
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Figure 75--Performance of the experimental system versus the input

interference-to-signal ratio for y = 60°. TDMA/adaptive
array system configured for normal operation in the LRF.
The initial array pattern was omnidirectional. E,/N
10.9 dB when the desired signal-to-thermal noise ratio
(no interference) at the bandpass limiter's input was

6 dB. Input desired signal voltage = 2.5 mv rms; P/ol
= 0 dB; C.W. interference frequency = 70 MHz + 100 Hz;
wh(t,) = [5 + j5, 0, 0, 0] volts; reference signal

level = 97.2 mv rms; output desired signal level during
reset = 25 mv rms; thermal noise bandwidth ¥ 2 MHz.

astPy = 0.5 for Py/p, = 27.1 6B
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That is, the longest time constant was much greater than the
preamble interval. As was shown in section IV B, the longest
time constant can be eliminated from the weight transient by
fnitializing the weights to zero. However, since this result
was derived under the assumption that weight jitter effects are
neingib\e. some caution must be exercised in applying the all
zero initial condition under high loop gain conditions. The
simulation results presented in Section XL D show that relatively
poor performance is obtained when (1) the output desired signal
power is small relative to its optimum value and (2) an ideal
reference signal is used to provide desired signal discrimination
(rather than an estimate of the DOA). This same behavior was also
noted in the experimental results. When the weights were
initialized to zero under the test conditions of Figures 75 and
76, the output desired si?nal level was about 20 dB smaller than
the reference signal level* at the beginning of the first data
slot (i.e., after the preamble adaption interval), and thus

20 dB less excess noise could be tolerated. Since the level of
excess noise caused by reference signal by input interfering
signal cross-terms is approximately constant for a given value
of aat P} regardless of the output desired signal power,
relatively poor performance was obtained when the weights were
initialized to zero. The obvious solution is to increase the
magnitude of one of the initial weights so that the desired
signal has a higher level at the end of the preamble interval.
Of course, this cannot be done without increasing the initial
error along eigenvectors orthogonal to the desired signal DOA,
thereby reducing the output signal-to-noise ratio during the
transient. Moreover, the output SNR may not converge monotonic-
ally to its optimum value 1f the output desired signal power
exceeds its steady-state value at some point in the transient.
The selection of an initial weight vector therefore requires a
compromise between minimizing the effects of weight jitter under
high loop gain conditions and maximizing the output SNR during
weight transients. The experimental results in Figures 75 and
76 {11lustrate this trade-off. During the reset {interval, the
ratio of the output desired signal power to the reference signal
power was -11.8 dB in Figure 75 and -8.3 dB in Figure 76. At
the end of a preamble adaption interval, the output desired
signal level** was about 9.1 dB smaller than the reference signal
in the conditions of Figure 75, whereas its level was only about

*The output desired signal power was also about 17 dB below its
optimum value.

**These values were determined theoretically under high-level
interfering signal conditions using a calculation technique
as in Equation (409). Although an accurate measurement was
difficult to obtain due to the low output signal-to-noise
ratio, the actual values appeared to be close to the
theoretical.
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6.8 d8 smaller in Figure 76. A comparison of the two sets of BEP
measurements reveals that 3 dB8 more input interference power was

tolerated when the reference signal level was reduced from 97.2 mv

rms to 68.5 mv rms. Figure 76 also indicates that a further reduction

in the reference signal level (equivalent to an increase in the initial
weight value) would not have significantiy increased the tolerance to
higher level interfering signals since adt P] = 0.94 when Py/Pg = 30 dB --
the region where abrupt failure begins to occur regardless of {he de-
sired signal level.

The effect of a slower response to nulling of the interfering
signal is shown in both Figures 75 and 76 to cause an increase in
the measured BEP for lower values of Py (and aat P1). As an aid in
determining the reason for this behavior, the output signal-to-noise
ratio was calculated as a function of adaption time for each of the
conditions of Figures 75 and 76; the results are given in Figures 77
and 78 for a number of selected input interference to desired signal
ratios. The ab:rcissa represents the actual adaption time normalized
to Tg and thus does not account for the reference delay interval,
during which adaption was halted (except during the preamble) in the
experimental system. Since the reference delay interval was
about one-quarter of a data bit, the results in Figures 77 and 78
can be applied by appropriately scllin? the abscissa. Using this
method, the output signal-to-nofse ratio during the range pulse
is approximated by the signal-to-noise ratio of Figures 77 and 78
in the interval 1.75 T¢ < t < 2.5 Tg. Similarly, the output
signal-to-noise ratio 3uring data sTots (total of eight) is de-
termined using the interval Tg < t < 7 Ts. Because the output SNR
is not constant during these intervals, ?t is difficult to relate to
:20 BS: in a precise manner. However, the following observations can

made:

(1) The measured BEP was highest for Py/Ps ¥ 22 dB) for
-6 dB < Py/Ps + 6 dB because of a slow response to
null the interfering signal. The calculated output
interference to desired signal ratio, shown in Figures
79 and 80 as a function of time (normalized to one
time slot interval) for the test conditions in Figures
75 and 76, rtspcctivolg. {1lustrates this slow response
for several values of Py/Ps. Figure 80, for example,
shows that the output interference to desired signal
ratio 1s as high as -0.3 d8 at the end of the preamble
interval when P)/Pg = 6 dB, although the ratio decreases
rapidly as the adaption interval increases. This
result, together with the waveform processt 'znin
measurement in Figure 56, indicates that a high output
interference to desired signal ratio was a predominant
source of degradation. Al the interference to
desired signal ratio is initially high (-3 d8) for

2n -




*G. 94nbi4 up Se suoilLpuod awes

Y3 43pun Sg/fg 30 SIN|RA |R4IAIS 40§ |RAIIJUL owimo.a a3 0y

P9z |ewuou 3w} uojjdepe SNSIIA 03R4 3S|OU-C}-|eu

s IndIno ayji--£/ 34nbyy

INIL NOILAVAY G3ZITVNHON

oo 0's 0l $0 o
LI L B T [vrr o1 1 1 | T o
grs!
ePr9
€rs
\ (Y6
gpe—
012
o — M
4
T m
- o:.ou..uum >
m,
(3
a00/ /& -
-4 =
5
o

|
=)
L

N i s A AN LRIt a1 o s i




. *9/ 34nby 34
U} S® SUOI|Pu0d Awes 3y Japun Sg/Cq JO SIN|EA |RJIIAIS 40
awj) uotjdepe pazj|ewmuou 3yj SNSA3A OLjed IsS|OuU-03-|eubys In3dno ayj--g/ 34nby 4

3NIL NOILJVAY G3IZITVRYON
0's 0 $0 1'0

Sl W B B T [rTrrr 1 1 1 T °

OILVY ASION OL TYNOIS LNLLNO

:

A S AR A GELA " GRS il e o

e S—

'{‘.;ﬁ: s ST b aimp

%0

AW

T Sy e




(2)

Py/Ps = 9 dB and t = Tg, this ratio decreases rapidly

to less than -10 dB uitlsnn the first data slot interval,

and thus only a slight increase in the measured BEP (relative
to the Py/Pg = 15 dB case, for example) resulted in this case.
The slower response for Pj/Ps equal to 6 dB, 3 dB, and O dB,
exhibited by both the output SNR in Figures 77 and 78 and the
interference to desired signal ratio in Figures 79 and 80,
caused the measured BEP, which represents an average over the
interval Tg < t < 7 Tg, to increase. In order to show that an
excessive output interference to desired signal ratio was the
predominant source of degradation rather than limiter sup-
pression due to a low output signal to thermal noise ratio,
the BEP was measured under conditions identical to those in
Figure 76 except that the loop gain (a) was doubled; the BEP
data obtained for this case are shown in Figure 81. Since the
adaption rate is directly proportional to the loop gain,
Figures 78 and 80 apply when the loop gain {is doubled provided
the abscissa values in these figures are divided by two. The
BEP in Figure 76 is considerably higher than in Figure 81 when
Py is comparable to Ps because the array output desired-signal

" to interferencé ratio was inadequate for t > Tg prior to

doub]in? the loop gain. This conclusion is in accord with the
result in Figure 75, which shows that the BEP is high when the
ratio approaches 0 dB. It should be noted that the average
BEP would have been significantly higher in Figure 76 -- up to at
most a factor of eight -- if only one data slot had been used to
convey data. The BEP would also have increased in Figure 81 but
to a much lesser extent since the output interference to desired
sign:] ratio is less than -5.5 dB for this latter case when

t> §°

Better performance was obtained (for ast Py small) in

Figure 75 compared to Figure 76 because the magnitude of

the magnitude of the initial weight was smaller in the former
case. Note that Ep/Np measured in the absence of inter-
ference and with the array continuously adapting is 1 dB
lower in Figure 75. This result is also in accord with the
calculated results of Figures 77-80. The reason for the
improved performance is that the error introduced by the
initial conditions in Figure 75 was smaller than in Figure 76
both initially and during the weight transient. For purposes
of comparison, calculated values of the output SNR and the
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interference to desired signal ratio are shown in
Figures 82 and 83 for the two cases w(t,) = [0] and
wt(ty) = B Ryd, where B8 was selectec so that the desired
output signaf level equalled the reference signal

level when the weights were initialized. The results
show that some improvement in performance (under
worst-case values of P;j/P.) would be obtained by
initializing the weights $o0 zero (assuming that the ef-
fects of weight jitter would be negligible). Initializing the
weights to the desired signal DOA, however, would have
resulted in significantly improved performance. More-
over, the output desired signal level is nearly as

large as the reference signal level in this case, so
that higher levels of excess noise could be tolerated
during the transients.

Figure 81 also shows BEP measurements conducted with the error
between the reference signal and the transmit time bases set equal
to zero (RTL disabled). The comparative results indicate some
improvement in performance with the RTL disabled, although the
difference is small in terms of P,/P. under high level interference
conditions. Under lower level 1nger erence condition (ad t Py << 1),
timing accuracy achieved by the RTL depended primarily on the signal-
to-noise ratio of the signal received (at the TDMA modem) during the
range tracking pulse. Since the preamble to the range tracking
pulse was nearly two time-slots in duration, the signal-to-noise
ratio was higher during the range tracking pulse than during the
first data slot in Figures 75, 76, and 81. In particular, the
ratio of the NCS signal power and the range tracking signal power
at the bandpass limiter's output was less than approximately 3 dB,
which was well within the 6 dB range of the loss of lock algorithm,
Thus, no difficulties in acquiring or maintaining transmit time
base synchronization were encountered in the tests for adt P small.

The result in Figure 76 has shown that the adaptive array is
capable of providing greater than 29 dB of interference protection
for y = 60° when the interfering signal was c.w. and centered on
the desired signal carrier frequency. Based on the steady-state
measurements presented in section C, higher levels of interference
could be effectively processed if the interfering signal is wider
band.* Also, BEP performance would improve for larger values of
the angular separation parameter y. The theory predicts that
system performance degrades, however, as the angular separation
is reduced. Suppose, for example, that the initial conditions
and the input desired signal and thermal noise powers are the same
as in Figure 76, but the angular separation between the desired

¥The Interfering signal bandwidth must still be smaller than the
i.f. zaplifier bandwidths (10 MHz).
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and interfering siagnals is reduced to 30°/element. One effect of
the closer angular separation is to reduce the optimum output
signal-to-nofse ratio by 4.3 dB when Pj/Ps is large. A second
effect is to reduce the rate at which ghe desired signal power
converges to its optimum value. The third effect is to reduce
the output desired signal power under transient as well as steady-
state conditions. These effects can combine to significantly
degrade system performance. In order to obtain performance
comparable to Figure 76 for y = 30° under high loop gain con-
ditions, the desired signal level at the end of the preamble
interval must be increased by about 4 dB and the input desired
signal to thermal noise ratio must be about 4.3 dB larger.
Assuming the same input desired signal power as in Figure 76,
these requirements are satisfied {f the magnitude of the initial
weight vector is increased 4 dB, and the element thermal

noise i¢ decreased 4.3 dB, respectively. The calculated
response of the output SNR and the output desired signal to
interference ratio is shown in Figures 84 and 85 for y = 30°
under these modified conditions. Comparing these results with
Figures 78 and 80 shows that system performance for y = 30°
would be poor relative to the y = 60° case, even though the .
element thermal noise power is 4.3 dB smaller. However, these
results also indicate that the BEP would be lower (assuming

adt Py small) than the measured results in Figure 76 if the
loop gain parameter o is increased by only a factor of two.
Moreover, the effects of excess noise on performance under
higher 1oop gain conditions would not be significantly different
during weight transients since the output desired signal power
is nearly as large in the ¥ = 30° case as in the tests of
Figure 76. Therefore, based on the c.w. measurements of

Figure 76 and on the calculated results in Fiaures 78, 80,

84, and 85, it is concluded that system performance for a

close angular separation of 30° per element would be comparable
or better than the measured performance in Figure 76 for

Py/Ps ¥ 24 dB if (1) the per element thermal noise power is

43 d smaller, (2) the magnitude of the initial weight is made
4 dB larger, and (3) the loop gain is increased by 3 dB. With
these system parameters fixed, it is easily shown that better
performance would be obtained in all cases if v > 30° or if

the input desired signal power isincreased, i.e., worst-case system
performance occurs at the closest angular separation and the
minimum input desired power.

The above results and discussfons related to the interference
rejection capabilities of the SS/TOMA system may appear inappropriate
in that AGC can be used to eliminate slow response to a lower level
1nurf¢r1g signal, thereby increasing the PJ)/Ps by orders of mag-
nitude. is technique can indeed by used to improve system performance
provided only one interfering source is present in the environment. The
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presence of two or more interfering sources, however, alters the
eigenvectors and eigenvalues of the input covariance matrix.
Depending on the relative magnitude and anqular separation of
the interfering sources, one of the eigenvalues can be small
relative to A,,., yet large (or of the same order of magnitude)
relative to the eigenvalue associated with beamforming to the
desired signal. Obviously, response to this smaller eigenvalue
cannot be improved beyond a cgrtain point as determined by the
constraint adt P| ¥ oAt Apay ¢ 1. The effect of the longer

time constant associated m?th this smaller eigenvalue on

system performance is represented by performance obtained in
Figures 75, 76, and 81 for smaller values of Pg/Ps (in the range
-6 dB to 12 dB, for example). That system performance degraded
for -6 dB ¥ Py/% ¥ 6 dB indicates that the possible presence
of a small eigenvalue (other than the eigenvalues associated
with beamforming to desired signal and minimizing the output
thermal noise power) could not be ignored in evaluatina overall
system performance.

In the present application, the sianal environment is unknown
a priori. Consequently, it is unrealistic to assume that an
"optimal" initial weight can be used in all cases. One approach
would be to determine an initial weight which yields good perform-
ance for most expected signalina situations in a given apnlication.
This could be rather tedious and perhaps impossible when the
array size is large and when the array is subjected to a large
number of interfering sources. A more feasible approach would be
to estimate the desired signal DOA and use the estimate to provide
desired signal discrimination within the feedback loop (see
Figure 6). The ratio of excess noise to the output desired signal
power could thus be eliminated from consideration, i.e., the
initial weights could be set to zero. The weights could also
be initialized to the desired signal DOA, which was shown in
Chapter IV and in Figures 84 and 85 to further improve the
convergence properties of the LMS algorithm. A subsystem for
performing the DOA estimate could readily be implemented in the
present system with only a moderate increase in circuit complexity
by applying a reference signal to the error signal leg of the
error by input signal multipliers and then averaging the error
multiplier's output (after it has been down-converting to baseband)
using an integrator or low-pass filter. This particular method
of obtaining the estimate has the added advantage that the effects
of non-ideal circuits and small phase errors within the error
multipliers and down-converters are compensated. The reference
signal could be generated autonomously within the satellite during
the preamble -- even during the pre-lockup phase. The results of
the analysis 1n Chapter V have shown that an adeouate estimate of
the DOA can be obtained in a relatively short interval of time
(relative to the convergence rate of the LMS algorithm, for example)
when the interfering signals approximate Zero-mean Gaussian
processes. It would appear that this estimate could be obtained
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rapidly in c.w. interference environments as well, although
additional studies would be required to confirm this. Thus,
only a portfon of the preamble may be required to perform

the estimate, with the remaining portion used for adaption. Alter-
natively, an interval preceding the preamble could be allocated
for performing the estimate by utilizing a different PN code
structure to distinguish the desired signal from other desired
signals. Estimating the DOA has at least one additional advant-
age. In systems where it is appropriate to assume a constant
desired signal DOA, the DOA estimate can be used to provide
desired signal discrimination during data slots, thus eliminating
the need for a waveform processed reference signal and reference
delay compensation. In view of these considerations, further
studies of the DOA estimation technique are indicated.

S NI L O 2
) ‘iﬁgmfwi;.» :

e T e o i e e e e R

3 v




CHAPTER VI1
SUMMARY AND CONCLUSIONS

The purpose of this research was to determine the character-
istics and 1imitations of the transient response of adaptive arrays
in coded communications system applications. To this end, the
response of an adaptive array which employs the LMS algorithm to
adjust the weighting coefficients was evaluated both analytically
and experimentally. An analysis of the convergence properties of
the direct matrix inversion algorithm was also performed in order
to establish a basis for comparing LMS algorithm response with the
response of an algorithm in which optimal adaptive processor para-
meters are directly computed.

In the analysis, loop parameters which result in maximizing the
convergence rate of the LMS algorithm in a stationary signal envir-
onment were determined. Maximizing the rate of convergence in a
stationary signal environment was shown to maximize the rate at
which the array can respond to a time-varying signal environment
(e.g., due to pulsed desired signals in a TOMA communications
system). Initially, an idealized model of the LMS algorithm was
analyzed under the assumption that the effects of jitter in the
array weighting coefficients may be neglected to a first order ap-
proximation. This assumption is valid when the loop response band-
width is much narrower than the input signal bandwidth. The rate
at which the weights converge to their optimum values was shown to
be proportional to the product of the loop gain constant and the
eigenvalues of the input covariance matrix. This implies that the
adaption interval required for the weights to converge is long when
one or more of the eigenvalues is very small. The effect of this
show convergence rate on adaptive array performance can be mini-
mized by proper selection of the initial weights. Initializing the
weights to the desired signal direction of arrival vector was
shown to improve the output signal-to-noise ratio during transients
compared to performance when all the initial weights except one were
set equal to zero (omnidirectional case). Some improvement was
also noted for the all zero initial condition. The next step in
the analysis consisted of modifying the idealized model to include
the effects of weight jitter. The effects of weight jitter on the
steady-state performance of both the analog and digital (sampled
data) approaches for implementing the LMS algorithm were considered
in the analysis. Two approaches for distinguishing between the
desired signals and interfering signals -- us1ng an ideal reference
signal or an accurate estimate of the desired signal direction of
arrival vector -- were also considered. The excess noise power at
the array output due to weight jitter was used as one measure of
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performance. The excess noise power was shown to increase very
abruptly when the loop response bandwidth exceeds approximately
two-tenths of the input signal bandwidth in the analog LMS algorithm
and approximately one-tenth in the digital LMS algorithm. The loop
response bandwidth, which is approximately proportional to the pro-
duct of the loop gain constant a and the total input power Py, must
not exceed these values for proper array operation. The upper
bound on a Py implies a constraint on the maximum ratio of fnput
interfering signal power to desired signal power which can be
effectively processed. The excess nojse power due to weight jitter
was also shown to depend on the parameter T, and the method used to
distinguish the desired signal from undesired signals (see Equations
(139), (158), and (206)). The parameter T, represents the optimum
output signal-to-noise ratio which can be achieved with an adaptive
array fn a given signal environment, and therefore reflects the
dependence of the excess noise power on the input signal levels,
their relative angles of arrival, and the array geometry.

It was shown by analysis that weight jitter in the digital LMS
algorithm does not significantly increase random fluctuations of
the desired signal phase in most cases of interest: thus, an accu-
rate estimate of the carrier phase required in coherent detection,
e.g., PSK detection, can be obtained when the weights are near their
steady-state solutions. Some caution must be exercised, however,
in extrapolating this result to array transient conditions. In this
case, it not be sible to acquire and/or maintain carrier
phase tracking at all, since the output desired si?ml can undergo
radical phase and amplitude flucutations during weight transients.
It s partly for this reason that differential (DPSK) detection and
envelope detection techniques, such as those employed in the proto-
type TDMA/adaptive array system for detecting data and establishing
time base synchronization, are recommended in adaptive array appli-
cations. An expression indicating the effects of weight jitter on
the performance of a PSK detector (with the weights near their
steady-state solutions) was derived for the case of the digital LMS
algorithm. The results indicated that increasing the ratio of the
code rate to the data rate (spectrum-spreading factor) by increasing
the code rate permitted an increased rate of convergence and also
reduced the level of degradation due to weight jitter. This result
was shown to apply as well to differential detection 1f appropriate
(reasonab’e) conditions are satisfied.

In communications systems, desired signal characteristics (e.g.,
an ideal reference signal) are generally presumed known a priori
without assuming prior knowledge of the angle-of-arrival. In some
cases of interest, however, 1t was shown that the performance ob-
tained with the LMS algorithm can be improved 1f an accurate estimate
of the desired signal direction of arrival vector, rather than an
1deal reference signal, is used within the feedback loop to dis-
criminate between desired and undesired signals. A procedure for
estimating the desired signal direction of arrival vector, based on
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a maximum 1iklihood principle, was investigated analytically unaer
the assumption that an ideal reference signal is available at the
array processor. The results showed that an adequate estimate can
be obtained within a time interval which is short compared to the
adaption time required for LMS algorithm convergence. Therefore,
with a small percentage increase in processing time, the desired
signal direction of arrival vector can be estimated and used to
initialize the weights and/or provide desired signal discrimination
within the feedback 1oop, thereby improving adaptive array perform-
ance.

A procedure for estimating the input signal convariance matrix
was also studied. This estimate, together with the estimate of the
desired signal direction of arrival vector, formed a basis for im-
plementing the direct matrix inversion algorithm mentioned previous-
ly. The direct matrix inversion algorithm differs from the LMS
algorithm in that the array weights are computed directly from these
estimates. The analysis of the convergence properties of the direct
matrix inversion algorithm therefore represented a problem in esti-
mation rather than feedback control theory. The rate at which the
output signal-to-noise ratio converges to its optimum value was
found to depend on the parameter T,, but does not depend explicitly
on the eigenvalues of the covariance matrix as in the case of the
LMS algorithm. A comparison with the LMS algorithm showed that the
direct matrix inversion algorithm generally converges much more
rapidly, particularly when the spread in eigenvalues is large (i.e.,
when high-level interfering signals are incident on the array).
However, the higher convergence rate afforded in theory by the direct
matrix inversion algorithm is difficult {f not impossible to achieve
in practice since the required digital computer speeds are beyond
present technological capabilities in all but very narrowband, small
array size applications. In particular, the LMS algorithm imple-
mentation described herein (Chapter IV) can achieve much higher
rates of response in practice than could have been achieved with
the direct matrix inversion algorithm. The LMS algorithm has addi-
tional advantages in that it is relatively simple to implement and
it tends to compensate for circuit imperfections (refer to the anal-
ysis of the effects of circuit imperfections on LMS algorithm per-
formance presented in Chapter VI-C). Nonetheless, applications of
the "estimation" algorithms are expected to broaden with increased
computer speeds, lower cost circuit components, and the further
development of algorithms which solve some of the difficulties en-
countered when implementing the direct matrix inversion algorithm
(e.g., the recursive algorithms [34]).

Experimental tests were conducted to evaluate the accuracy of
the approximate analytical results and to demonstrate more conclu-
sivol* that adaptive arrays can be utilized to suppress undesired
signals in coded coomunications systems and TDMA communications
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systems in particular. The experimental system consisted of a four
element IF implementation of an adaptive array and a processor simu-
lating a hard-1imiting satellite repeater. This adaptive array/
satellite simulator, zogethcr with the prototype TDMA modem, was

used to simulate a TDMA/adaptive array satellite communication system.
To achieve the real-time adaption rates required, the analog LMS
algorithm was employed. The reference signal was generated by
waveform-processing the array output signal, which permitted zrray
adaption to occur simultaneously with data reception.

Initial experimental tests were conducted with continuous received
signals (i.e., the signals received at the array processor had con-
stant power levels) and with the weights near their steady-state
solutions. Among the results presented, it was shown that the
experimental adaptive array suppresses a c.w. interfering signal
43 dB larger than the desired signal by more than 70 dB and simul-
taneously forms a beam on a properly-coded, properly-timed desired
signal. An analysis indicated that a maximum interference to signal
ratio of up to 60 d8 could be accommodated with the present equip-

" ment by an appropriate choice of loop parameters. Performance of

the system was further evaluated by conducting bit error probability
(BEP) measurements on the differential detector contained within the
TOMA modem. The experimental performance was shown to agree closely
with the corresponding analytical results when the effects of con-
trol loop noise were negligible. A large increase in the measured
BEP occurred with high-level, wideband (~ 10 MHz) interference as a
result of mismatched bandpass characteristics of the IF amplifiers
preceding each weight control. Basically, this degradation occurred
because the interfering signal could not be adequately nulled over
its full bandwidth by simply forming a l1inear combination of the
input signals. Performance under wideband interference conditions
could be greatly improved if a reasonable attempt is made to match
the IF bandpass characteristics. This is an area recommended for
future study. Additional experiments were conducted to evaluate
the effects of control loop noise on system performance with the
weights near their steady-state values. It was shown that the
analytical results can be used to establish an upper bound on the
level of degradation caused by weight jitter when the interfering
signal 1s c.w. or wideband.

Finally, BEP measurements were conducted under conditions simu-
Jating the TDMA, pulsed, dnsir!d-siqnal format. In order to allow
for adaption prior to the transmission of data, each desired signal
pulse transmitted from a TOMA modem contained a preamble of one
time-slot duration in which a known code was transmitted. Adaption
was initfated at the beginning of the preamble and continued during
the transmission of data. With an initially omnidirectional pattern,
it was shown that time base synchronization could be successfully
established and an acceptable bit error probability obtained even
when the level of a c.w. interfering signal centered on the desired
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signal carrier frequency exceeded the input signal power by 30 dB.
Higher levels of interference could have been effectively suppressed
if (1) the preamble adaption interval were increased, (2) the code
rate were increased, (3) the input desired signal-to-thermal noise
were higher, and/or (4) a more favorable initial pattern were

selected. The level of suppression was also shown to depend on the
angular separation between the desired signal and the interfering
signal.

In view of the fact that both the analytical and experimental
results indicated high levels of excess noise due to weight
Jitter when the loop bandwidth approached one- or two-tenths
of the input signal bandwidth, an additional subsystem may be
required to control the loop parameters. Utilizing AGC at each
antenna element was proposed as a method for controlling the
loop bandwidth which is pelatively easy to implement.

It is concluded that an adaptive array can provide a significant
capability for suppressing undesired signals in coded communications
systems in general and TDMA systems in particular, and that the
analytical and experimental results presented in this study can be
used to design such systems.
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APPENDIX I

Each term in Equation (118) s evaluated in this appendix
using the properties of complex Gaussian processes. From
Equation (102), the first term in Equation (118) may be written*

E[R,y Ry ] = € (4] LR AR 1¥12 g (1-1)

The last step follows from the assumption that the complex
envelope of r(t) [and s(t)] is constant. The procedure for
evaluating the second term in Equation (118) 1s much more in-
v‘ol:;:.f fore proceeding, 1t will be convenient to express ¢
n orm

o(t) = X(¢) X'(2) - K (1-2)
o [H(t) + $(L)] ) + X)) -M-s st

« He) W(e) + o) AT(e) + Yo ¥(e) - m

The last step follows from the relation $(t) ¥'(t) = s s*. The
Jth component of the vector ¢P-1 y,is gfven by

m
[‘P.‘yalj' ‘lgl ’J‘l [P-I.’IA]«' (1-3)
n m
-1
- 121 kgl 011 p ]1& ’RA v

Thus, the second term in Equation (118) is expressed as

"The explicit time dependence of varfables will be omitted from
the notation except when 1t {s required for clarity.
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The last step follows from the independence of the processes ¢
and y, at the sampling instants. The cross-correlation of the
gith component of ¢(t) and the fath component of ¢(t) is given
y

E [031 of,1 = E {[u u1 + s:j u1 + u 3’1' - M,ji] (1-5)
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From the assumption that the input signals are uncorrelated, and
using the properties of zero-mean Gaussian processes [Equatfon
(11)], Equation (I1-5) reduces to

ELO5 0g ) = Mgy Ky + My, s¢ s} g (1-6)

Je

Substituting Equation (I-6) into Equation (I1-4) yields

E ((ePy,)y (87y,)]) (1-7)
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Using the same procedure, the third term in Equation (118)
becomes = == & , RS
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The steps used to evauate the fourth term in Equation (118) are

as follows:
+ - t
EC Ryy (0 "opt),} =E 121 Ryj %42 "y (1-9)
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Similarly,

E { ( #Mgpe)y a}l) =My Yoot R - (1-10)

Substituting Equation (I-1) and Equations (I-6)-(I-10) into
Equation (118) yields the final result
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APPENDIX II

This appendix defines the expression "-1/2’ where M is an
mxm, positive definite, Hermitian matrix. Let P' represent the
unitary transformation which diagonalizes M; 1.e.,

preuplapn (11-1)
prwl pol e pt!

The diagonal elements of A'-1 are real and non-negative. Therefore,
the square root of each element is defined. If AZ = A'-1, then
a solution for the matrix A is given by

A= A-"/Z (II-Z)

where A'" -1/2 is a dia¥onal matrix with the square root of the ele-
ment of A'~] as its elements. Define M-1/2 as

"-‘/2 & Pu" An"/z P . (11‘3)

It follows that

w2t o /2 (11-8)

and that
"-llﬂ' ".'/2 - -',2 "-1/2 - '." A.-'/Z ’l ’l“ A.-‘/z Pl

- 'O" ‘.-lll ‘o.‘lz '. - 'c’l A'-' Po P "'l. (11‘5)







The following spectfications apply to the configuration of Figq. 20
when the 30 Miz gain adjustable amplifier is set to within one dB8 of
maximum qain. All voltages are rmms values unless otherwise noted.

Measurement
Parameters Point Value Units
EACH_I!i-PHASE OR QUADRATURE WEIGHT LOOP
Maximum recommended input sipnal level A 650 mv. p-p
Two-tone third-order intermodulation
intercept; lieight = 5 v A 10 dBm
Anbient noise referred to input 6
(8.M. = 10 Mmiz) 5x10° voits
Stable input signal bandwith & 13.5 2z
Gain; weight = 1 v AtoC 1.7 volts/volt
Gain @ weight = 1 v L e e TG
(VO': ts,
Feedback d.c. voltage B &1 uvolts
2 mv p-p input, 200 mv p-p output A,C
d.c. voltage drift . ; B 15 uv/ce
Baseband qain B td 6 R
HRF 6.4x10, isecz)“1
LRF 8.0x10 sec)
Looo qain constant (a) BtoB 7 -1 .2
HPF 8.0x10, isec .ifveits) 5
LPF - 1.0x1¢ sec) (volts)

ueiz:: time constant @ 600 mv p-p input J

‘ 2.&10:7 (sec)
LRF , 2.2x10 (sec)

§
¥
{
é
i
{
‘ Ratio of maximum output to minimum ¢ 32 d8
output versus weight control voltage
(300 mv p-p c.w. signal applied at A)
| Range of weight voltages J 10 d.c. volts
LA

Range of reset voltsges J 5 d.c. volts
mn.i“*? puise duration required to reset J.N

usec
LRF

e ———




Transition tine to hold weights J 1

Transition time to shut off error
feedback E 200

Transition time to shut off reference
signal D 200

MAXIMUM OUTPUT VOLTAGL, no Yinitina
in control loop (600 mv p-p sicnal
apnlied at A, reference level = 0 v). C 0.6

E16HT (FOUR IN-PHASC PLUS FOUR QUADRATURE) HEIGHTS IN LOOP

Finimum Toop time constant J

(with 600 mv p-p input at A)
HRF 68
LRF 550

Ratio of maximum output to
rinimum output (600 mv p-p

c.w. signal applied at A) o >70
Minirum input desired signal level

| required to obtain 200 mv p-p output A 3

{ Yinirum input signal level required

i for time constant of one time slot A 17.2

i 1tput signal level required for

Z tire constant of one code chip A 207

| *aximum linear output \ c 3.5
Faxinum stable loop bandwidth 2

ERE 1
Ceode rate v A4 1.4016
Data rate el 87.6
Tine-slot lenath : e ! - 103
Jits rate | » 10,95
Tire-slot length : . 0.83
i % o 13 Rewliongy 1o

|

v sec

nsec

nsec

volts p-p

nsec
nsec

dB

mv p=p

mv p-p

mv p-p
volts p-¢
MH2

‘usec Y




! REFERENCE_NETHORK

Maximum output )

o e ] Minimum input, 1imiting c
Processing filters
: HRF 6 dB bandwidth

| Envelope delay (HRF)

! Processt in to 70 Miz
} Cow. 1at:'§-f=1ug signal (HRF)

LRF 6 dB bandwidth

R

CtoD

CtoD

Envelope delay (LRF) Ctod
Processing gain to 70 M
cw. { .gi signal (L") CtoD
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10

2400
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Rome Air Development Center
RADC plans and conducts research, exploratory and advanced
development programs in command, control, and communications
(c2) activities, and in the ¢’ areas of informatior sciences
and intelligence. The principal tecimical mission areas
are communications, electromagnetic guidance and control,
surveillance of ground and aerospace objects, intelligence
data collection and handling, information system technology.
lonospheric propagation, solid state sciences, microwave

physics and electronic reliability, maintainadility and
compatibility.
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