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Introduction

Models of economic planning have traditionally focused on the desigr~ of

iterative procedures to achieve the optimal allocation and distribution of

economic goods and resources . Models of th is type generally assume that the

iterative exchange of information between t h e  c e nt r a l  cLoning  or~t iv: ~~t t  I O i I~~ t h e

c e n t e r , and i t s  dece n t ral i zed age n ts , t he producer s , ca n he I,Oflt2flu(’d until the

c en t e r has enough in t o r m a t  ion to choose an op t imal  p l a n . Suh1pcvL’ , ti - ’wi’vi --r , t ‘1

c o n s t r a i n t s  on i n f o r m a t i o n  exchange compel the center  to cheese  a p l a n n in g  s I ’ r r I t , ~ev

in the absence of complete c e r t a i n t y  about  the cond i t i ons  of p r o d u c t i o n . Wh ot  i s

the  best  st r a t e gy  for  t h e  cen t er  to  adopt  under  :,uch  circanist~1nces ? In  ;‘ r - e c : i t

paper , ~-I a r t in  W E i t z m a n  (1974)  sheds some l i g h t  on t h i s  i mp o r t o n t  q ue s t  ion I’~ ccc—

t r a s t i n g  the p e r f o r m a n c e  of t’ t’o p l a n n i n g  i n s t r u m e n t s , “p r ices  and n , , t ~~t i I - s . ’

u nder  c o n d i t i o n s  of u n c e r t a i n t y .  W e i t zman - t s s t i r n c s t ha t  i t  t h e  t i m e  t h e  ‘ :  c

chooses a p l a n v i ng i n s t r u m en t , i t  is u ie’ ’ ’ r t o i n abou t  the  - l e t u l l  t’ondi l t - l o t

o ro duc t ion  aid I ’onsumpt  ion wh i c i t  v i i i  p r t ’va i i  when t tie n I ‘lot is ~~~~ I c~t~t~~n d . Ii ’

t hen e x a m i n ’ s ’vht.’ t h o r  under  such c i r - u n s t a n c e s , t h e  e nter WOtIl (I dO C 1 t  . t.’r to

set a q uan t I tv f o r  p r o d u c e r s  or to set .i n r i l - c ’  and al low i t -  ra ‘ h i  ~ t ’ ’ - t

o u t p u t  a c c o r d i n g  to pr ofit—m iadm ization.

Our purpose in this paper is to build upon the foundation Laid by Weitzm.sot

by examining a third polic.’ strategy available to the center, nartely,  the

adoption of a general performance incentive function (PIF) or contract to guide

the producer ’s output choice . In Section I, we def.1ie such a function or contract.

j and demonstrate how it works as a planning tool. Section tI  demonstrates the

superiority of a PIF over both specifying either a price or a quantity in a s i n g L ’—

producer planning model. The analysis indicates that a properly specifi ed PIF

guarantees effici enc y in production ant.! raquire~ less i n f o r m a t i o n  p r o c e s s i ng  by

I’
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2.

the center than either the nrice or quhntity method. Section III ext0nds the

examination of PIF’s to cover the case of two or more producers and reaffirms the

conclusion that PIF ’s do at least as well as prices and better than quantities as

incentive mechanisms to achieve production efficiency . Finally, Section IV

summarizes the results .

Before embarking upon a formal analysis of PIF’s, it is important to

recognize their potential applicability in a variety of circumstances. The idea

of a “contractual incentive function” which specifies a mutually acceptable

rule relating the 1~ netary rewarde paid by one decision maker to the subsequent

performance of another is not new. Most of the existing work (see for example,

Berhold (1971) and Wilson (1968)) has focused on performance contracts to

motivate aç, ,ts within an enterprise hierarchy to act in compliance with mana-

gerial goals or to n~ tivate government contractors to meet their production

commitments in the most efficient possible manner. Performance incentive

contracts have actually been applied in both sets of circumstances.

Numerous enterprises have devised profit—sharing plans to motivate super-

visory and managerial personnel. T”c’ D~partment of Defens e and NASA have

relied on performance incentives to scnitor the work of contractors in billions

of dollars worth of government expenditure programs.1 Recent innovations in

the use of PU’s have appeared in the new Amtrak contract relating railroad

payments to the quality of various railroad services (Baumo l , 1975) and in a

contractual arrangement in Orange , Cal ifornia linking the salaries of policemen

to various indicators of crime prevention and contro]..
2

Although the existing literature on central planning does not specifically

mention the ese of performance contracts, the concept does arise in discussions

of “success indicators ” in the Soviet Union . The Soviets are noted fnr a

of planning in which enterprise agents are rewarded according to the degree to

_ _  _ _ __ _ _ _
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which certain plan targets are achieved and, more recently, according to the

accuracy of the plan targets they project (Weitzmari , 1974). 13y choosing

enterprise success criteria and a related reward structure , the Soviet

planners define a performance incentive system. In contrast to similar systems

employed in the West, the Soviet system is not “contractual” in the sense that

it is agreed upon by the planners and enterprise managers. Instead the state

unilaterally chooses success indicators and rewards , and enterprise managers

are expected to comply out of self—interest. This “non-contractual” incentive

system is an example of the use of PIF ’s in central economic planning. Future

examples will be forthcoming as more societies look toward some degree of

planning to foster the efficient use of scarce resources.

I . Performance Incentive Functions in a Simple Planning Modei

We begin with Weitzma n ’s model of a single conusodity , rj , an ,l  a sing 1 e prod~iee: .

We assume the existence of a co~ t function , C ( q ) ,  i-h jch r € - l c t e s  moi’ -~~-- cost s  N’ th.

le vel of o u t p u t  p roduced , and a b enefit functie ~t , 8(q), -thi c h r e l at  s igv ree’i t e

bene f i t s  me sured in money terms
3 

to the l eve l  f o u t p u t  consumed. In this

s i m p le  mod e l  th e  p lanning problem is to a c h iev e  the level  of p r o d u c t i o n  ~hich

lu s t  m a x i m i z e s  n e t  b e n e f i t s  d e f i n s d  e~

B ( q) - C (q) (1)

where by assumption, B11 < 0 C11 
> 0 ; B1

( 0) > C1
(0) ; and B1(H) 

< C1
(H)

for H suff ic ient ly  large ;4 for PIF ’s, the less restrictive single condition

B11 
— C11 0 can replace the separate conditions on B11 and C11 . but

for cot~p~rison purposes, we will  assume these conditions to hold throughout

the analysis.

As long as the center has complete knowledge of the benefit and cost functions ,

a
~~~lI. ~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘ - --------- - — - - ~

_.-~ — - . -
~
-
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4.

*
it can choose an optimal quantity dirEctive q according to the first order

condition :

B
1
(q) a C

1
(q) (2)

*
or it can choose an optimal price directive p according to the first order

condition

— C1
(q~ ) a B1

(q ) (3)

allowing the producer to choose the optimal quantity via profit maximization.

Now consider the more realistic and therefore more interesting case in which

the center must make its planning decision in the presence of uncertainty . From

the point of view of the center, the cost function is of the form c(q,9) and

the benefit function is of the form B(q,n), where 0 and n are Lnd~’~’t’ ndent

random variables reflecting the cer ter ’s informational uncertainty about costs

and benefits at t
1 

when the plan is formulated. At t2 , 
when the plan is

implemented, the value of 6 is revealed to the producer, and at t 3 , when

benefits are realized, the value of n is revealed to the center. At t
1 ,

the center ’s planning problem is to choose an optimal planning strategy with

limited information at its disposal . Since the optimal strategy depends en

the center ’s objective function , it is first necessary to identify the function

to be used. WeitSinan assumes that the center, acting in accordance with the

dictates of the consumer it represents , maximizes the expected value of net

benefits or net social profits or rent at t1 
. The optimal quantity directive

q is then the solution to the following problem:

Max B (B (q, n) — C(q,6)} . (4)
q

The first order condition for the op t i m i z a t i o n at  ~ is

- - -‘-—

~

-— -- - -~ 
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5.

EB
1
(q) — EC

1
(q) (5)

indicating that at the optimal quantity , expected marginal benefits just equal

expected marginal costs.

In the case of a quantity directive, the producer simply produces the level

of output chosen by the center at t1 regardless of the value of 0 at

In the case of a price directive, the producer chooses an output level to

maximize profits given the price announced by the center at t
1 

and the observ€ d

value of 0 at

A reaction function of the form

q = h ( p , 0 )  (6 )

thus links profit-maximizing levels of output to price and 0 at t 2 . C-ivcr

this reaction func t ion , the optimal price directive ~ or the price which

maximizes expected net benefits at t1 is the solution to the following problem ;

Max E {B(h (p,0),n)— C(h (p,0),0)} . (7)
p

This solution must sat isfy the f i rs t  orde r condition :

E {B1(h( ~~, 8) , n ) h 1(~~, 0 ) }  E {C1(h (~~, 0 ) , 0 )h 1
(~~, e ) }  . (8~

Because at t 2 , the producer equates ~~~, t he n o n — s t o c h a s t i c  s o l u t i o n  to ( 7 ) ,

and C 1 (q,O) , t h i s  c o n d i t i o n  can  be r o e r i t t e n  s i m p l y  as

E{B (h(~ ,6),n)h1
(~ ,0)}

1 (9)
}

Instead of specifying a simple price or output target,the center may design

~ ~~~~~~~~~~~~~ 



6.

a PIF, relating earned profits of the ~roducer to certain characteristics of his

performance. Such a function will be of the general form n(q,c)s where c

represents actual production costs at t21 and it is measured in the same

units as benefits and costs. To maximize rewards, the producer will choose an

output level which maximizes the PIF. Clearly, a special case of performance

incentives is the use of the optimal price ~ in a contract which specif ies

that the producer bears full production costs. The PIF then becomes

z C q , c) = — c . (10)

To derive the optimal PIF,
5 
suppose first that the center could choose an

output level at t 2 when the actual value of 6 is revealed. Under these

circumstances , the center would want to maximize expected net benefits at

and would find the optimal quantity by solving the following maximization

problem

Max E {B(q,n)} — C(q,6) . (11)
q

*
The first order condition for the optimal q from the center ’s perspective

is therefore

E [B
1
(q,n)}= C1

(q,8) . (12)

This condition characterizes production efficiency at t
2 

from the point of

view of the center. However, because the center cannot observe 8 at t
2

it cannot so~lve this problem directly . Instead, it can use a properly specified

PIF to guarantee that the producer will choose q* at t2 . Recall that the

producer at t2 will maximize the P11. The associated first order condition

for the producer can be written as: —

A A *
— C

1
(q ,e) ( 13) 

- ~~~~~~~~~~~~~~~~~ -——~~~~~-
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where and it
2 

are the two fisst partial derivatives of the optimal PIF ,

and q* is the optimal output level for the producer at t 2 . Subst i tut ing

— this condition into the first order condition for the center ’s maximization

problem yields the following condition for the optimal PIF :

E:B1(q ,n)}= c1( q , O) ( 14)

which can be rewritten as

= -it
2

E~~B
1

(q ) }  . (15)

This condition indicates that the center has a degree of freedom in choosing

the optimal PIF. It may specify any function whose partial derivatives sati:ly

expression (15) . All such functions will generate the sane total net benefits

or social net rent. In terms of informational requirements , however, the :e:~ r

may prefer to choose a PIF for ~‘hich = -1 , thereby forcing the enterprise

to bear total actual production costs. Any other arrangement requires thf

center to measure actual production costs at t2 , 
to make sure that the de~~ ’-°d

sharing of total costs is realized.

If the center chooses = -l to minimize information gathering , then

= E~ 1(q) and integration yields a general optimal PIF of the form:

*
it (q,c) = G(q ) — c (16)

where G(q) is equal to EB (q) plus or minus some arbitrary constant of

integration . In this case the center only needs to know EB 1
(q, n) to specify

the optimal PIF .

A P~F of the form suggested in equations (15) and (16) has a simple intuitive

explanation . If the center were certain of the actual cost conditions which would

prevail at t
2 , 

then it would set an output target at t
1 

such that expected 

- ~~ TT



8.

marginal benefits would just equal actual marginal costs. However , since the

center cannot know actual costs at t2 , it cannot specify this output target

at t
1 

. Nonetheless, it can still motivate the producer to choose this output

level at t2 by devising a contract so that the producer always operates at

the point where actual marginal costs at t
2 

just equal expected marglnal

benefits at t
1 

. The PIF corresponding to equation (15) yields a contract of

this form. The producer is motivated to do the job which the center wants

done at t2 by a performance incentive contract specified at t
1 . Moreover ,

the center does not need any information about the producer ’s cost function at

either t1 or t2 to determine this performance contract. As far as the

center is concerned , the producer’s cost function is an unknown function whose

first derivative is replaced by EB
1
(q,n) in the specification of th~ FIF.

Thus, the center does not need to know either the cost function or the distribution

function for 9 , and privacy or the guarding of technological information by

producer is maintained during the planning process . In contrast, both equations

(5) and (9) indicate that the center must know C(q,8) at t
1 

to specify either

the optimal quantity or the optimal price . Given the difficulties involved in

information flow between the center a~d the producer and given the premium

placed on “privacy ” or the guarding of t anological possibilities by the

producer , the PIF is undeniably superior to both the optimal price and the

optimal quantity tools.

II. The Allocational Efficiency of Performance Incentive Functions

Because the use of an optimal price or quantity at t1 
does not yield an

optimal vice—output configuration at t
2 , 

when the value of 8 is revealed ,

both price and quantity directives are second—best solutions to the problem of

maximizing expected net benefits at t
2
, and both involve a deadweight loss to

___ - -~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
- - - — ~~~~--~~~~~~~~~~ -- —~~~~~~~~~~ - . ~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~
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society . In contrast , a properly ~,pecified PIF yields first—best optim~ z~it:~~ri ~

t
2 

by guaranteeing that expected marginal benefits just equal actual marg ina l

Costs at t2 , given the realized value of 8 . The superiority cf a PIF

over prices and quantities can be illustrated using a technique suggested by

Wei t~~ an for the measurement of the comparative advantage of prices Cver

j u a i ;t i t i e s .

Weitzma n defines the comparative advantage of pr ices ove r quan t it ies as

L E { ( B ( ~~( 8 ) , n) - c ( ~~( 9 ) , e ) )  - (B (cl , n) - C(q , O ) ) }  ( 17)

where the loss function which the center wishes to minimize is the expected

d i f f e rence in gains between the two modes of control.  Ar~i 1rgn’is ly ,  t~~ com-

parative advantages of performance incentives over quantities ~a’i be d€- f~.no ’~ as

* *
A S E{ (B(q (0) ,n) — C(q (9) ,

~~~~
) — ( B ( q , n )  — C (q , i )  i . (i~~)

To obtain some insight into what determines t. and A , sornc- addi.tinn~~.1

assumptions are r e—r it red  about the shapes of the under iy ing  cost and ben~ f i . t

f unct ions .  Weitzman assumes that the slopes of the marg inal :c~~ arid rna r~; i n ~.~

benefit functions are non-stochastio. Given these assumptions , ~ie argues that

it is reasonable to use stochastic linear approximations of the marg inal  cost

and marginal benefit functions around q , the prescribed quantity. Using

these approximations and the associated stochastic quadratic approximations of

the cost and benefit functions around q , Weitzman derives the following

approximation for A

0
2 (B11+C

11)

J 2(C11
)

where -- E (C
1
(q,9) - E(C

1
(q,0)))

2 and represents the variance of pure random 

—---- —~~~~~~-—~~ —--— ~~— - —-~~~p-— — - . ~~~ -—--~~~-—— —-—---~-- - -~~ -—-—-- ~~~- --—-— -- ---— ~~~~~~~~ ~kJ~~~~~
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shift’; in the marginal cost function .

To compute the coefficient of compatative advantage of the PIF over the

4uantity control tool , it is necessary to further assume that a second order

approximation of the optimal PIF of equation (16) about the prescribed quantity is

n r c  ~ j~ t - n - i  - ‘ hb- ~~hood of ~~~. Cnnhininn rhic ~ n s -  in °t icii w it h th~ tJe i t 7 n s n

a~~~~ r pt i i ’un , a f~~-: s i r r 1  n t n i p u l a t  i ons  sli “ i ’  i n  t h e  Ap p i ’nd ix y ield i~~ 1 1  l o w i n g

ipn r :-i lrn ;It ion ‘ -r ~; 2
(20)

2 ( C 11—B 11
)

Since C
11 

> 0 and B
11 

< 0 by assumption, it follows that A > 0 or that

the PIF is always superior to the quantity control tool. In fact, the analysis

in the Appendix reveals that A is a measure of the deadweight loss caused by

unln g a quartity control target instead of a P1?.

To ~amp utc~ the comparative advantage of the PIF over prices , A must ~e

1Ltr~ ’2te from A yielding the following relationship :

A _ A a
2 — ‘

~) 2 (2 1)
(C

11 B
11 2C11

Again, as long as C11 
> 0 and B11 

< 0 , or, less restrictively , as long as

B
11 

— C11 
< 0 , this expression is positive indicating that a PIF is also

superior to a price control tool . The coefficient A — A is itself a measure of

the deadweight loss caused by using a price control mechanism instead of a P1?.

The superiority of the PIF over prices and quantities can be graphically

illustrated for the case in which the benefit function is deterministic and in

which thexe are only two possible values for 8 , 
~1 

and 02 , each occurring

with probability equal to 1/2.

Consider G’~ ph 1. The optimal quantity tool q is chosen such that EC
1 

B
1

_ _ _ _ _ _ _ _ _ _ _ _ ____________________________ —~~~~-—~ ——j.- -~
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at t 1 . If at t2 , 
0 = 01 then~the optimal point for the producer is

point D ; if at t2 , 
0 = 0

2 , 
then the optimal point for the producer is

A . The expected deadweight loss resulting from the fact that giver a -iuaat~~tv

target, the producer must always produce at point C ~s given by 1/2 (area ABC)

1/2 (area CED).

In the case of an optimal price tool, pictured ~n Graph 2, if 8
1 

is th~-

value of 8 at t
2 , 

the producer chooses pcint L when poi nt D L~ ‘)ptima .

If, instead , is the value of 0 at t2 , the producer chooses print F

when point A is optimal. The expected deadweight loss in this case is

1/2(area FKA ) + l/2(area DHL). The Weitzntan A can be calculated from the

graphical analysis as

A — 4(FKA + DIII - - c~~ 1 . (22

In the case of the PIF, shown in Graph 3, the producer will operate at C

when 0 = 81 and at A when 9 82 . There is no deadweight loss and

optimality is achieved at t2 for the actual value of 8

Summarizing the results derived in this section , we may conclude that an

optimal PIF structured by the center at t
1 

yields first best allocational

decisions at t
2 

when the true value of 0 becomes known. Moreover, in

structuring the optimal PIF, the center does not need to know the cost function

of the producer. Thus, the PIP emerges as a powerful planning tool which

satisfies the criteria of privacy and efficiency identified in the literature

as desirable properties of planning procedures.

III. Performance Incentives and Two Producers

Suppose the center is trying to coordinate the activities of two producers ,

each of which produces a single output. In this case the benefit function is of 

- -- —— — -. — - - —— -—‘ - - -  — -—- ‘ -
~~----

~~
—

~~
-— - -—-----
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the form B(q
1
,q2,n) where B11 < 0 and < 0 . Each producer in turn

has its own cost function of the form C~ (q.,0 )  , i=l ,2, such that

C~1
> 0 .

6

To find the prescribed quantity for each producer , the center will maximize

the total expected net benefits from the production of both goods . Thus, the

center will solve the following maximization problem:

2
Max E(B(q

1
,q2

,n)  — ~ C
1
(q~ ,0.)} . ( 2 3 )

To find the optimal price signal for each producer , the center will maximize

the total expected net benefits from the production of both goods given the

reaction functions h (p.,8.), relating profit—maximizing output to pri- I: n

and 8 values for each producer. With these reaction functions, the optimal

price directive p1 
for each producer or the price which maximizes expected

net benefits from the production of both goods at t
1 

is the solution tu tnc

following problem :

2
Max E{B(h

1
(p
1
,8
1
),h2

(p 2102) )  ~~C
l (h

1
(p~~,e .),9 ) i  . (2 4 )

i—i

As derived by Weitzman, the coefficient of comparative advantage of prices over

quantities in the two producer case can be expressed as:

2 .  -.
A
2 

= E[(B(~1,42
1n) — 

~ C~
(~~ ,81))— (R (q

1
,q
2
,n) —

1=1

2
~~ C’(q~ ,e~~) ) J  . (25)

i=l

Using an approximation approach li ke t i c one used In th~ ~ i :~g I~~-~’’’ d i lSi- , ,

~~~~~~~~~~~~~~~~~~~ _ _  _ _ _ _
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this coefficient is estimated by

2 2

A2 

B.~~a.. 
+ 

~ 
(26)

i—i j—1 2C11C~1 i—l 2C11

where is the covariance of pure random shif ts in the marginal cost functions

of the two producers.

If the center wants to use PIP’S to guide production decisions, then by

analogy with the one good case, we can show that it must specify functions of

the general form:

ni (q,C
i) G’(q~) — C’(~~~~0~~) i = 1, 2 . (27)

Profit maximization for each producer at t
2 

implies:

i *  i *G1
(q~ ) = C

1
(q.,O .) i — 1, 2 (2 8)

which in turn yields a reaction functional

— F~ (G~ 10~ ) i — 1, 2 (29)

relating the optimal output choice to the PIF and the actual value of 8

To find the optimal P1? for each producer, the center must solve the

following maximization problem:

Max E(B(F1,F2,n) — C1(F
1
.01
) — C

2(F
2

1021) 
. (301

The first best solution to this problem is characterized by the following relation-

ships :
* * i a

E(8
1
(q
1

,q
2,
n)) — cl (ql ,0 l ) — 0 - (31)

and
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* 9 2 *E(B2(q1
,q2

,n)) — C1(q
2 ,82

) — 0 . ( 32 )

These conditions imply that unless the benefit function is separable so ES

does not depend on qj(i~)) , 
tae optimal Pt? for producer i will ~fepend on

the output level of producer ~ . Real istically , of course , the center will

never choose to make the reward structure for one producer contingent upon t~ e

performance of another unrelated producer . Consequently, the center ’s choj -e

of a P1? is restricted by the constraint that the performance incentives off o’~~d

to one producer do not vary with the other producer’s output. This constraint

renders the “first-best” optimal PIF’s characterized by (31) and (32) infeasible ,

and the center must adopt alternative functions which fail to achieve efficiency

at t 2

One possible “second-best” solution under these conditions can be obtained

by integrating 0~ out of the center’s first best optitnality condition for

producer i The relevant first order conditions for this solution then become:

* 2 2  1 *
E (EB

1
(q
1

,F (G
11 02

),n) — C1
(q 1, 01

) = 0 (33)
8

2 
n

and

1 1  * 2 *
E (EB 2

(F (G1, 81) , g 2 , n ) —  C1
(q 2 , 82 ) = 0 . (34~

01 n

The constrained second best solution for the PIT ’s can then be achieved if

we substitute for C~ , thereby obta~~~ng

1 * 2 2
G
1 

— E (E8
1
(q19 F (G1, 82),n)) (35)

82 ~

and

2 1 1  *G
1 

= E (EII 2 (F (G
1

,8
1
),q2,

n)) . (36)
0
1 

fl

___ _  - - _ _  _ _
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The relevant marginal benefit funct ions used in these conditions are obtained

by averaging for each producer the output level chosen by the other producer.

It is significant to note that the center must have information about

the reaction functionals and ~2 to find the second-best solution. Since

the reaction functions in turn depend on the underlying cost functions, it is

necessary for the center to have knowledge of each producer ’s cost conditions

under these circumstances. Therefore, we can conclude that the center requires

considerably more information in the t~ o ‘od- , c o st -  t hsn  In  the  one gocd case

where the cost function need not be known by the center.

The second best PIF ’ s identified here can be shown to be superior to

quantities and to perform at least as well as prices on efficiency grounds .

Using guadratic approximations of the cost and benefit functions and evaluating

the expected benefits of one good at the prescribed quantity target of the

other good , approximations to the socond best PIP’s satisf y the following

conditions derived in the Appendix:

G~ = E8
1
(q
1
,q2

,n) + (q
1—q1

)~~~11
(q
1

,q
2

,m)  (37)

and

= E8
2
(q11q2

,n) + (q2—q2
)EB22 (q1 ,q

2
,n) . (38)

These relationships suggest that in the more general case, when quadratic

approximations are not employed, the marginal cost of producing each good should

be set equal to the expected marginal benefits of that good , evaluated at the

optimal quantity target for the other good.

Using th~. quadratic approximations of the cost and benefit functions, the

comparative advantage of the second best PIT’s over quantity targets is cal-

culated in the ~ppendix as

4

I. -- 

-

_ _  ~~~~~~~~~~~~~~~~~~~~~~~~
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2 • 2 20
2
8
2 °1.~ °22

A 1 2 
+ 

1 + 
22 (C

11—B11
) (C

11—822
) 2(c11—B11) 2(C

11
—B22

)

Under our assumptions about the signs of C~ 1 , C~1 , 8
1.1 

and B22 , this

expression is positive indicating that the second best PIF’s are superior to

prescribed quantities.

Subtracting the comparative advantage of prices over quantities in the two

producer case from expression (39) in turn yields the comparative advantaqe of

the second best PIT’s over prices as :

2 2 2

A — A = 
~l2

Bl2 
+ 

011 
+ —

2 2 
(C~j—B11

) (C~1
—B22) 2(C~1

—B11
) 2(C~1

—B22
)

O
12
B
12 

— 
0
118

11 
- ______ — 

0
11 

— (40)
C~ 1C~ 1 2C~j  2C~1 

2C~1 2C~1

Under our assumptions, this expression is always nonnegative , indicating that

PIF’s perform at least as well as price signals. Intuitive ly , this conclusion

is to be expected since price signals are just special cases of the more genera)

PIF ’s. To see this conclusion more clearly, consider the case in which both

producers provide the sane output. In this case, the goal of the center is to

solve the following maximization problem:

2 .
Max E(B(q11+q21),n) 

— ~~ Ci (qj1,0~ ) )  . (41)
1 2  i=1

G1~
G
l

The results of using optimal price signals are contrasted with the results of

using optima) PIT ’s for this case in Graph 4. We make the further simplifying

assumption that 0~ takes on only two possib.Le values for each producer 

~ - -- - ‘-~~ ~--- ~~~ —~ ~-—-—~~~~~~~~ - - - - - - - - - - -.—---—.-—~~~~~ ---~~~~~~- - - -
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(0 1,0 .2 ,i=1 ,2) . A priori , the use of a price signal seems to b€ desirable

in th is  case because ma rginal costs are equated to a single price and productive

efficiency is thereby achieved . When a price is used , however, the wrong

amount of output may be produced . For example, in Graph 4, if 012 is the

state of the world f3r producer 1, the price signal will lead p roducer 1 to

,utrut level , when the optimal output level is q1 
. Sim i l a r l y , if 0

22

is th~ state of the world for producer 2 , prices will lead to an output level

of 
~2 

when the optimal level is q; . Although PIF ’s do not lead to productiv~

efficiency by obtaining a least cost solution with equal marginal costs for both

producers , they bring total industrial output on average closer to its socially

-:orre ct level than a price signal does .

Fina lly , we conclude this section by noting that the generalizat ion c’ thc

two—good , two-producer case to the n—good , m ...producer case is s t r aight f o rw ~~~~.

I n this general case, we know that PIF’ s will  do at least as well as I-r i - e s .  F- r

example, in sea rching for the optimal PIF for  producer 1 the center ’s rndximization

nrocess scans over functions of the form

= 

i=l ~~~~~ 
- C1(q

11. ..q 1 , O)

which yield the optimal price signal for producer 1.

IV . Conclusions

In this paper we extend Weitzman ’s analysis of the comparative usefulness  of

~r ic es  and quant i t ies  as planning instruments to include d third planning

instrument , the so—called performance incentive function. Such s function relates

th.~ rewards of producers to certain characteristics of their output and cost

~erformance . Using Weitzman ’s model we demonstrate the superiority of PIF’s

over both prices and quantities as a means for a.hieving socially optimal coitru~ 

~~~~~~- -— -~~~-~~~
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deci sions. In the one-good , one—p roducer case , the PIT is also shown to be

superior in terms of the informational requirements imposed on the ceoter . When

the analysis is extended to more than one good, the center ’s problem for all of

the control tools is finding a second best solution. Under these circumstances ,

PIF ’ s are shown to lead to the same informational requirements as prices or

quantities , but as price signals are a special case of PIP’s, they do at least as

well as prices and better than quantities.

It is necessary to realize that the optimal PIF results in a more complicated

message being constructed and transmitted by the center and responded to by the

producer than is the case with either prices or quantities. It ha s been

imp l i c i t l y  assumed in the analysis that the construction and transmittal of

messages by the center and the producer response to messages take place cost-

lessly. In the real world , however, these activities carry significant costs,

and only a comparison of these costs with the potential gains in productive

efficiency and the potential savings in information gathering can indicate whether

a PIP is the optimal planning tool under a given set of circumstances. 

-~~~~ - - -— - -- - -~~~~~~~~ ,-— —~~~~~~~~~~~- - -   ~~~~ -— ~~~~~~~~~~~~~~ -~~~~~~ - - - -
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App~endix

I. The derivation of “A” the coeff ic ient  of comparative advantage of a PIF
over a qu an t i ty  tool.

Start with Weitzman ’s stochastic quadratic approximations of the benefi’ ~~~

n~~~t functions arc o.-i q

1 8
11 

~~2B (q,n) b(n) + (B +i(n) ) (q—q) + —i—- (q—q) (A.l)

c(q,-3) a(~ ) + (C1+n (0))(q—q) + ~~~ (q-q)
2 (A.2)

-w here B’ E81 (q,
n), C

1 
— EC1

(q,0) ; B~
1 EB

11
(q,n) B11

(q) , C
11

EC11
(q,~~) C

11
(q) . b ( n )  and a ( 0 )  respectively estimate the e f fec t  of the

random variables on total benefits and total costs at q so E( a( 0) )  =

and E(b (n)) = EB (q,n) ; ~(n) and o- (0 ) respectively estimate the effect of

- random variables on marginal benefits and marginal costs at q , and

= E~- (n) = 0 and E (-i(0) ~ (n)) 0 by assumption.

in addition , wo need Weitzman ’s approximation of the variance of marginal

costs

E(c
1 (q,

0) — E(C
1
(q,0))

2

Now consider a PIF of the form

*r (q, c) = EB (q ,n) - c + k = G (q )  — c . (A .3 )

P r o f i t  maximization by the producer implies that

c1( q , 0 )  = B1( q , n) = G1( q )  . (A.4)

The luadratic approximation of this equality around q is

1 l l *  1 11
C + 

~~~( 0 )  + C (q —q ) G G (q — q ) (A. 5)

L -
~~~~~~~~~~ 

_ _
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where = EG 1(q ) = EB 1(q, n )  and G’1 
= EG 11 (q) = EB

11
(q,n) = B1, (q)  .

Now by Weitzman ’s analysis , it is true that for the prescribed quantity q ,

EC1(q, 8) = EB1(q, n )  which allows us to rewrite (A.5) as

11 *~~~ 11 *~~~
ci(8) + C (q -q) = G (q —q) (A.6)

and to direct ly  solve for the approximation of the reaction function as

* n ( 0 )
q q — 

11 11 ( A . 7 )
C -G

Subst i tut ing this expression into Weitzman ’s approximation of the cost function

~-ields

* 1 n(0)C (q ,0) a(8) + (C +ci (0)) (q— 
~~~~~ 11 —q )

C -c

+ ~~~(~;.1 eh q) 2 
. (A .8 )

Taking expected values and using the definitions of E ( a ( 0 ) )  and ~
2 we de rive

2 112
EC (q ,0) = E(a(0)) — 

11
0 

11 ~~11
° 

11 2 (A .9)
C —G 2(C -G

Next substi tuting ( A . 7 )  into the quadratic approximation of the benefi t  function

to yield

* 1 
________B(q , n )  = b ( n )  + (B +~~( n ) )  (q —

~~~~~ ~~~ ~C -G

11B ~ ( 0) 2
+ ~~~~ q— II 11 ( A . 10 ’

C -G

Using the assumption that 0 and n are independent , the expected value of this

expression is computed as

* ~
l l 2

E B ( q , n )  E(b ( n ) ) +  11 11 (A.11)
?( C -G 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

— 
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s’ -~ub-~titute (A.9) and (A.ll) ~into equation (18) for A to derive

B”
~

C11 

(C~~~G
11)2 

+ 

C
11
-G

11 
(1- . lfl

- - l~ 11 - 11
~~flill y, substituting B for G and recalling that H = B11 (qt s:.ci

C
11

( 
~; by assumpt ion , we derive expression (2’l ) in the t oxt .

U. rnt
~~

Eretation of the A Coefficient.

‘ A ’ an be i n t e r p r e t e d  as the expected deadweight loss caused by using

tity iir-ct ive instead ~-f a PIF . (A .7), the approximation c-f the reaction

t - i r i c t i o r i , ~m b~ c~c-d to solve for the difference between the qea t~ tv t a rge t
- 

*
-
~~ and q , th’-  qua n t i ty chosen by the producer maximizing th -  rU . ;-c) r

any L (1’ ) , t e ~ i~-aJ~ e i g ht loss involved can be computed as the triangle

i ( ’ ~ ) / 2 (c — i , ) . Taking the expectation of this expression ar.d substi ’ uti :ig

11 ~.l1 - -B f o r  th .-n y ie lds  expr2ssion (20) for “A”

II. The der iva t ion  of “A 2
”, the coe f f i c i en t  of comparative advant2ge c1 tL ~

second best PIF’s over quantities in the case of two producers.

Hr-q i r With Ui, o na d r a t i c  approximation of the benef i t  f unc tion  taken around

the pr -s~-ribed quant i ties .

B(q
1
,q2 ,n )  b(n) + (B1+~ 1

(n)) (q
1 q1

) + (B
2
+f~2

(n)) (q
2---~.)

+ l/2d2B (A.13)

where B
2 

= EB
2

(q
1
,q2,n) , B

1 
= EB1(q

1,q 2 , n )  ; 01
(n) and ~2

(n) represent

the effect of random variable n on marginal benefits of good 1 and 2 ~ t

q1 ~t;.J , respectively. b(n) estimates the effect of random variable n

on ital benefits at q1 
and q2 and E(b (n)) = EB (q1,q 2 , n) ; and

d
2B = (q —q ) 2 b11 

+ 2(q
1—q 1

) (q
2—~~ ’8

12 
+ 

—.---~~——~~~ - —-—---~--- -  --~—-,----- ~~~~.-—- .
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11
B = E~ 11(q 1~ q 2 ,n) 8

11 
(q

1,q 2 )

22
B = E~ 22 (q1,q 2 ,m) B22 (q 1,q ~ )

and 12
B = EB12

(q1,q 2 , n) 812
(q

1,q 2
)

raking the derivative of (A.l3) with respect to q1 , 
we obtain

B~ = 81 
+ 81

(n )  + (q
1-q1

)B11 + (q 2-q 2 ) B 12 
. ( A . l 4 )

From the one good analysis we know that the reaction function for q; eval uated

at the optimal quantity targets q1 and q2 is

* - c~(0 2 )
q = q  - ~A . l 5)

2 2 C1
~

2_ 112

whe re 0(02
) represents the effect of e2 on producer 2’s marginal costs at

and E (ci(0 2) )  = 0 by assumption , C
112 

= E~~ 1
(q
2,
0
2
) = C~ 1

(q~~;

equals the nonstochastic slope of producer 2’s marginal cost curve at q7

and G112 = EG~ 1
(q 1,q 2

) = E811(q1,q2,
n) B11(q1,q 2 ) equals the nonstochast ic

slope of the marginal benefit curve at q
1
, q2 with respect to output  ~f pr~~ ’i-c e~

Substituting (A.l5) into (A.l4) and taking expectations yields :

12
ri CO )B

£8
1 

= 81 
+ (q1—q 1) B~~ + 

112 112 
(A.l6)

n C -G

Recalling that E(a(82
)) = 0 by the construction of the quadratic approximation ,

we can integrate out 0
2 

to obtain

E (EB
1
) — 8~~ + (q

1
—q

1
)B11 . (A .17)

0
2

n

This allows us to ignore the cross-partial term 8
12 

and permits us to

structure a PIF by sett ing

,

~

,______________ ~~~~~~~~~~~~~~~~~~~~
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G~ = E (E8
1
) = B1 

+ (q
1
—q

1
) B 11 

. (A.18)
n

In words, the approximation of the first derivative of the optimal PIF i~

equal to the expected marginal benefit function of the canter evaluated at the

presc ribed quant ity of the other good.

Now to derive A 2 , first define it as

* * 1 *
h2 = E (B(q

1
(0
1
),q 2

(8
2

) , n) — C (q
1

(0
1

) 0
1
)

— c2 (q;(0 2 ) , 0 2 ) )  — (B (q , ,q2 , n)

1 2 (A .19)
— C (q

1,81
) — C (q 2 , 0 2 ) )

The own partial derivatives of this expression are the sane as in the one good

case, so the only additional computation required is the expected value of the

cross partial term :

E ( ( q 1—q 1
) (q2—q 2 )8

12 
. (1..20)

Substituting the reaction functions (A.15 ) , taking expected values , and rep lacing

111 11 112 2 2
G by B and G by B one obtains

2 ~2 812

E((q1—q1
) (q2 q2)~~ ) — 

(C 1 811) (C
112 B2

~~ 

(A . 2 1)

whe re = E (ci1(0 1
) cX

2
(0
2
)) . Adding this to the results that apply to the

“A” coefficient for the one good case (equation (20)), and using the def in i t ions

111 11 112 22 - - -
of C , B , C and B , we obtain expression (39) in the text . 

~~~~ -- - - .--- — -- - —--- .--- —S



- ______ 
_ _ _ _ _ _ _ _ _ _ _ _  

_ _ _ _

~~~~~~
- - -

~~~~

25 .

rough i - s t  imat m i  (-ate~ that durin g the- I i~(7_ ,~ peri od , the Pep-i r tlr nt

of D efense  used some form of a p e r f o r m a n c e  i n - e n t  iV e S  c - n J  r i -  t 1 ) t O ~~~ t S

n o r t h at  h o st  S2 7  hi 1 lion. F - r  more dot o Is on hI- i- - ’ of P I r ’  a in ~- i -h

pro -J oe t a a ,-o DOD tnd NASA (u i d e  , incentiv e i —it ~ r n  t i  ~i~~i 1 - , °i t - H -  r 1 ~~~~

~The T r en t o n  T im e s, Sunday , k)~ rnh r 1~~, 1 1 7 ’ ., p .

f u n c t i o n  of i t -  f o rm B ( q )  i a a i i r , -n t t t  he r .-  i s  no n - o r - - f t . - I i i

t h e  c o n s u mp t i o n  of  go. ’i l  q s i n . - .- t i . -  w i l l  i n c r i , - a s  t o  spen d on q d i . - - 1101

depend on cost cond it ions . 1 hi s 1-ic uop I on is imp l i c i t i n  - . -  i t  zt- . ci ~ -1 l i i  - I vs t - -

4
The no t ;i t i on al - o i i v . - n t  inn un -il f - i  is m a !’.- l.a is ( i t  i s u b - ,. r i  P t  m l  :1

fu n - t i o n  j n d i - - i t . - , r h -  -le rivj tiv . - e ’ r h -  f u n c t  i n n  n - i  Lb resn I-Ct to ti me arnuni. - t

of the functi on in d i , - m t -d by t h e  s u b s c r i p t . Fo r -x m ’ - n lc , B 1 r n p r i ’ s e n t s  t h

(lc r !v -m t Lv e of t i w -  b - n - l i t  func ti .c w i t h  ~-n t ’ -~- t U -  its fir s t (and Ofl~~\ i n  _ hi ~

I -asic) argument q, whi m a . rt  n r , -n - m - t s  ~h . a- -cc ’ n~ .1 - r i v i t i v e  of B w i t h

reap .- - t t o  q

‘I t  is p o s a i b i e  to so lve  d i r - - I  Iv  f o r  t i m - - - p t i ~~~1 PTF 1-v s.-tt l i i i  ( I i .

following prob l oin I n  t im - cent -r

* *max E ( B ( q  ( -  , - - )  , n~ - C ( q  ( - -  , - - )  .--1l

Tr (q,n)

w i n - r e  q ( r r , u )  is the reaction function rel ,tt t u g  t b  ~ro .i l t .- ’ ’ 5 i h - i ! . -~ - ‘ 1 0  ‘mit

a t  t ., to t h e  I ’ll ’ . Howe ver , a comp l i cated V : i r i  t i o t i - il - - i l -  til us pr - - - In c - is

ne~’d~’d t o  snIv~- thi s m ax t nhi Z I t t o t .  p roh lerm , and tb. rn-th e.! at I- r iving thL

opt  i ii a l PI P  presented in the text is nw-li simp ler m u d  - t m  mi gh tf °t - - i u - .

r. - por teNt . - tn cent i v .  ~unct in n ’-: , t I t - - candi tio:is on ~~ , ‘nd B ,,, and

C~~
1 c i  he ri- p lac id h~’ the le ss  r - - s t r i ’ - t  ¶ v , -  co n d i t i o n s  — C~ 1 ~ 0 a n d

— - I- . However , ~or anp - n eon pu r n o~~t -s  we retain the m ore  n - str u t iv.-

condit ions 1 u- - ’im ghomi t the o n :m  vs i s .

_ _ _ _ _ _ _ _ _ _ _ _
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