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PERFORMANCE BOUNDS ON SPREAD SPECTRUM MULTIPLE ACCESS COMMUNICATION SYSTEMS
By KUNG YAO

Summary. -Several approaches for the evaluation of upper and lower
bounds on error probability of spread spectrum multiple access communica-
tion systems are presentcd. These bounds are obtained by utilizing an iso-
sorphisa theorem in the theory of moment spaces. From this theorem, we
generate closed, compact, and convex bodies, where one of the coordinates
represents error probability, while the other coordinate represents a gen-
eralized moment of the multiple access interference random variable. Deri-
vations for the second moment, fourth moment, single exponential moment,
and multiple exponential moment are given in terms of the partisl cross
correlations of the codes used in the system.

Introduction. -Spread spectrum multiple access technique is of use in
a multi-user computer communication netvork system (1] as well as in a
wmore conventional satellite communication system with a single wide-band
repeater [2). In such situations, a code modulation spread spectrum multi-
ple access (SSMA) system is considercd suitable for a network of low-cost
wmobile ground based and airbourned users requiring no network control. In
any case, for this and related SSMA systems, the exact evaluation of error
probability has been considered s formidable task. Error probability
obtained by complete simulation of such systems may involve considerable
computational cost.

In this paper, we present several spproachcs based oa the theoury of
moment spaces to obtain upper and lower bounde on the error probability of
a SSMA system. As expacted, bounds that use moments that require more
computational effort are generally tighter than those that require less.
As to be seen, the second moment, fourth moment, single exponential moment,
snd multiple exponential moment require increasing computational effort.
Indeed, by taking a sufficiently large number of terms in the multiple expo-
nential moment case, we can make the upper and lower bounds arbitrarily

tight.

SSMA Model. -Therfe are various forms of SSMA communications systems.
In a direct code modulation SSMA system, the data stream of each user modu-
lates a shift-register (SR) generated sequence code to obtain the spread
spectrum effect. The wultiple access capability is achieved by requiring
each user's code word to be near orthogonal. In this paper, we shall only
consider the model of an asynchronous SSMA system as discussed in ([3].

Thus, wve sllov the time delay's T4 and phase angles 0; of differ-
ent users to be r.v.'s. The input to each receiver consists of the sum of
8ll K users' signals and additive white Gaussian noise. Each receiver
consists of a matched filter matched to its corresponding code word. With-
out loss of generality, we consider the first receiver. Then we assume it
is completely synchronized to its own code word. Thus, 6; = T3 = 0 . But

veeesOx and T2,...,Tx are independent and uniformly distributed r.v.'s.

I‘Lu. the output of the matched filter of the lst receiver is given by

This work was supported in part by ONR Contract NOOld-,5-C-0528 under Task
MR-042-285 and by the Elcctronics Program of ONR.

The surthor fs with the University of California, Los Angeles.
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The first term of y represents the desired signal, the second term, Z ,
represents the interference from the other (K-1) users, and the last
tetm, n , 1is a Gaussian r.v. of zero-mean and variance 0 . All users
sre assumed to have equal power P . Here the information data of the
i~th user is defined by

bi(;) - -L bi'nr.r(t—n'l') .

where the by o's are 1.i.d. r.v.'s taking values +1 and ~1 with
equal 'tohbthty, and P.(*) 1s a unit height rectangular window from O
to T . The code mefor: is defined by

.U
o@® = Iaf ’r,e(t-jte) .

vhere a 1 is the SR code sequence of the i-th user and consists of +1
and -1 ch 1s periodic with period p and of chip length T, .

Now, consider the error probability of the first user, assuming all
E user's code words have been specified. Denote this crror probability
by Pg . Then

1 1
L R Pr{b+Z4n<0} +  § Pr{-1#Z4n>0}

- l(lq(!'-!,-‘l) + Q(L‘-gll)llz) (20)
. n(q(!’,—')) : (2v)

vhere
Qx) = (@207 [ exp(-t?/2)de .
x

Py 1ia (2a) or (2b) is expressed as a generalised moment vhere the expec-
tation operation, E , 1is taken over all the rov.'s T3, bg,.3 » dg0 »
end 04 in Z . As to be seen, depending on specific cases, sometimes we
prefer to use P, given by (2a), while other times we prefer to use P,
given by (2b). In general, since Z is extremely complicated, it is not
possible to evaluate this moment snalytically. However, suppose it is pos-
sible to evaluate some other moments of Z . Then if we can find rela-
tionships among the moments defined by Pg and other moments that we can
evsluate readily, then we can obtsin information about the error proba-
bility. In the mext section, we shall state an 1{somorphism theorem from
the theory of moment spaces that shall yield a precise geometric interpre-
tation of this concept.
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| Homent Space Error Bounds. ~The following theorem which was originally
developed in the theory of games, shall provide relationships smong arbi-
trary moments of a random variable.

Let 2 be a random variable with a probability distribution function

Gz(z) defined over a finite closed fnterval I = (a,b] . Let
&y (8),k3(z),... ,ky(z) Dde a set of N continuous functions defined on 1
The generslized moment of the random varisble 2 _induced by the function
ky(zs) 1o

. * {t‘(.uczm =gk ()}, 1~1,....0 3)

Ve dencte the N-th moment space A as

b
M n= (my,..m) e m"l-1 - { k (2)dG, () , 1=1,...,8)

wvhere ranges over the set of probability distributions defined on

1= [a,b) and MK denotes N-dimensional Euclidean space. Then 4 is a
closed, bounded, rd couvex set. Now let ¥ be the curve r = (r3,...,ry)
traced out in R™ by ry = ky(z) for z 4n I . Let I be the convex
bull of ¥ . Then

X - (%)

This theorem has been used in (4] to bound P, encountered in inter~
| symbol interference probleas with N e 2 ., 1In otdcr to explaein the appli-~
; cation of this theorem in obtaining Py bounds, consider a plot of kz(z)
} vorcue k,(z) . Now, we “ske kj(z) to be the expreamnfon inside the
| curly btlcht given etther by (2a) or (?b). Thus, my = E{ka(z)} = ke .

We shall consider several different kj(2) . In any case, kj(z) will be
chosen such that, m; = E{k;(2)) 1s cv‘luble When we plot specific
kz(s) versus Kk;(s) , the curve @ typically turns out to be given by
parts of the curve shown in Figure 1. The curve in Figure 1 consists of
several sections that are comvex U or N functions. Let the points
C, B, G, I, etc. be points of infection of the curve. Then curve
ADC fsconvex y , CDE is convex N , EPFC 1is convex U , GRI 1{s
convex N , etc. Suppose a plot of ky(z) versus k;(z) yields the
curve ¥ given by ABB' . Then the umr envelope of thi.- body X , is
given by the atraight line AB' , while the lower body is given just by
ABB' . Thus, !re. the above theorem snd (4), we can obtain upper and
lower bounds on . Suppose E{k;(z)} yields a number m) (which has
to N less or cq-a{ to kj(zgr) ) . Then the lower bound 1- ’iven by

- hz(k )) vhilc thc upper bound is given bg = ko(zy) +

” k;(q)} 2(sp?) = k2(24))/ (ky(sp*) ~ ky(zy)) l-u. ve used

th notation of A = (k (zA). ka(sa)) o B = (kj(zp) , ky(zp)) , etc.

Now, suppose a di! erent i.z(:, nnu kliz) yields a curve ¥

given by ABCD . Thus, parts of & 48 convex U while parte of ¥ 4o
convex N . Then the first part of the upper envelope of N , 1s given
by the straight line AC' , while the second part is given by cln curve
C'D . The point C' 41s defined by equating the slope of the chord AC'
to the derivation of the curve € at c' . That is,

G - k() k(e
1%e?) - a kl(‘e',

W mote, since k3(s) , kij(z) , kj(2) , kj(z) , and z, are known,

. (’)
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technique (1.c. Nevton method, Regu alsi Method, etc.). Thus, if
ky(za) < m) S ky(age) , we have P") = k() + (m - kilzy)) x

(iiz 2c') = ka(s )SIill(l ) = ky(se))) . I ky(zgr) S my S ki(zp) . we
have ; ) - lq?kl" (= )? By similar arguments, the lower envelope of
x , !- given by tha curve ABB" and the straight line B"D . The point
B" or Zpw can be obtained from .

we can solve for 2.+ in (3) ouﬂ{?:y using eny single root solution

k:('n) " kz("") £ ki(.'") 3 (6)

IO R O g L O
Thus, 1f ky(z,) S mp 5 ky(zge) , ve have P = kyiil@ay)) . 1t
k. (l !!) < Il SAkl(l } » %h‘: we have ,.(L) : kz(z‘n) 4’1(!11’ kl(zp-')) x
kg tap) - Ep (e 0y (ap) - Ky ()} -

Another interesting situation is when & 1s given by or contains the
curve CDEVGHI . Then the upper envelope is given by the curve CD' , the
straight l1ine D'H and the curve HI . In particular, the points D' (or
sp' ) and B (or 3y ) are obtained from

(l.) -k (In) ¥ ti(ln) . k;(:u)‘ .
3O Il W CR R R B (O Ry

From (7), we can try to obtain the two unknowns zp and zy from two
non-linear equations. In practice, because of the local convex U pro-
perties of the curve nsar D' and H , we can use iterative solution
approach to find = ni zy quite readily. Trus, for &k (z) s 'b <
ky(sp') . PeV) = E,nq (m)) , for Ky(zp') Smy s ky(zy) , P(Y) =
ky(zp?) + (my - ky(zp)) * sgkz(:g) - ky(2p1))/ (kg (z) - kl(tp')), ; for
ky(sy) s m) < &y@p) , P.( - kg(kil(-l)) . The evalustion of lower
euvelopes and lower error bounds are similar as that for upper envelopes
and upper error bounds.
From all the above discussions, it is clear that given any ky(z) and
" ky(s) , explicit evaluation of upper and lower error bounds are possible
as soon as the moment m) = E(k)(2)]} and the domain of z are svailable.

RBvaluation of Moments and Maximum Distortion. ~Now, we coasider the
explicit evaluations of several different moments m; = E{hy(2)} as well
as the meximum distortfon D . B

In order to use m; = B{z2} , let ky(z) = z° and ky(z) be given
by expression (2a). Then the domain of kg z) 1 (0,0} , when D =~ Max Z .
From the definition of the r.v. 2 in (1), it is clear that E(Z) =0 .
From (19) of (3), it is seen that for fixed by o ,

4
- 2 - —-e-
- 2%} = o7 ‘zz rg " ()]
wvhere

N-1
2 2 2
Ty " lo (p“(n)ﬁou ()0, (nﬂ)ﬂ’u (nﬂ)""u (n)*ﬂu (a)ﬂu (n41)

+ a:’(m)) ‘ ' s
n=1
T W
p"(n) .EO fn % ° st
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K-1
By = T ) )

wen ‘a-a a an

The period of the codes is denoted by p and N = T/T. 41s assumed to be
an integral multiple of p .

fow, consider the evaluation of D defined as the maximum value of
the r.v. 2 , wvhere the naximfzation {8 considered over 84y , T4 ,

bt'-l ., and b 1.0 ° After some algebra, it can be scen that
»

By
be G i Max {|p ., (a)[+][B, ()|} . 12)
Cohaman N E T TARTS
and D can be readily evaluated and depend on the partial cross

correhtion- (given by (10) and (11)) of the code words chosen by the K
ugers.

In order to use m) © E(l‘) , let Kky(z) = z and ky(z) be given
by expression (2;) Then the dosmaim of k }z) is also [O, D] In order to
evaluate m; = E[Z8) , 1let

T
g - tj) a (t-1,)b, (t-1,)a, (t)dteosd, ~ c cost, , 13)
Then
K K-1
2 4 2
ezt - O :Jigzzt} - &k { z(.11 +6 z E(zil
4 ”
£l ![z;l)) . (14)
=141

Bere, each E{z2] 1s in the form of (8) and can be evaluated by using
(® - 1), Nod,

LNl T 3
Ele}) = Elcos®s, 1E(c]] = D)D) I [ “(r}, OaT )48}, aT )

2 a2
+ Skn(kﬂ‘l'c)lu(kin‘l‘c)ldk . Qs)
Purtherwore,
lu(lh'tc) - An‘lc-tlnx ae
in(unrc) = A T4
where

AL =0, B =0, (atl)p,, (n)
‘ﬂ - 0‘1(“) ’ .“ w ﬁu(n*l)-ﬂu(n)

By ueing (16) and (17), each l(z:) is given by

17)

z[::) -( ) I (a i )+2(A’| ». )e2(a2 .z A’S’)+(A ) -M 83 )

k>

e e R




IR R e ey

22 4 252 422
+ (s) (l -tl )'0-6 (A An*An!nAnﬂn' A )+2 (A B +Anln+loAnlnAnln)

z 242
+3(Anlnﬁn n' B ”‘s" ) . (18)

Thus, each term in (14) for w; can be evaluated.

In order to use 1) = E{explc(h+z)]} , let kj(z) = exp[c(h+Z)] and
ka(z) be given by expression (2b)., Then the domain of k (z) 1s [h-D,h4D] .
From the definition of Z in (1), we have

K

U exp(ch) = Ee

T
{exp((c cos8 )(b, .x [ La (t-1)a, (t)dt
122 1 o 0 b

2Teoby 1P 0

+b o { s (t-1 )2 (t)dD))) 19)
i
Thus, we need to consider the evalustion of the expression
{-)
Yot Tyoby 100
for each 2 < {1 <K .

I AT R LY or lexole cos )y (xR, (e
+ expl(c cos0,) (R, (r,)-R, ) (1,)))+expllc cosb, ) (-, (v )4, (1,)))
+ exp((c °°'°x’("‘u(‘x"in('a’m"
N1 T, i -
- (m-m‘,1 nZO {, {exp((c cosd, ) ((A +A )+(B +3 )))]
+ expl(c cooet)((A.—R-)i»(l.-i.)l)lmﬂ(c co-e‘)((-A;Rn)

+ (-3 48 )0 Jexpl (e cond ) ((-A, -A )+ (-3 -in)x)nax , (20

-uu (*) and Rgy(*) are given by (16) end A, , B, , A, , end
given by (17). After performing the famtegration in (20). vc have

To,ty b, _1by ol ¢ ) = (/emE, T ] (lexp(a ™ (a)coss,

1 0=0 a=1
o ﬂr(!:" (n)eos0,))/ lu:') (n)-ﬂ:’) (n))cosd, )
vhere
“’(a) = €T (py, (#41)4D , (nme1)) = _‘«)(.)
:2)(-) = T (0, (a+1)-D,, (n41)) = :3)“)

Fr—_s
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BEghe.

B () = e (o, () + B, @) = -8 @)
8D @) = eT (o, () - By @) = -8V @) . @2)
From an integral representation of lo(z) given by (8.431.1) in (5], we
obtain i
(] 1 2%
[ 1 (2)dz =2 | (lexplat)-exp(8t)])/t(1-t") "Mt
8 -1

2%
- (j’ { [exp(acos8)-exp(Bcosd) ) /cosd Jdt (23)

Thus, substituting (23) in (21) and noting Io(:) is sn even function,

I‘

M2 ™ ay-s®
p (cl=m] ] (/@™ )-8 @] x
1,-1°714,0 o~0 w=l

‘:l) . (24)
J 1,(2)dz
Dy
g @
Thus, substituting (24) in (19), we obtain the single exponential moment,

1*%yob

K L~ (w) (w)
3 (e} = expleh) v {(1/2M) I IO/ (-8 )] x
i=2 =0 m=1

s)
o®

(n)
[P 1teas)
B{" (n)
vhere af. ) (n) and 3;(‘)(:) sre defined in (22). These expressions are
given ia terms of the partial cross correlations of the codes, p11(n)

and Pyy(n) , defined in (10) and (11).
l&ny. let

J
k() = ] d.explc, ()] , (26)
1 ’.l j 4
where d; and ¢, are real-valued numbers, and kj(z) be given by expres-
sion (2b), then the multiple exponential moment is given by
.{
- }a
31}
where ll(c’) 1e given by (25) with c = ¢4 .

Comclusions. ~In the previous section, we derived the second moment,
fourth moment, single exponentisl moment, and multiple exponential moment
for the spread spectrum multiple access system. These moments are given
ta (8), (14), (23), and (27), respectively. Clearly, the computationsl
efforts involved in evaluating these moments are of increasing order. How-
ever, in general, ve can show the resulting upper snd lower ervor bounds

become tighter. In the last two cases, we assume the paramaters ¢ , ¢y ,
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and dg 4in (25) and (27) are selected appropriately.

‘l*ere are several aspproaches in obtaining explicit moment space error
bounds. From our earlier discussions, it is clear that by plotting ky(z)
versus kj(z) graphically and then finding its convex hull, we can obtain
the upper and lover error bound ismediately. Indeed, we have used computer-
controlled plotter and obtained satisfactory bounds. Furthermore, this
spproach is applicable to any kjy(z) and k;(z) functions. An alterna-
tive approach is clearly the use of analytical solution to the upper and
lower envelopes of the convex body. Bounds based on the second moment are
discussed and given in [4), (7], and [(8). Similar arguments in (4] and
{6) lead to bounds based on the fourth moment. Various possible error
bounds and associated regions of c for the single exponential moment are
given in [4). In particular, the selection of the optimum values of c
for the upper and the lower bounds are treated. Finally, for systeams with
large maximum distortion D , the range of possible values of ky(z) fis
large. In order to obtain tight error bounds, k;(z) wmust approximate
ky(z) closely. In (26), by using large numbers of terms J with proper
dj and c,'s , we can make k;(z) close to kz(z) . Unfortunately, the
explicit sdlution of this approximation problem for dy and c4 with
finite J 1s unknown for Chebychev norm [8]). From an efficienty point of
viev for a fixed J , this norm is the most appropriate one to use for
minimizing the distance between the upper and lower envelopes. However,
in Ly norm, it is easy tc select a set of cy's such that k;(z) con-
verges to ky(z) as J becomes unbounded. I‘Ln kj(z) can approximate
ky(z) arbitrarily well for some finite J . Thus, the associated upper
and lower bounds using ®=) given by (27) can be made arbitrarily tight
for some finite J .

(1) i E Kahn, "The Organization of Computer Resources into a Packet
Radio Network," Proc. of Nat. Comp. Conf., AFIPS, vol. 44, pp. 177-
186; 1975.

(2] J. Kaiser, J. W. Schwartz, and J. M. Aein, "Multiple Access to a
Cosmunication Satellite with a Hard-Limiting Repeater - Modulation

Techniques and Their Applications,” Inst. for Def. Analysis, Rept.
R-108; January 1965.

{3) M. B. Pursley, "Bvaluating Performance of Codes for Spread Spectrum
Multiple Access Communications," Proc. of the 1974 Allerton Confer-
ence, pp. 765-774.

[4) K. Yeo and R. M. Tobin, "Moment Space Upper and Lower Error Bounds
for Digital Systems with Intersymbol Interference,” IEEE Trans. on
Infor. Th., pp. 65-75; January 1976.

[5S) 1. S. Gradshteyn and I. M. Ryzhik, "Table of Integrals, Series, and
Producte,” Academic Press, New York; 1965.

{6) T. Y. Yan, "Moment Space Error Bounds for Digital Communication Sys-
tems vith Intersywbol Interference based on Nth Moment," UCLA M.S.
Thesis; Fall 1975. Also as UCLA Tech Rept. Bng.-7608; January 1976.

{7) J. @. Matthews, "Sharp Error Bounds for Intersymbol Interference," -
IEEE Trans. on Infor. Th., pp. 440-447; July 1973.

324




[8) H. Werner, "Techabyscheff-Approximation with Sum of Exponentials,” in
Approximation Theory, A. Talbot, Ed., Academic Press, New York, pp.
109-136; 1970.

Ky (2)

(] i.l(l)

Figure 1. kz(:) versus kl(l)







