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yes a brief introduction to trans A survey of 1i~~~~~r 
AAbstract

e in th~ area of gramaatical
2 6itlon networks and proposes an approach to the in— Inference can be found In . In this paper, an

ference of transition network grananars. introduction to transition networks will first be

an approach to the inference of transition networks

In order to 

given. Then following a brief review of the problem,

will be proposed.
model a language more realistically,

it is desirable that the granmiar used can be directly Ii. Transition Network Graimnars
inferred from the set of sample sentences. This pro-
blem of learning a granunar based on a set of sample The transition network granmnar has been developed

cations of grammatical Inference include areas of as a model of natura l language analysls7~~°.
Sentences is called graimiaticai inference. The appl i

Intelligence , and translation and compiling of pro— A basic transition network (8TH) is a directed
pattern recognition, information retrieva l , artific ial

1,2 graph with labeled states end arcs, a distinguished
granmiing languages state called the start state and a distinguished set

of states called final states. It looks essentially
~~~~ A unique relationship between a language and a like a nondeterministic finite state transition di.-

granwnar does not exist. Quite often different
names as well as termina l symbols. The interpretation~~~~ grammars generate the same language. By definition 3, 
gram, except that the labels on the arcs may be state

two grammars are equivalent if and only if they both of an arc with a state name as its label is that the
generate the same language. It is possible to tell state at the end of the arc will be saved on a push-
if two finite state grammars are equivalent3. How- down store and the control will Jump (without advancing
ever, for two granmiars of types other than finite the input pointer) to the state that is the arc label.
state, there is no way of telling their equivalence. When a final state is encountered, the pushdown store
Thus, eI~cept for finite state grammars, the Inference 

may be “popoed” by transferring control to the state
problem does not have a unique solution unless addi- which is named on the top of the stack. An attempt to
tlonal constraints are placed upon the grammar being pop an empty stack when the last input symbol has Just

inferred4. One of the constraints may be to select a 
been processed is the criterion for acceptance of the
input string.

grammar of minimum complexi ty5.
The TN described above is a generalized pushdown

that are known to be in the language must be gi ven. However, a TN could be augmented into a more powerful
in the process of inference, a Set Of sentences *utomaton and is equivalent to a context-free granlnar.

This set is called a positive sample of the language. machine by adding facilities to each arc. These in
There may be another set of sentences g iven called a d ude arbitrary conditions which must be satisfied in
negative sample of the language that are known not order for the arc to be followed and a set of register-
to be in the language. A positive sample of a setting actions to be executed If the arc Is followed.
language L(G) is said to be structurally complete if The power of an augmented transition network (Am) is
each rewriting rule of G Is used in the generation of determined by the facilities added to the arcs. With
a nonenpty subset of the sample. In general, as— certain restrictions of the arcs, the power of the ATN
sumptions are made for all existing inference tech— can be modified for any kind of applications needed.
niquss as fol lows:

A TN can be described as a generalized pushd~~
1. The type of the grammar being inferred is machine consisting of a finite set of finite—state

ipecified, machines and a finite set of pushdown stores. Formal-
ly, a TN can be defined as a 6-tuple.

2. The given sample of the language is finite , 
TN • (Z, Q, A , %, Qf. q0), where £ Is a finit e

j 3. The given positive sample of the language Is sat of input symbols, Q Is a finite set of states.
structurally complete , %cQ is the set of initia l states of the finite—

4. The Inferred grammar C is such that S’c L(G) state mach i nes, Qf CQ is the set of fina l states of

I ‘ ‘  and S ç L(G), where S’ and S are posit ive the finite—state machines , q
0 

£ is the Initia l
and negat ive samples of the language , re— state of the TN, A is a finite set of arcs. Associ-
spectlvely; and t(C) is the complement of the ated with each state there are several arcs for trans—
language L(C). itions and actions. The arcs can be categor i zed Inta

_________ five classes:
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reiatlonship. i. Derivativ , grammars

2. PUSH arc: (PUSH q0’), q0’ £ %. The dessi— Defin ition Is The formal derivative of a set of

nation state of the arc is saved in the pushdown store strings A with respect to the symbol a c VT is defined
and the state Is transferred to the state shown on th. as 12 D A • (X)aXcA}arc which is the initial state of a finite-state a

chine. 6
The canonical derivative finite—state grammar C~03. POP arc: (POP). The state is transferred to associated with a positive sample s~ • (x 1,x2...,X.4} is

the state shown on the top of the pushdown store. And defined as fol lows:the stack is popped one elemant up.
Cc0 — (VT.Vw, R, 0)

4. VIR arc: (V1Rc). A transition from the
present state to the state at the end of the arc is a. Let U — (Uii U2n•~~•s

Ur) be the distinct de—
made by testing for the symbol shown on the VIR arc rivative of S~ not equal to A or • where A arid • re-in the hold list. present the null string and the empty set respectively.

5. JUMP arc: (JUMP). A transition from the Let U1 D~ S.
present state to the state at the end of the arc is
made if the conditions specified on the arc are satis- b. 0 U1fled. The transition does not consume any of the in-
put string. This is a means of making a transition C. V~ — U
from one state to another without advanci ng the Input
pointer. d. The set of all distinct symbols found In S is

VT
The input string is accepted when the TN is

popping the empty pushdown store with empty hold list. e. R Is defined as follows:
The language accepted by a TN is denoted as L(TN). • ~ if and only if Da U1 

a

It is interesting to compare the acceptors of
phrase structure grammars with the transition networks. 

U1 •• ~ if and only if A £ 0a U1
Note that a TN consists of a finite set of finite—state
machines and pushdown stores. Consider a TN with only 2. 11-Tail derived graninars
one network which is a set of states with CAT and POP
arcs. This appears exactly to be a finite—state au— Definition ~: A derived gra~~~r —

toinaton which accepts type 3 languages. Furthermore,
consider the BIN which is a set of finite—state ~~~ 

VT. R0, B~
} is a grammar generated from a canoni-

6machines and a pushdown store. The BIN is equivalent cal grammar C by the following procedure
to an acceptor of a context—free language. With the C

checking action of the VIR arcs, the AIN could achieve

f 

aid of register—setting actions on the arc and the a. The terminal set VT is the same for C0 and

the power of a Turing machine. Suppose that there is b. Th, ,ontermin. set corresponds to a partition
a bound on the summing size of all the stores of the
ATM such that the size is less or equal to the length 

of VNC
. where is the set of nont.ra.Inals of

of the part of the i nput string not yet scanned by the
input pointer. Then it appears to be like a linear c. B~ is the start symbol corresponding to the
bounded automaton which accepts context—sensitive block in the partition containing C
languages. it is then clear that an AN is equivalent
to a Turing machine. All the acceptors accepting dif— d. R~ is defined as follows:
ferent classes of languages can be derived from special

11 I. • a B~ is in R0 If and only if there existscases of augmented transition networks . 
£ 
~~ 

such that
A detailed discussion of the relationships between

transition network grammars and Choosky’s hierarchy can 
Z~~
. a Z~. Z0 £ ~~ 28 ~

be found In Ref. 11.
2. B~ a is In R0 if and only 

if there exists
III. inference for Finite—State Automata2 ZO c V N such that ZU .a.ZO c B i

Finite state grammars are the simplest grammars.
Most of the questions on the characteristics of this Definition 1: Let u — ala2...ar £ V1~, and let
class of granunars are decidable or solvable. Finite— AC ICC). The K-tail of * with respect to u is do—
state languages are closed under union, complement, as g(u,A,K) {XIXeD

~
A , ~~ ‘iO.and intersection, if C1 and C2 are finite-state

grammars generating 1.1 and 12 respectively, then Biermsnn and Feldman 13 have proposed a method of
there is an algorithm to determine if the set applying the idea of K—tall equivalence to partition

the nontermlnal set of a derivative gra~~~r in ob-
(L i A 1.2

) U (I , (1 1.2) is empty. if it is empty, 
tam ing the derived grammars. Let Il~ and U~ be twoand 1.2 are equivalent, 

and hence C1 and C2 are distinct states of the canonIcal derivative grammar
equivalent. There are a number of inference algorithms
established for finite—state grammatica l inference. Cc0~ 

These two states are associated with the do—

Two of them are practical in Imp lementation and easy rivatlves 0 S~ and D2 S+ respectively where and

~~ to apply, and will be Illustrated here. 
Xi

are sequences from V~*. U1 and U~ are K-tall

2

f
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equivalent If and only If g(X i,S
~ 

,ii) — g(x~,$
4. ,I(). ar, generated by a recursive subnetwork shown In Fig. I.

The gubnetwork is a finite—state auto maton which can be• Tb. method of K—tail derived grammars is easy to apply. obta ined from the der ivative gr ar described inIn obtaini ng a quick rough approximation of the post— Section Iii using the sample set S~ — (i.,vAx) , whir. Ative sample set, this method is practica l and useful .
is the name. of the subnetwo1k. if such a subn.twork is

S ince a si mple transition network without any found, the substrings of (V uat’tl~p) 1w 
g4 are replac.d

• pushdown stores and registers function ex act ly the by a nonterminat which is the name of tIw subne~~~rk,s~~ as a finIte automaton does, all the techniques of i..., A. Th, procedure of revealing a recursive sub—
fin ite-stat , gramm at ical inference can be appli ed to network Is then re-appl ied to the new s~~~l. set ,
the inferenc. of si mple transi tion network gra mmars treati ng the nonter.ina l symbo l as a terminal. The
w ithout any difficulty, procedure is repeated until no mere recursive sub

networks can be found . Then the t.ch nt quss of finit e-
IV. Inference for Basic Transi tion Networks stat. automa ton inference described in Section III can

be app lied to complete the network of th. sentences.
Contex t—free gra nanars are mere compl icated than

f inite—state grammars. It has been found that If a Giver a sample set S~, the procedure of inferrIn g
context—fr.. gramma r is non-self—embedding , then the a SIN, such that L(STN) ~ S~ is described step by ste p
language generated is a regular language. It Is mainly as fo l lows:
this sslf embeddtng property that distinguishes a
context—fr.. gra.mar from a regular grammar. Hence, 

~~~ 
Construct the derivative table.

mOst inferenc, techniques for context—free grammars
concern the reveali ng of the seIf—enibedding s fr om the a. Put the sample set S In the first coluan,
s~~~l. set. The theorem concerning self—embedding of first row.
context—fr .. granvn.rs is stated below: 

V~
b. List all the nonesipty D S • np in the first

Their.. l:~ For any context—free gra.mnar ICC),
there exists integers m and n such that If there exists coluan, with row niasber I — 2 ,3,..., whir.a stri ng 2 In 1(G) with lZl > n then Z can be decom-
posed to the form Z • uvuxy, where vx A and ~~~ 

v1d
4
, and n is an integer such that for every

m such that for I 0, u v i 
ux1 y is in L(G) . X £ S~ X~c.I.

4.
The existing inference technIqu es for context—free c. List all the nonempty E

~ 
(S ,n) in the first

grammars are still limi ted to sor e sp ecific types of
context—fr.. grammars. Also, they often rely on hew- row, with coliaws rnauther j  — 2.3,..., where

ristic methods during the process of Inference. GIps £
has describ ed a method to infer a pivot grammar which .1

Is an operator grammar in a very restricted form . 
d. Let the element of the table at coluan J~ rowi be denoted as T1 . C~~~l.te the table withCraspi-Reghizzi, through the us. of a structured 

Isample set, has developed an inference procedure for ij v1 
9Xj 

(S~,rj , for I , j )2.
K—distinc t and K hommgen.ous context—fr.. grammar1t’.
For the discovery of the self—~~~-~~ing structures, Find the equivalent classes.
Soiomonoff has proposed a strategy15. The idea is to
“guess” the elements of self-embedding, “v, ~, ,~,“ 

a. For K — 1 ,2,..., l ist the equivalent classes
fre. the given positive sampl, set. This heuristic Uk,j of the derivatives g 

* 
(54,~~ If

method is not practical In implementation. Nowsver,
It suggests an important clue for later research in v1, 

a Is in UK t  then for any v1,,, xj...
• this ar.a. Here, we wi ll present a method of revealIng s,ich thatthe seIf—~~~±~Ing structures using the idsa of forma l v1,, ~ 

~~~~ 

4
~k) — a x (s ,i~),________ ii

der ivatives.
a VII

I xy. is In UK,t . if there are 1. d istinct
Definition ~: Let v, * £ Z~, and $c2~ • them 

equivalent classes for K, then I • l ,2.....L .
— (.4ut2* vexeS and IoL~

K) 
b. ?04’ K • 1,2,..., examIne Uk,t. S — l,2,...,L..5 1v If as u bs.t of U1145

is fewnd to b.a subset of
where D,(S.K) — (~~~* h uts and 1.4$) the set

— (..e 
~~~~~ 

and IufrK) ~ ~ •~ ~1• v, x , y e t  , ye 0 A , I 0),
ge 5* Step 3, otherwise, to lisp t’.

____ 
!&it 1. C.met~~~t a submetwork for the self-wI.Uim,

Note that 5A (5,11) • C~ (S,iI) • A A  (5,11) •

~~~~~ that the gr.~~~r C being inferred is
es.text—fr.e, them by the seif-~~ sflimg thsore., for a. SImee S (. ~I ‘~~

l 
~~~ 

v, a, 7 C ~
sims u, v, ~~, a, y, vv suIt y is In I (S), where u, v, w,

a vaO2,&)l),sabetrisgs v,aane fesmd.
a, y s 2 • v x 0 A and I ‘0. This impllss that for . 

Let . v 1l ~~ii’ l ~ 
he In such that any

•trwetvrnlt y eempi.te positive s~~~ti $ and for sesna
e v 1

* *
1
* ie1i~~. ~~~~~ 

..ot. theK,thetk.I..I ~~,I
I
~~

l
y (s M2(uJ Von .

.0,1,2,... ~~~~~~~~~~~~~~~~~~~~~~ e t y
It can be seen that the subs t rings of (v ’tii ,,’ (I~~) 

~~~ l.$s%~,h (k). f•Vm a si~~Ie set

Pt  S 
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--- • •-
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• - - bbbbbabbcbbabbbbb bbbbbb abcbabbbbbb¶~ 5A .(4i 1 OK~ ~
I
~

) U (vAx) where A is the bbbbbabcbabbbbb

man. of the maw subnstwork. bbbbbabbbcbbbabbbbb bbbbbb bbcbbabbbbbb
bbbbbabbbbcbbbbabbbbb bbbbbbabbbcbbbabbbbbb

b. Construct a derivative fini te—stat , grammar bbbbbabbb bbcbbbbbabbbbb bbbbbbabbbbcbbbbabbbbbb
for 

~A 
using the procedure described in bbbbbabbbbbbcbbbbbbabbbbb bbbbbbabbbbbcbbbbbabbbbbb

Section III. Table 31! ).. . The Equivalent Class of Value ‘c ’ .

- - c. Obtain the subnetwork from the derivative 0b b  5bab 0bbabbbt, 5bbbbabbgrammar. Note that an arc in the TN wi th a
nonteroinal as Its label Is a PUSH arc . 0babb Ebbeb 0bbbabbb 1bba~ha

0bbeb 1babb ~~~~~~ 1 g,~,d. Replace the substring (v t 
3~ I I ~ l~ ~o) ~~ ~~~~~ 

0bbbbbab 1babbbbbiii S~ with A.
~~~~~ ~bbbabb 0b.bbbbbb 1bbbbbbab

e. Co to Step 1. 5bbbabb 5bbabbb 0bbabbbbb Eb~,bI,heb~,
Stea ~. Construct th, network for the sentences. 0bbbbib Lbebbbo 0bbbabbbb tbbbbabbb

5be~~beb 
tbbbbbab 0bbbb.bbb 1~~bebebba. Construct the derivative finite—state grammar

for S’. Table 31~L. Summary of Table 2(a).

b, Obtain the subnetwork S from the derivative 0bab t Eb lab I < I < 6
grammar.

DbZab i E i b2 1 < I < 5
c. The marie of the subnetwork S is the start

state of the inferred BTN. 0b3ab 1 Ebiab3 1 < I <

d. The inferred BIN Is the set of all th. sub— DbI~abi Eb iabS 1 < I c 3
• networks Inferred.

0b5ab 1 1b 1 b5 •
0. STOP

Replacing substr Ings Oi 1cb~~i>l) In the sample setThe procedure Is easy and practical to implement of Table I by the nonterm ina l symbol ‘A ’ , we get a newon a computer. Any sample set with a reasonabla size sample set shown in Table 3.which is large enough to imply the self—embedding
• structures of the languag. and is not so large as tO rabid . The Sample Set After Replacement.consume up the computer memory, can be put on a corn-

• puter to Infer itS BIN. baAab bbbbaAabbbb
£xamol~ ft Consider a language I. • bbaAabb bbbbbaMbbbbbt (btab~~

kabt ~t ,k>l). The substr lng abkcb~aI Is em-
bedded between th b’s In the sentence and the symbol bbbaAabbb bbbbbbaAabbbbbb
¼’ Is embedded between the b’s in the substring. Tb.
language could be the encoded strings of two arms of The equivalent class of the derivatives of the
chromoso.ss on each aid. of the centro nere con— new s~~~le sat is shown in Table I.. A self-.mb.dding
strlc tlon. This can be shown in Fig. 2. of ‘aAa’ is found with vu’x b. The subnetwork for the

sample set ~
,

4 — (baAab, bib) is constructed as Fig. t’.A sample set of size 35 which is listed in Table 1
is fad to the computer program Implamentlng the in-
ference procedure as stated. After the table of the Replac ing substrings (b1aAab1

~ i>1} In the sample
derivatives Is completed , an equivalent class of value set of Table 3 by th. symbol ‘I’ we get the set (B).
¼’ Is found. Th, class is sham as Table 2(a) which The inference procedure is completed with the In-
is si rlzed as Table 2(b). ExaminIng Table 2(b), a ferred transition network B shown In Fl9. 5. The
s&f—esd,.ddlng ‘c ’ Is found svith substring v — x ~ b. language generated by this transition network is
A subnstvark for the sample set — (bcb,bAb) is con- 

i. — (btabkcbkabh lk , I> I).structad as Fig. 3.

1, The Sample Set for the GIN Inference Experl— Table t’. The Equivalent Classes of the Derivatives of
the Sample Set in Table 3.

bat’bcbbab bbabbcbb.bb ‘A’
babbbcbbbab bbahbt:bbbabb
babbbbcbbbb.b bbabbbbcbbbbabb Dh , tab Die 1b
~±‘t~~cbbbbbab bbabbbbbcbbbbbab
ba cbbbbbbab bbabbbbbbcbbbbbbabb ~~~~~~~ t

~bb - 
5Wiia 5bb

0bbba ~~~~
• bbbabcbabbb bbbbabcbabbbb 

~~~~~ 
1abbhb 0bbbba Ebbbb 

•

bbbabbcbbabbb bbbbabbcbbabbbb
bbbabbbcbbbabbb bbbbabbbcbbbabbbb 0bbbbba tablibb 0bbbbba 5bbbbb
bbbabbbbcbbbbabbb bbbbabbbbcbbbbabbbb S
ibbabbbbbcbbbbbabbb bbbbabbbbbcbbbbbabbbb bbbbbba 1abbbbbb 0bbbbbb. tbbbbbb

Ftt~ 
Nbbibbbbbbcbbbbbbabbb

I .’ 
~~•~~~~
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In this pap.r, the inferences of transition net—5b 1ab 5ba ~) work grammars are presented. in particular , a strategy

lanaguag as has been proposed. it is found to be a• I DbbEabb 0bba Lb to reveal the s.If—emb.dding structures In context-free
DbbbEsbbb Dbbb. Ebb ra ther system atic and practical approach compard to the

• 
• 0bbbb Labbbb 5

~,bba Ebbb existing heuristic methods.
• • • 5bbbbb ~abbbbb 5bbb~~ 

Ebbbb Al though the research of finite-state gr~~ atIcal
0bbbbbb Eabbbbbb 5bbbbbba Ebbbbb inference has been reasonably successful , the research

- in the whole area of grarinatical inference Is stil l in
its infancy. in many cases, fInite—state grammars are

‘baA’ ‘Ma’ not powerful enough to fully characterize the l anguage
under study. Therefore , more complex grammars are

tI
~ 

Lab 5b needed. The subject of grai atica l inference for
grammars of types other than finite state i s of 1nDb E~~ 5bb Ebb creasi ng importance, It has bean proven that trans-

5bb tabbb 0bbb Ebbb formatlonal grammars are as powerful as type 0 grammars.
The close relationship between transition network5bbb Labbbb 5bbbb Ebbbb gra mmars and transformational grammars has been show1,!

5bbbb Eabbbbb 5bbbbb Ebbbbb 
- Clearly, a context-sensitive grammar can be represented

as a context—free grarmar plus a set of transformationDbbbbb Eabbbbbb Dbb~~bb 
Ebbbbbb rules. These can be fully expressed in terms of basic

• • transition netwo rks with a set of augmented arcs. It
An analysis of CSL in terms of transformational turns out that the basic transition networks, which -

•
gr~~ ars can be found in Ref. 11. A CSG can be seen correspond to the context -free gramma r , are the foun—
as a CFG (base) and a set of transformationa l rules. datIons of grammars of different complexities. The
The CSL Is obtained by appl ying a sequence of trans— inference of basic transition network grammars becomes
formations to the CFL generated by the CFG. For a a key to the area of grammatica l Inference. Much work
given sample of CSL, suppose tha t some reverse trans— remains to be done; however, it is hoped that more In
formations are assumed, then a sample set of CFL can terest and research will be stImulated on this subject.
be obtained by applying the reverse transformations.
To complete an Am for the CSL, the technique of BIN References
inference is used to construct the BIN for the CFL and
then augmented arcs are added to achieve the trans 1. Crespi—Reghizzi , S., Melkanoff , H. A., and Lichten ,
formations. It can be seen that the set of assumed L., “The Use of Grammatica l inference for Designing

• reverse transformations plays an important role in the Programming Languages,” CACM , February 1973, pp.
• resulting AN. The system of ATM Inference may be 83—90.

operated under a supervisor In the fashion of trial and
• error. For example, the sketch of an ATH inference 2. Fu, K. S., Syntactic Methods in Pattern Recog-
• system shown In Fig. 6 may be a possible solution. nition , Academic Press , 197k.

For the illustratIon of the Alit Inference technique,
Example 2 is given below. 3. Hopcroft , J. E. and Ullman, J. S., Formal

Lan9uaqes and Their Relation to Automata , Addison-
Example 2: A sample set shown In Table 5 Is wesley, 1969.• given to the KIN inference system sketched in Fi g. 6.

A reverse transformation ‘bbc’bcb’ to the strings is 4. Soloinonoff, R. I., “A Formal Theory of inductive¶ - assumed, The sample set obtained after applying the Inference,” information and Control 7, 1964. pp.
• reverse transformation is shown in Table 6. • 11—22 , 224—25k.

- Table 5 Table 6 5. Feldman , J. A. , GIps , J., Horn ing, J. J., and
• Coder, S., “Grammatica l Conpiexity and inference,”

abc abc Tech. Rept. No. CS-l25, Computer Science Department,
Stanford University , Stanford, California , 1969.

a2b2c2 
•
2 (be)2

• 6. Fu, K. S. and Booth, T. L., “Grammatical inference:
a31i3c3 a3(bc)3 Introduction and Survey - Part I,” IEEE Trans

acti ons on Systems Man, and Cybernetics, Vol . 51W—
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