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A
Abstract high-dimensional grammars such as web grammars,

graph grammars , and tree grammars have been pro-
An error-correcting syntax analyzer for posed. In practical applications, tree grammars

tree languages with substitution errors , called and tree automata have been used in the classifi-
structure—preserved error—correcting tree au— cation of fingerprint patterns (171 , the analysis
tomaton (EcTA), is studied. Substitution of bubble chamber events (3J and the fnterpre

• errors are defined in terms of transformations tation of LANDSAT data (141.
whIch can easily be accommodated to linguistic
notion. Let L be a tree language, for a tree Generalized finite automata , called tree cu-

~~~~ for a tree a in I such~ that the cost sequence its input , have been studied by several authors
of error transformations needed to transform (4, 6, 23 24]. Bralnerd (4] proves that the class

8 not In L, the essence of ECTA is to search tomata, which accept finite trees of symbols as

In L. A LANDSAT data interpretation problem is trees accepted by the automata Is a regular system.
a to B is the minimum among all the sentences of systems which generate exactly the sets of

used as an example to Illustrate the operation Fu and Bhargava (12) first Introduced the appl I
of ECTA. cation of tree systems into pattern recognition.

Later, as studied by Brayer and Pu (5), tree

1. Introduction 
languages are actually a subset of graph languages
corresponding to the type 3 in the string languages

In order to tackle with the uncertainty that case.

usually exists in the process under study, error—
correcting parsing techniques have recently been 

The descriptive power of tree languages and

applied to the areas of compiling, computer corn— 
the efficient analytical capability of tree au-

municatton, and syntactic pattern recognition (2. 
tomata make the tree system approach to pattern

13, 21 , 221. The most widely used error—correcting 
recognition very attractive. This paper is con—

parsing scheme is formulated to include substi’ cerned with the error-correcting version of tree

tutlon, insertion, and deletion errors for string- 
automata. Unlike the strIngs case, where the only

to define these three types of syntax errors In nation, a tree structure would be deformed underto—string correction (26). The basic approach ~
relation between symbols is left—right concate—

• terms of error transformations. The original deletion or insertion errors. The structure-pre-

granunar is then expanded such that error trans— 
served error-correcting tree automaton (ECTA) pro-

formations on each terminal symbo l have their corre— posed takes only substitution errors Into con-

sponding terminal error productions (ii. During side ration. By Introducing a blank element, a

the error—correcting process, a decision criterion deletion error can be treated as substitution of

Is required when the parsing procedure faces a non—blank element by a blank element, and-an

multiple choices of the next move. Two decision insertion error becomes a non-blank eiement in

• criteria have been proposed: the minimum-d istance substitution for a blank element.

• criterion, where distance is measured in terms of
• the number of error transførmations used in a de— Both minimum—distance and maximum-lIkelihood

tenninistic model (1 , 19, 21), and the maximum— 
error—correcting tree automata are formulated in

likelihood criterion in a probabilistic model (13, this paper. An example of using ECTA in LANDSAT

20, 22). 
data interpretation is also presented.

In applying syntactic methods to pattern 
2. Structure-Preserved Error-Correcting

• recognition, one-dimensiona l (string) grammars are Tree Automaton (ECTA)

sometimes inefficient in describing two— or three—

J dimensional patterns. For the purpose of cf Let 0 be a tree domain ,DCU, Z be a set of

fectively describing high—dimens ional patterns , terminal symbols, we define T~~ — (ala £ TE, 0a

tThis work was supported by the AFOSR Grant 74 
0) be the set of trees in the tree domain D~~

2661. terms of the transformation ~: TE
D 
. TE

D.
this section, substitution error is describe

,\

~~

,

)

~~ Approved to.x~ public releaa~~;
d l3t rj bnt  Ion unlimited. COPY ~~~~~~~~~~ ~~ DOES tiOl

1• PERMLT FUU.1 LE~1~LL OI~CT%O~~
1(

~ 
I—.—— ______________ 



• S

E l
AIR FORCE OFFI~~ OF SCIENTIFIC RESEARCH (AFSC) ¶

-~ NOTICE OF TRANSMITTAL TO DDC
This technical report has been reviewed and is

• • 

approved for public release lAW APR 190—12 (7b).
Pi~i I 1~1stribution is unlimited.
I A. D. BLOSE

4 ‘ T.ehnical Information Officer

I



r -

~

--

~~~~~ 

-
• 

• 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -•• •- • -• --•.-- -

For a c 0, * c 2 and a, a’ c T1D, we write For a given tree 6 • (V. r, P, 5) the tree
151* I if a’ Is the result of replacing th9 

automaton that accepts tL(c ) and emits a parse

on nde a of tree a by termina l symbol x. that consists of the minimum numbe r cf error pro-

Furthermore, denotes the composition of fl with ductlon rules is given as follows:

itself k times. ALGORITHM 1. NinimunrDistance ECTA.

The distance on trees In T2
0, ii(a,8), is de- Input: G

~ 
— (V , r, P, S) and tree a.

• 

• 

fined as the smallest Integer k for which al..±.. B,
If a and 8 are two trees In TE

D for some OCU. The Output: Transition table of a and 111(6 )(a).t
function p Is symmetric and satisfies triang le In—
equality.

(I) If r(a(.)) — 0, a(a) — x, then add
Let L be a tree language, and tree B i L, the tO

• 
• essence of ECTA Is to search for a tree a, a c L th

such that (a) (X0,0,k) if *0 4 x is the k

p(a,8) — m?{p(v ,B)Iv £ I, D,~, — D
~
) (1) rule In P.

th
• and reconstruct B as a. Eq. (1) Is also defined as (b) (X0,l ,k) if *0 • y Is the k

the distance of B from I, denoting 111(8). a is rule In P and y ~ x.
• called the minimum—distance correction of B in L. (2) If r(a(a)) — n 0, a(.) — x, then
• : 2.1. MInimum—Distance ECTA 

add to t1

• By using the idea of addIng terminal error pro- ~~ ~~~~~ if

ductio~ rules corresponding to 
substitution error /\

transformations, as proposed by Aho and Peterson (I], n
the covering grammar G~ — CV’, r’, P’, S) of a 

kth rule in P and
given tree grammar G

~ 
— (V. r, P, s) is constructed

as follows : (x 1,t1,Ic 1) £ ta i i ~ ••~
(Xn~

tn ikn) £ ta.n

Stee 1. V1 — (v—Z)IJ 2’ where E’~~ 2 is  a new then t t~ 4• ...+ £
set oF~~rmInal symbols. (b) (x 0,L ,k) , if +

• 
~~~~~ 

For each y £ 2’ add to P’ 
Is the

I• y x x .x

*0 + /\ if *0 /\ ~ P kth rule In p. y ~I
Xl•••Xr(x) X,...X ( )  (x1,t1,k1) £ ta•i~•••~

(Xn~
tn~

kn) £ ta.n
or *0 
. y if *0 x is in ~ then ~ — 

~l 
• ..~~ ~ + ~~

The language generated from G consists of the (3) Whenever more than one item in t has
• language L(G

~
) and its correspondi~g erroneous 

a
the same state, delete the i tem with

trees. Hence, L(G
~
) can be written as larger number of errors.

L(G
~
) — (4) If (S,t,k) t t0, then ut(Gt) (a) — A.

(a ’Ia’ £ It,, and~~ci c L(G~) such that 0a’ 
If no item in to is of the form (S,t,I4,

Da) then no tree in L(G
~
) is in tree

Following the concept of tree automaton, the doma1m 0a’ the Input 
tree is rejected.

[CIA is a backward procedure for constructing a
tree-like transition table. Assume that a is the The parse of a can eas ily  be traced out

input tree. For each node a c Da there is a corre— from the transition table.
spending set of tri plets, denoting t~, in the The tree grammar In the following example Is
transition table. Each triplet (x,t,k) is added part of the highway granunar used in Section 3. In
to t~ if X Is a cand idate state of node a, £ is the the meantime , we use it as an example here to

minimum number of errors in subtree a/a when node Illustrate the operation of ECTA and to demonstrate

a is represented by state X, and k specifies the the highway patterns recognition procedure that

production rule used. w lii be discussed In SectIon 3.

EZMPLE I. Consider a set of vertical lIne
notations and definitions of trees, tree patterns as given in Fig. I. Assume that elements

grammars , and tree automaton follow those of in the 4 x 4 array are connected as a tree shown
Bra inerd (4). _]n F1e. 1. Thus_

r~~~~~~~ c~ Jh
Pattern has its

• i•~
•.•
~ ~~~~ 

-

2I
.

~~~•



• • - — • • ••• S•..~~~ • ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ • • S ~S~SS,~~~~f corresponding tree representation. For example, deformetiom probabilities , and maximum-likelIhoodpattern (b) in Fi g. 1 can be represented by the1 .rror—corr.ctlng parsers have been introduced in
• tree shown In Fi g. 3, where nodes labeled by symbol (10, 13, I6).

“b” represent blank elements “!~~ “, and nodes
labeled by “h” represent highway elements “0”. The .xp.nsive stochastIc tree graimnars and
The tree grammar that generates these tree repre— languages defined In (31 are briefly reviewed.
sentations can be written as:

• DEFINITION i. A stochastic tree grammar
• I — (V. F, P, 5) over <2, r) where ç — (V, r, F, S) over VT is expansive if and

— Cs, A0, A1, A2, A3, *5)1 1~ , ‘2’ (3* $, b. h) only if each rule in P Is of the form

• { • D 0) *0 
.La~
/\ 

or *0 
_2. x where x £ E

$‘ b’ h ••~
Xr (x )

r($) — I, r(b) — (0, 1 , 3) , r(h) — (0, I , 3)
• 8 8 $ $ 

and Xo, XI~ ••*Xr() c V— 2 are nont.rmlnais.
• • P :S~~

(1) (2) ~~ *3 A4 
DEFINITION 2.

h 
L(C~) —

• ~~ .A h ((a, p(aDJa £ S ~L) a, I — l~”k,(5) (6) ~ (7) h 
k*0 *0 *0 0 p(a),,. 
~ 

p1)
b b i—i

(8) 
A2 

~~~ where k Is the number of iii distinctly(9) . S
x
~ *0 

I~ *0 A 1 12 
different derivation of a from S, and p~ is
the probability associated wIth the ith

b distinct derivation of a from S.

(lo)~ 

,/r\ ~l 
-4 

Assume that the occurrence of substitution
(Ii) error on a termina l Is independent from Its*0 *2 13 neighboring terminals. Fund and Pu (13) define

substitution error as a stochastic mapping:
b b 6: 2 • 2 such that 6(a) — b, a, b £ 2 , with

2 13 -4 J probability q(bja), and furthermore,
(12) ( 13)I~ 12 

q(b~a) — I (2)

b b Assume that t — tI~ •~
tn x is a terni over <2, r>.

(14) *0 *0 *0 
( 15) X0 (16) b

6(t 1...t x) — 6(t,) ... .S(t~)6(x) (3)

(17)I i • h 
A tree t — t l••

~
tn x is said to be locally cor-

rupted under 6 mapping , If two trees a —

• I t 1...t~, x , a’ — t~’...t ‘ x are in TED , then
Biven a noisy pattern and Its tree repre— probability of a’ being the noisy deformed tree of

s.ntatlon B, which are shown In Fig. 4(a) and (b) a is
respectively, the recognition of B by using ECTA q(a’ta) — (4)
is shown in FIg. 5. Since (S, 3, 2) is in t0. B q(t1 ’ft 1

) ... q(t,,’It,,) q(x’~x)
Is accepted by the (CIA , m d  the number of errors
Is 3. The parse that generates the corresponding We further have
correct tree of B is shown in FIg. 6. 

0 q(a’Ia) — 1
a’c122.2. MaxImum—Likelihood ECTA , - U (5)for an g a c T

When the probability distribution of patterns
and/or deformatIon probabilities of each terminal For a given stochastic grammar G~ — (V,r,P,S)ar, availab le , error—correct ing parsing based on
maximum—likelihood criterion become a plausibl e Over <2, F>, when the deformation probabilities
approach in handling noisy patterns. Definitions q(yIx) are known for all * c 2, y £ 2 , the

• and properties on stochastIc grammar, termina l

~ ~~~

3
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stochastic covering gra,uanar becomes G~, — p — p1I*..,*p ’*p*q(y~4.
(V’, r’, F’, s) over <2’, r’> where V’ —
(V—!) U 2’ and 2’ ~ 2 is the set of termina l’ (3) Whenever more than one item in
symbols, and for all y £ t~ X0

.2.-a y is in p’ If ta have the same state, delete

*0 —2—0. * Is In p, or *0 y is In the item associated with smeller
probability./ “ (4) i f (S,p’,k) £ to, then q(ci)L).p ’.XII. IX r (x)
If no Item in to is associated

• F’ If *0 
_2_0.
/\ Is in P and p — p q(ylx). with the start state 5, then no

tree in L(G~) is In tree domain• XI~ •~
Xr(x) D

~
. input tree is rejected.

Apparently, L(Gs’) can be written as L(G~~) — 3. ApplicatIon of ECTA to Recognition
((a’, p’(a’))Ia’ £ T..1 

of Hi ghway Patterns from LANDSAT Data
1.,

Recently, syntactic methods have been used to
p’(a’) — q(a’Ja) p(a)) analyze and interpret data obtained from the earth

aE
~
L(Gs) resource technology satellite (LANDSAT) (5, 14).

~ —D The input data used by Brayer and Eu or Li and Fu
a’ a are the results of pointwise classification (25).

Each pixe l collected by LANDSAT represents a
Suppose that the given noisy input tree a’ ground area of approximately 60 * 70 m2. Ac-

e In tree domain 0, i.e., ci’ c T2
0, the maximum— cording to spectral and/or temporal measurements

of the object , a p ixe l is then classif ied intolikelihood error—correcting decision rule in this classes of water , cloud , downtown, concrete, orcase is to choose a tree a In L(G5) of domain D, prass, etc. Due to the resolution size, spectral
I..., a t L(G5) and a c T2

0, such that si gnals of smaller objects are usually composed of
reflectance of several different kinds of ground
cover. For instance, the spectral signal of a

q(a’Ici)p(a) — (6) segment of a hi ghway actually results from a corn-
max q(aI~~)p(Ø) bined reflectance of concrete surface, grass, and

0 transportation vehicles. Consequently, the van-B c L(65) fl T~ ation of size of smaller objects and their sur-
roundings changes their reflectances, and thus,We call this value, q(a’~a)p(ci), the probability their spectral properties from point to point.of s’ beIng a noise deformed tree of L(G~) and This uncertainty causes some difficulty in settingdenote It as q(a’~L). threshold for classification based on spectral
informa tion of individua l points only. One cx-The structure-preserved maximum-likelihood

[CIA is given as follows: • ample of the results of pointwi se classified
patterns is g iven  in Fig. 7 which covers the area
of the northern part of Grand Rapids , Michi gan.ALGORITHM 2. Maximum—LIkelihood ECTA Each symbol “H” represents a pixe l that Is classi-
fied as a segment of hi ghway. Fig. 8, which isInput: (1) Stochastic grammar G~ • Cv , r,P,S). obtained from the official highway map, Ind i cates

(2) Deformation probabilities q(y~x) the major divided hi ghways of the same area .
for all * c 2, y c 2’. As illustrated in Fig. 7, the inadequate

(3) Input tree a. resolution of highways and the mass of scattered
concrete and grass—mixed objects other than

Method: Cl)  if rfa(a)J — 0, aCe) — y then add hIghways result In discontinuity of hi ghways and
spurious points from pointwlse classification.to ta~ (X01p ’,k), If X~ — 0 ’  * is Therefore, the need for using syntactic method s

the kth rule In P and p’ — as a refinement becomes evident. Syntactic —
p q(y~x). pattern recognition has the advantage of usIng

contextual and structural Information contaIned
(2) If r(a(.)J — n, n > 0, a(a) y in patterns for recognition purposes.

then add to t~ (X01p ’,k), If
Brayer and Pu (53 use web gra mmars modeling

rule In c lasses of clouds , downtown, highways . etc. Due*0 ~~~ /*\ is the k t
~ to the lack of an efficient parsing procedure for

~~~~~~ 
web gramma r, a matching process is used in the
actual recognition of patterns. In (14], Li and

P and (X 1,p 1 ’ ,k 1) £ t
~~1 ... Pu use a tree grammar and a tree automaton to

analyze line patterns such as h ghways and rivers

~ui’i~,
h1 ) £ t then In the Grand Rapids area. It demonstrates fairly
n a.n good results In recognizing rivers among ponds

L
t •
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I
and some madern buildings with glass wails having 4. Conclusion
similar reflecting surfaces as water, but poor

• analyzing highway patterns. Evidently, highway The formulations of structurs—preserved
patterns are u s u a l l y  too noisy to be effectively error—correcting tree automaton both for minimum-
analyzed by a conventiona l gramatical inference distance criterion and maximum-lIkelihood criterion
procedure and parsing methods, are presented. Its application to LANDSAT data

• analysis is Illustrated in SectIon 3. An alter-
In (5] and (14], pIctures are scanned window native solution, if not using the error—correcting

• by window. A window is an array of pixels. Each scheme, of course, is to obtain a sufficient set
pI*ei is either represented by symbol “H” or is a of positive samples and a set of negative samples
blank, Some subpatterns consisting of several from training data, and to infer a grammar so that
pixels are selected as primItives. A syntactic all the negative samples are excluded from the
method is then used to decide whether the pattern language and all the positive samples are included
In a window is a desired pattern. In our appl i— (11]. It Is difficult to Infer such a grammar
cation, we choose the size of window to be an when patterns are Irregular . Beside s , due to the
8 * 8 array of pixels , and the labels on single large variation of input data, a slight difference
pixels to be primitIves. Thus, we have two in the training set will cause some patterns to
kinds of primitives: “h” represent a segment be rejected during parsing.
of highway and “b” represent a nonhighway area.

Due to the restriction on using fixed tree
Similar to the procedure illustrated in Ex— domains, the application of structure-preserved

ample 1 , an array of primitives In a window are error—correcting tree automaton lacks flexibility.
connected as a tree. Each primitive becomes a To remove this restriction , a generalized error-
labeled node in the tree representation. We fix correcting tree automaton Is under study (IS]
the tree domain to be 0H’ and allow node labe l to where special types of insertions and deletions
be either “ii ” or “b.’ Hence, there are 264 tree are considered.
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