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Abstract

An error-correcting syntax analyzer for
tree languages with substitution errors, called
structure-preserved error-correcting tree au-
tomaton (ECTA), is studied. Substitution
errors are defined in terms of transformations
which can easily be accommodated to linguistic
notion. Let L be a tree language, for a tree
B not in L, the essence of ECTA is to search
for a tree a in L such: that the cost sequence
of error transformations needed to transform
a to B is the minimum among all the sentences
in L. A LANDSAT data interpretation problem is
used as an example to illustrate the operation
of ECTA.

ADA034061

1. Introduction

In order to tackle with the uncertainty that
usually exists in the process under study, error-
correcting parsing techniques have recently been
applied to the areas of compiling, computer com-
munication, and syntactic pattern recognition [2,
13, 21, 22], The most widely used error-correcting
parsing scheme is formulated to include substi-
tution, insertion, and deletion errors for string-
to-string correction [26]. The basic approach is
to define these three types of syntax errors in
terms of error transformations. The original
grammar is then expanded such that error trans-
formations on each terminal symbol have their corre-
sponding terminal error productions [1]. During
the error-correcting process, a decision criterion
is required when the parsing procedure faces
multiple choices of the next move. Two decision
criteria have been proposed: the minimum-distance
criterion, where distance is measured in terms of
the number of error transformations used in a de-
terministic model (1, 19, 21], and the maximum=-
likelihood criterion in a probabilistic model [13,
20, 22].

In applying syntactic methods to pattern
recognition, one-dimensional (string) grammars are
sometimes inefficient In describing two= or three-
dimensiona) patterns. For the purpose of ef-
fectively describing high-dimensional patterns,
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high-dimensional grammars such as web grammars,

graph grammars, and tree grammars have been pro-
posed. In practical applications, tree grammars
and tree automata have been used in the classifi-
cation of fingerprint patterns [17], the analysis
of bubble chamber events [3], and the interpre-~
tation of LANDSAT data [14].

b

Generalized finite automata, called tree au- /
tomata, which accept finite trees of symbols as 3
its input, have been studied by several authors ¥
{4, 6, 23 24). Brainerd [4] proves that the class E
of systems which generate exactly the sets of
trees accepted by the automata is a regular system. §
Fu and Bhargava [12] first introduced the appli- !
cation of tree systems into pattern recognition,
Later, as studied by Brayer and Fu [5], tree
languages are actually a subset of graph languages
corresponding to the type 3 in the string languages
case.,

The descriptive power of tree languages and
the efficient analytical capability of tree au-
tomata make the tree system approach to pattern
recognition very attractive. This paper is con-
cerned with the error-correcting version of tree
automata. Unlike the strings case, where the only
relation between symbols is left-right concate-
nation, a tree structure would be deformed under
deletion or insertion errors. The structure-pre-
served error-correcting tree automaton (ECTA) pro-
posed takes only substitution errors into con-
sideration. By introducing a blank element, a
deletion error can be treated as substitution of
a non-blank element by a blank element, and-an
insertion error becomes a non-blank element in
substitution for a blank element.

Both minimum-distance and maximum-1ike!lihood
error-correcting tree automata are formulated in
this paper. An example of using ECTA in LANDSAT
data interpretation is also presented.

2. Structure-Preserved Error-Correcting
Tree Automaton (ECTA)
Let D be a tree domain,DC U, T be a set of
termina) symbols, we define T:D = {aja € Tge Oy =

D} be the set of trees in the tree domain ott. In
this section, substitution error is described in

terms of the transformation n: tzo - Tto,
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ForaeD,xeclanda, a'€ Tzo. we write

Na/x v if a' s the result of replacing thg
?a 1 on node a of tree a by terminal symbo) x.

Furthermore, nk denotes the composition of n with
itself k times,
The distance on trees in Tzo. u(a,B), is de-

fined as the smallest integer k for which u|.i. B,
if a and B are two trees in T,D for some DCU. The

function u is symmetric and satisfies triangle in-
equality.

Let L be a tree language, and tree B £ L, the
essence of ECTA Is to search for a tree o, a € L
such that

ula,B) = '":,"{u(v,a)lv el D, * DB) 1))}

and reconstruct B as a. Eq. (1) is also defined as
the distance of 8 from L, denoting uL(B). als

called the minimum-distance correction of 8 in L.
2.1, Minimum=Distance ECTA

By using the idea of adding terminal error pro-

duction rules corresponding to substitution error

transformations, as proposed by Aho and Peterson (1],
the covering grammar Gt = (V!', r', P*, S) of a

glven tree grammar G = (v, r, P, S) is constructed
as follows:

Step 1. V' = (V-I)U E' where I'D I is a new
set of terminal symbols.

Step 2. For each y € I' add to | b

y x
Xg /\ LI Xg AN p
X‘... r(x) X|...Xr(‘)
orxo-#y if Xo-’x is in P,
L}
The language generated from G_ consists of the
language L(G‘) and its correspondiﬁg erroneous

[}
trees. Hence, L(Gt) can be written as
L]
"(Gt) -
{a'|a’ € Ty, and7a € L(Gt) such that D , =
a

Following the concept of tree automaton, the
ECTA is a backward procedure for constructing a
tree-like transition table. Assume that & is the
input tree. For each node a € D, there is a corre~
sponding set of triplets, denoting t.y in the

transition table. Each triplet (X,2,k) is added
to t, if X is a candidate state of node a, L is the

minimum number of errors in subtree a/a when node
a Is represented by state X, and k specifies the
production rule used.

”m notations and definitions of trees, tree

grammars, and tree automaton follow those of
Brainerd (4],

For a given tree G_ = (V, r, P, S) the tree
automaton that accepts L(Gt) and emits a parse

that consists of the minimum number cf error pro-~
duction rules is given as follows:
ALGORITHM 1. Minimum-Distance ECTA.

Input: (;t = (V, r, P, S) and tree a.

Output: Transition table of a and Y (6 )(u).
t

Method:
(1) tf rla(a)) = 0, a(a) = x, then add

to t
a

() (Xg,0,k) 1f Xy x Is the ith
rule in P,

(b) (Xg1,k) 1f X >y Is the Kt
rule InP and y ¢ x.

(2) 1f rla(a)) = n >0, afa) = x, then
add to t.

h

(‘) (xool.k). if Xo "/x\ is the

x"-ux"

kth rule in P and

(X‘,!‘.k|) € za_l.....(x
then £ = !l Foeot ln

|,',!.",k“) C X

(b) (xolzok) ’ if Xo "/y\ is the

Ryeook

th &

k" rule inP, y ¥ x, and
(Xyalyaky) € taaqoenas(Xu20ke) € 2y,

then L = l.| L !." + 1.

(3) Whenever more than one item in t, has

the same state, delete the item with
targer number of errors.

(8) 1f (5,2,k) € ty, then u (g,) (@) = L.
If no item In ty Is of the form (s,4K,
then no tree in L(Gt) is in tree
domain Du. the Input tree is rejected.

The parse of a can easily be traced out
from the transition table.

The tree grammar in the following example is
part of the highway grammar used in Section 3. In
the meantime, we use it as an example here to
i1lustrate the operation of ECTA and to demonstrate
the highway patterns recognition procedure that
will be discussed in Section 3.

EXAMPLE |. Consider a set of vertical line
patterns as given in Fig. 1. Assume that elements
in the & x &4 array are connected as a tree shown

) h pattern has its

I —————-—- o




corresponding tree representation. For example,
pattern (b) in Fig. | can be represented by the
tree shown in Fig. 3, where nodes labeled by symbol
“b'* represent blank elements '"[J*, and nodes
labeled by "h'" represent highway elements " 3",
The tree grammar that generates these tree repre=
sentations can be written as:

Gn = (V, r, P, S) over <L, r> where

Vom (S, Ags Ay Ay Agy Xg, 1)y 1y, 130 §, by )

t={. O EI
$¢ b h
r($) =1, r(b) = {0, 1, 3}, r(h) = {0, 1, 3}

4 0 0
) 2 W |
Ao()A‘(a)A3()A~

. h
@ /N
A, X

h
(6)‘ (M »n
()

o *o %o
b b
A, -+ A, »
) 2
(8) /’\ (9) /,\
X0 % 1) oA
b h
A, + i, -
3
(10) "o/"z\'3 m) ’l‘o
'z" : l,-v b
(12) " a3,
S
0
(18) X, Xy %o (s) x,  (16) »
ani, +n

Given a noisy pattern and its tree repre-
sentation B, which are shown in Fig. 4(a) and (b)
respectively, the recognition of B by using ECTA
Is shown in Fig. 5. Since (S, 3, 2) is in toe B

is accepted by the ECTA, and the number of errors
is 3. The parse that generates the corresponding
correct tree of B is shown in Fig. 6.
2.2, Maximum=Likelihood ECTA

When the probability distribution of patterns
and/or deformation probabilities of each terminal
are available, error-correcting parsing based on
maximum=1ikelihood criterion become a plausible
approach in handling noisy patterns. Definitions
and properties on stochastic grammar, terminal

deformation probabilities, and maximum-1ikelihood
error-correcting parsers have been Introduced In
(10, 13, 16).

The expansive stochastic tree grammars and
languages defined in [3] are briefly reviewed.

DEFINITION |, A stochastic tree grammar
zs = (V, r, P, S) over vy is expansive if and
only If each rule In P Is of the form

xo-b/"\ orxo-goxwhucxet

'...Xr(x)

and Xo, x|....x ) € V- L are nonterminals.,

r(x
DEFINITION 2,

L(sg) =

{(a, p(a))]a € T,, sﬂ» a, | = Jeoek,

k
pla), I p')

where k is the number of all distinctly
different derivation of a from S, and P Is

the probability associated with the ith
distinct derivation of a from S.

Assume that the occurrence of substitution
error on a terminal is independent from its
neighboring terminals. Fund and Fu [13] define
substitution error as a stochastic mapping:

§: I + I such that 8(a) = b, a, b € I, with
probability g(bja), and furthermore,

I qlbla) =1 (2)

bel

Assume that t = t|...t" x is a term over <I, r>.
We have

Styerat, x) = 8(t) ee 6(e)6(x)  (3)

A tree t = t|...t“ x is said to be locally cor-

rupted under § mapping, (f two trees a =
tluc.tn X, a' = t"-octn' x' are in T:o. the

probability of a' being the noisy deformed tree of
ais
qla’]a) = )
q(t|'|t|) e d(t"'ltn) Q(X.ll)
We further have

) = qa’|a) =
a'c'l'z

forangaesz.D.”U (s)

For a given stochastic grammar Gs = (V,r,P,S)

over <I, r>, when the deformation probabilities
q(y|x) are known for all x € £, y € £ , the
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stochastlc eovcr!ng grammar becomes Gs. -

(v*, ,» S) over <I', r'> where V' = J
(V-t) u ):' and DL ls the set of terminal

symbols, and for all y ¢ L' X-L->y is in P' if
xo-LéxlslnP orx-Loy is in

X|...Xr(x)

Pt If X, £ is in P and p' = p qly|x).

xl...xr(x)
Apparently, L(Gg') can be written as L(cg') =
{(a’, P.‘“')”“' € Tzn'
p'(a’) = §
ael Gs)

-
oa' Du

q(a'ja) pla)}

Suppose that the given noisy input tree a'
Is In tree domain D, i.e., a' € Tto' the maximum-

1ikelihood error-correcting decision rule in this
case is to choose a tree n in L(Gs) of domain D,

f.€ey @ € L(Gs) and a € ‘I’z » such that

qla’|a)p(a) = (6)
max q(a'|B)p(B)

D
BelG)N T,
We call this value, q(a'|a)p(a), the probability

of a' being a noise deformed tree of I.(G ) and
denote it as q(a'|L).

The structure-preserved maximum=-1ikelihoad
ECTA is given as follows: P

ALGORITHM 2, Maximum=-Likelihood ECTA
Input: (1) Stochastic grammar Gg = (v, r,P,S).

(2) peformation probabilities q(y|x)
for all x e I, ye I'.

(3) Input tree a.
Method: (1) If rla(a)]) = 0, a(a) = y then add
to t,, (Xg.p',k), If X, Lo is

the kth rule in P and p' =
p aly|x).

(2) 1f rlafa)) =n, n >0, ala) » y
then add to t_ (xo,p'.k). if

- /"\ is the k" rule in
X'...Xn
Pand (X,0p)'0k)) € 8, ) oo

]
(xn"n"‘n) €t,,, then

p' = P|'*"'*Pn'*9*q(¥|")'

(3) Whenever more than one item in
t, have the same state, delete

the item associated with smaller
probabllity.

(k) 1F (S,p',k) € tys then qlajL) =p’,

If no item In to is associated

with the start state S, then no
tree in L(G.) is in tree domain
Da‘ Input “tree is rejected.

3. Application of ECTA to Recognition
of Highway Patterns from LANDSAT Data

Recently, syntactic methods have been used to
analyze and interpret data obtained from the earth
resource technology satellite (LANDSAT) (5, 14].
The input data used by Brayer and Fu or Li and Fu
are the results of pointwise classification [25].
Each pixel collected by LANDSAT represents a
ground area of approximately 60 x 70 m2, Ac-
cording to spectral and/or temporal measurements
of the object, a pixel is then classified into
classes of water, cloud, downtown, concrete, or
grass, etc. Due to the resolution size, spectral
signals of smaller objects are usually composed of
reflectance of several different kinds of ground
cover, For instance, the spectral signal of a
segment of a highway actually results from a com-
bined reflectance of concrete surface, grass, and
transportation vehicles. Consequently, the vari-
ation of size of smaller objects and their sur-
roundings changes their reflectances, and thus,
their spectral properties from point to point.
This uncertainty causes some difficulty in setting
threshold for classification based on spectral
information of individua) points only. One ex-
ample of the results of pointwise classified
patterns is given in Fig. 7 which covers the area
of the northern part of Grand Rapids, Michigan.
Each symbol "'H" represents a pixel that is classi-
fied as a segment of highway. Fig. 8, which is
obtalned from the official highway map, indicates
the major divided highways of the same area.

As illustrated in Fig., 7, the inadequate
resolution of highways and the mass of scattered
concrete and grass-mixed objects other than
highways result in discontinuity of highways and
spurious points from pointwise classification.
Therefore, the need for using syntactic methods
as a refinement becomes evident. Syntactic
pattern recognition has the advantage of using
contextual and structural information contained
in patterns for recognition purposes.

Brayer and Fu [5) use web grammars modeling
classes of clouds, downtown, highways, etc. Due
to the lack of an efficient parsing procedure for
web grammar, a matching process is used in the
actual recognition of patterns. In [14), LI and
Fu use a tree grammar and a tree automaton to
analyze line patterns such as highways and rivers
in the Grand Rapids area. It demonstrates fairly
good results in recognizing rivers among ponds




and some modern buildings with glass waiis having
similar reflecting surfaces as water, but poor l)
analyzing highway patterns. Evidently, highway
patterns are usually too noisy to be effectively
analyzed by a conventional grammatical inference
procedure and parsing methods.

In [5] and [14], pictures are scanned window
by window. A window is an array of pixels. Each
pixel is either represented by symbol "H'" or is a
blank. Some subpatterns consisting of several
pixels are selected as primitives., A syntactic
method is then used to decide whether the pattern
in a window Is a desired pattern. In our appli-
cation, we choose the size of window to be an
8 x 8 array of pixels, and the labels on single
pixels to be primitives. Thus, we have two
kinds of primitives: "h'" represent a segment
of highway and ''b'' represent a nonhighway area.

Similar to the procedure illustrated in Ex-
ample 1, an array of primitives in a window are
connected as a tree. Each primitive becomes a
labeled node in the tree representation. We fix
the tree domain to be DH' and allow node label to

be either "h" or 'b.'" Hence, there are 264 tree
representations in ‘r}:n , where I = {b,h,$}, § is

a start terminal. Apparently, the set of all
possible patterns in an 8 x 8 window and the set
of all labeled trees in the tree domain D” are
one-to-one correspondence.

Assume that only a single segment of highway
or at most two intersected highways that appeared
within a window is considered. Hence, positive
sample patterns are patterns of vertical, hori-
2zontal, diagonal lines or two intersected lines.
A tree grammar is then inferred to generate the
set of positive sample patterns. This highway
grammar is given in Appendix A of [15]. The idea
of using error-correcting tree automaton is to
measu re the distance between the input pattern
and patterns in the set of positive samples, |If
the input pattern is not one of the positive
sample patterns, it will further be reconstructed
to its best matching pattern according to the
minimum-distance criterion. Details of the recog-
nitfon procedure are discussed in [15].

The error-correcting scheme of the highway
recognition problem is programmed in Fortran IV on
a CDC 6500 computer and tested by using the data
shown in Fig. 7. The result is shown in Fig. 9.
There are 80 x 160 pixels in the input data. The
cpu time for processing is 150 sec.

We also use the highway grammar which is in~
ferred from the Grand Rapids data to analyze some
other noisy data, such as data obtained from
Lafayette, Indiana. The pointwise classified data
of Lafayette is shown in Fig. 10 which contains
125 x 125 pixels. The result of the error-cor=
recting analysis is shown in Fig. 11. The cpu
time used is 101 sec. For comparison, we use
the highway map shown in Fig. 12 as ground truth,

4. Conclusion

The formulations of structure-preserved
error-correcting tree automaton both for minimum-
distance criterion and maximum=-1ikelihood criterion
are presented. Its application to LANDSAT data
analysis is illustrated in Section 3. An alter-
native solution, if not using the error-correcting
scheme, of course, is to obtain a sufficient set
of positive samples and a set of negative samples
from training data, and to infer a grammar so that
all the negative samples are excluded from the
language and all the positive samples are included
[11]. 1t is difficult to infer such a grammar
when patterns are irregular, Besides, due to the
large variation of input data, a slight difference
in the training set will cause some patterns to
be rejected during parsing.

Due to the restriction on using fixed tree
domains, the application of structure-preserved
error-correcting tree automaton lacks flexibility.
To remove this restriction, a generalized error-
correcting tree automaton is under study [15]
where special types of insertions and deletions
are considered.
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Fig. 7. Pointwise Classified Highway Data
Obtained from Grand Rapids, Mich.

Fig. 8. Divided Highway Map of Northern Part

of Grand Rapids, Mich.
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