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•
This thesis presumes that the reader possesses a

moderate knowledge of the Fourier transform model of the

human visual system. The reader desiring more detail

should refer to the bibliography. Although statistically

significant results were not obta ined , the recommendations

of this study should allow a continuation of the research

to provide improved results.
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{ Abstract

The pur pose of this study was to develop an algorithm

which could produce from a given symbol set a new symbol

set that would be optimally separable by human eub )scts.

A symbol change algorithm was developed based on the Fou-

rier transform model of the human visual system and the

inverse relationship between the number of human confu-

sion errors that result from the basic shapes of symbols

and the Euclidian distances between these symbols in the

Fourier domain. The algorithm effectively changes the

shap. of certain symbols of a given symbol set by con-

trebled manipulation of the symbol in the transform do-

main until a minimum, Euclidian distance threshold is

C achieved between the changed symbol and all other symbols

in the set. A symbol set confusability number was also

developed which can be used to evaluate different symbol

- . sets with the lower number identifying the least confus-

able symbol u t , The author believes that by apply ing

this algorithm for a given symbol set the number of human

confusion errors that occur due to the shapes of these

given symbols will be effectively reduced . 
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AN ALGORITHM TO GENE RATE AN OPTIMA LLY

HUMAN-SEPA RABLE SYMBOL SET

I. Introduction

The number of two dimensional symbolic codes used to

display various meanings to weapons systems operators is

increas ing as more complex weapons systems are developed.

The addition of each new symbolic code often creates

some confusion for the systems operator who must be , or

has been, familiar with more than one weapons systr’~.

This becomes especially critical in a combat environment

in which the systems operator must be able to rapidly

differentiate between various symbol meanings .

The need for standardization in developing symbolic

codes for a variety of weapons systems was stated quite

well by Honigfeld in 19611s “The need for a standard

symbology i. highlighted by the fact that each contrac-

tor who develops a radar system has, in the past, been

allowed to arbitrarily select a symbol code and it~
meaning for display use. Since symbols have not been

specified formally, the result is a unique code for each

system. Symbol meanings differ from system to systemi

identical meani ngs might be represented on one display

by numbers, on another by letters, and on a third by ge-

ometric forms” (Ref 12.1).
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In addition to confusing the meanings of symbols in

one set with those of another set , the systems operator

may also confuse the individual symbols within one set

with each other. In 1973 a group from the Aerospace

Medical Research Laboratory (AMRL) , Wright-Patterson Air

Force Base , Ohio , studied the standardization problem of

symbol coding and range presentation in a high threat

environment . Although an “optimum ” symbol set was not

developed , the team recommended that a given symbol set

should use a flickering circle to highlight critical

threats and that the alphabetical form of the letter “A”

should be replaced by a more distinct geometrical form.

If this latter suggestion was implemented , the systems

( - operator would avoid confusing the letter “A” with the

number “b” (Ref 1.11.27-32).

An engineering model of the human visual information

processing system proposed by Kabrisky in 1966 (Ref 13)

and a subsequent psychological study by Goble in 1.975

(Ref 10) suggest an approach to explain the degree of
I

confusion between symbols such as the letter “A” and the

number “4” in the AMRL symbol sets . This approach uses

a two dimensional, discrete Fourier or Walsh transform

model for pattern recognition and provides the basis for

this study which involves th. controlled manipulation of

symbols in the transform domain to “create ” new symbols

that are optimally separable by human subjects.

i i
t _ _ 
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• 
II. BackRround

Kabrisky proposed a human pattern recognition

model in 1966 based on Fourier analysis . He theorized

that the rich neural interconnectivity of the visual

cortex could save a significant number of basic compu-

tational elements by transferring data with a two di-

mensional Fourier transform (Ref 13.82). Using

Kabrisky’s work, Radoy, in 1967 , showed that the en-

tire English alphabet could be correctly classified

from the information contained in the fundamental spa-

tial frequency component and the first two harmonics

(Ref 16). Based on Kabrisky’s model of the human vis-

ual system and Radoy’s Fourier transform approach for

a pattern recognition machine , further work by Tailman

in 1969 (Ref 17), Carl in 1969 (Ref 3), and Granlund in

1970 (Ref 11.195—201) more closely approximated human

performance in processing and classifying handprinted

characters by machine (greater than 95% accuracy) .

In 1973 an Aerospace Medical Research Laboratory

team studied problems associated with the standardiza-

tion of symbolic coding used to display information to

a weapons systems operator in a high threat environ-

ment, They found that certain symbols were more like-

by to be confused with each other and recommended that

some of the more confusable symbols should be either

_ 
3
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replaced or changed (Ref 14.31,32) . In that same year ,
Thomas applied Kabrisky ’s more highly refined , Fourier

(or Walsh ) transform, pattern recognition model of the

human visual system to develop a predictor of human

performance in certain symbol recognition tasks , con-

centrating on threat symbols (Ref 19).

However , not until Goble ’s dissertation in 1975

had the Euclidian distances between symbols , charac-

ters or patterns resulting from the transform model

been linked to the human error rate , Goble indicated

that “as an inadvertant concomitant to producing a

pattern recognition device which handles handprinted

alphabetic characters , a matrix of Euclidian distances

is produced. Each prototype letter has an Euclidian

distance between it and all other class prototypes.

Using a third harmonic , low—pass filter ( 7x7) estab-

lishes a 49 space domain in which each filtered trana —

form prototype is defined by one point in this space .

Euclidian distances are normalized so the distance of ,

for instance, prototype A to prototype B may serve as

an indication of the degree of error or confusability

in the pattern recognition” (Ref 10.19—20). Me pro-

posed that an inverse relationship exists between the

Euclidian distances in the Fourier or Walsh domain and

the number of errors . Thus , smaller Euclidian die-

tances are associated with a high degree of error or



.t ( confusion and larger Euclidian distances are relative-

ly error free .

The success of this Fourier or Walsh transform

model for class ific*tion of visual imagery parallels

the technological advances made in digital computers

and processing techniques (Ref 1 and Ref 5) . The two

dimensional, discrete Fourier transform (an orthogonal

transform) can b used to decompose input data that

represents a visual (spatial) image. This decomposi-

tion yields a set of sinusoidal Fourier components

that has preserved both the distance and the angle be-

tween vectors • Thus , all of the information in the

original spatial image is present in the Fourier (spa—

C tial frequency) domain, and the spatial image can be

reproduced by adding the correct Fourier components.

If the higher spatial frequency components are re-

moved, the basic form of the original image is still

preserved by the filtered, lower spatial frequency

components (Ref 3,52—52, Ref ~i , and Ref 9,92—103) .

Finer details of the imagery app ear as progressively

higher frequency components are added to the filtered

transform space. This property of image processing

and classification not only suggests an alternate ap—

proach to th. classical pattern recognition theory of

distinct feature extraction but also facilitates the

computer anal yses of spatial images .

5
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To fully employ the advantages of analysis by com-

puter, the spatial image(s) must be initially repro-

duced in a digital form. Although digital representa-

tion of an image can be accomplished in a variety of

ways, the primary method utilizes a computer control-

led , flying spot scanner to sample the intensity of

the image at a finite number of evenly spaced points

(Ref t8s12—13). With an appropriate threshold inten-

sity level to eliminate noise, the image can be rep—

resented much like the symbol in Figure 1. A number

of computer techniques can then be used to analyze

such digital simulations.

One algorithm that performs a form recognition

U analysis on digitally represented input data has been

developed by Gagnon. His predictor of human visual

perf ormance (PREVIP) algorithm provides a quantitative

measure of the overall suitability of a symbol set

based on the Euclidian distances between symbols. The

full oompleaent of computer analysis techniques and

options available in PREVIP is not required for the

initial purposes of this project. Mowever, the reader

can find a more complete description of the PREVIP

options in reference number seven.

The following steps, included as part of the PREY!?

algorithm, are required for this project,

(.

_ _ _ _ _  _ _ _  
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ii—

p f 1. Transform each digitally represented symbol

into the spatial frequency domain using the Cooley-

Tukey, two dimensional, discrete Fourier transform

(Ref 5) .
2. Filter each transformed symbol retaining the

lower frequency components (Ref 17.32—37).

3. Compute the Euclidian distance between each

possible pair of filtered, transformed symbols (Ref

10.15).

The results of this distance computation are used

to determine the overall suitability or confusion of

the given set of symbols. Another algorithm which is

described in Chapter III computes the confusability of

( a symbol set and can be incorporated into PREVIP as

another analysis option. This algorithm uses the Eu-

clidian distances to quantitatively determine the sym-

bol which will cause the most discrimination errors.

A new symbol can then be “created” to replace this

most confusable symbol by controlled manipulation of

the symbol in the transform domain. The algorithm is

repea ted until a new symbol so t that is optimally s.p—

arable by human subjects has been create d.

. -—.—- . ..—.-----
4 — .~



III • Symbol itt Confusability ant
Symbol Chan ts Aizerit ha

Symbolic coding ii used in a large number of weap-

ons systems and for an even lar ger number of mission

profiles. For .xampb., point-to-point navigation,

terrain avoidance aerial delivery, close air support,

search and rescue, airborne intercept, reconnaissance,

missile launch and recovery, satellite tracking, and

area defense are but a few of the broader mission pro-

files that use some set of symbols to display informa-

tion to the weapons systems operator. However, a sin-

gle weapons system may be designed to perform more

than one type of mission profile, and usually more

than one weapons system can be us•d to complete a sin-

gle profile Furthermore, if each contractor is per-

mitted to select a symbol set of his own choosing to

accompany the weapons system he develops , an extraor-

dinaril y large invento ry of symbol lets results • This

produces different symbols or even entir e symbol sets

that represent identical meanings. For the weapons

systems operator who must perform various tasks with

one or more systems, much confusion between symbols

can result which leads to errors , especially under

conditions of high stress • Therefore, an optiavm”

symbol set ( one which produces no discrimination er-

rors between symbols ) is needed to rapidly display

9
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exact meanings to the operator. The Euclidian distances

that result from the predictor of human visual perform-

ance (PREVIP) algorithm described in Chapter II can be

used to develop this “optimum” symbol set from a given

input , digitally represented , symbol set.

ReDreeentative Symbol ~~~~~

The first step needed in the development of a symbol

change algorithm for this research project is to select

the symbols that provide a representative symbol set for

current and future weapons systems and mission profiles.

Four sets of 18 symbols each adequately span the more

common mission profiles for most weapons systems. These

symbol sets are depicted in Figure 2.4 ,
- - Symbol set one is composed of symbols that are ex-

tracted from high altitude and low altitude enroute and

terminal charts prepared by the Defense Mapping Agency

Aerosp ace Center (Ref 6). The symbols of set one are
used primarily for navigational purposes . Symbol set

two consists of a typical set of cathode ray tube sym-

bole used to represent cartographic points in a high

threat or combat environment but is easily adapted to

a large variety of mission profiles. Symbol set three

is developed from symbols and modifiers used by Thomas
in his recognition tests (Ref 19.20) . Symbol set four
is composed of symbols taken from a National Aeronautics

(~~~ 
and Space Administratio n sy.bolo~~ character set used

10
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Letter Symbol Set
Name of Symbol Code 1 2 3 4

A irport APT © ~~~~~~ 
(.~~) ~~

VOR VOR Q * © Q
VORTAC 

. 

VTC •cç7 CD ‘

~~~7 C)
Tacan TAC ~

S
~~

7 C’ C) V
Weather Station WXS <:> -4- cz~> <>
Optional Reporting Point ORP L~ 

:~~~ II: L\
Weather Radar WXR <~> ~?4( ‘~~~~ <~~~>

Mandatory Reporting Point MRP A $~ X <~>
Enemy Aircraft EAC [)

* 
(5 ~ 4

Anti-Aircraft Artillery AAA /<> •f [> ~E
Surface-to-Air Missile SAM ~ ,..L~ A <J

Target TGT U <C>
Navigational Aid NAY 0 [1 C
Air-to-Air Missile AAM C> ~~~j, <~~

> —F-
Radar R&D 0

Intersection ITX ~( + 0
Holding Pattern XDG C) HI 00 C~

)

Friendly Aircraft PLC —p 
G
’ > Lt~~

Figure 2. Symbol Sets Used in Symbol Change’ Algorithm
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for Electronic Attitude Direction Indicator (FAD!) di.—

plays (Ref 201129).

Diti~~1 ~aii11a~ia
After the symbol sets are chosen, they are digit-

iced us ing a computer controlled flying spot scanner

(Digital Equipment Corporation PDP-12 general purpose

computer). For this pro ject , all of the symbols are
size normalized so that the largest dimension of each

symbol is one inch • The only exception to this normal-

ization is in symbol set two wher. a half inch square

is used • The symbols ar. centered in a two inch square

and scanned on a grid of varying size with the flying

( spot scanner . A 6A1x611. point grid is used for the data

in this study . The subsequent intensity pattern can be
written on a magnetic tape and a threshold applied us-

ing the Control Data Corporation (CDC ) 6600 computer to

provide a two level intensi ty pattern (black on a white

background) from which the noise (undesired intensi ty

level) is removed . Each digitally represented symbol

can be punched on computer cards in octal format for

us. as input data with PRIVIP.

A higher resolution is obtained by using the 64z64

point grid rather than a 32x32 point or smaller size

grid since the symbols ar, about half the size of the

window (the two inch sq~*r.). Also, edge effects due

C to the induced periodic ity of the Fourier transform are

12
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minimized by employing the larger grid. However, a

larger computer storage capacity is required than is

available with the PDP-12 computer. Therefore , the CDC

6600 computer is needed and , rather than use a large

block of permanent file storage, the data is stored on

computer cards.

Distance Matrices

Operating with the digitized symbols as input data,

task one of PREVIP (Ref 7) is used to calculate the Eu-

clidian distances between each possible pair of input

symbols and arrange these distances in matrix form.

Using the special PREVIP nomenclature, a “field of view”

( of four d.grees by four degrees represents the 6Mx64

point grid with a “size of interest” parameter of two

cycles per degree. Since the fundamental spatial fre-

quency is the reciprocal of the field of view in the

direction of interest, the data is analyzed with a fun-

damental frequency of 0.25 cycles per degree in both

dimensions. The size of interest parameter determines

the weight assigned to each spatial frequency component

according to the following three equations.

FOA =JO x I~(8~SI)
where POA is the “field of attention” and SI is the

size of interest.

( )

13
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F ~Fx + FY (2)— -FOA/30U x e
where FN is the normalized spatial frequency , FX is an

integer that corresponds to harmonics of the fundamen-

tal spatial frequency in the x direction, and F! is an
integer that corresponds to harmonics of the fundamen-
tal spatial frequency in the y direction .

WEIGHT = FN x e’~~
where WEIGHT ii the resulting we ighting factor assigned

U to each spatial frequency in the y direction,

Eqs (1), (2), and (3) apply a human modulation

transfer function to filter the data in the Fourier do-

main. This is approximately equivalent to a 7x7 low-
pass filter except for weighting factors of unity for
the second harmonic and nearly one for the fundamental
and third harmonic • The weighting factor then de-
creases rapidly a. the frequency increases • The die -
tance matrix is computed from these filtered Fourier

components . This distance matrix is then rearra nged so
that each row of distances are in order of increasing
magnitude from the reference symbol. For example, a

five-symbol set is shown in Figure 3 with ths corn-

14 
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DIR NAV ITX VTC MRP

Figure 3. Five—symbol Set

Table I
Distance Matr ix

DIR NAY ITX VTC MRP
DIR .0000 .7978 .2126 .8330 .8550
NAV .7978 .0000 .7894 .3520 .2980
ITX .2126 .7894 .0000 .8191 .8371
VTC .8330 .3520 .8191 .0000 .3116
UP .8550 .2980 .8371 .3116 .0000

Tab).. II
Ordered Distance Matrix

DIR IPX NAY VTC MRP
DIR .0000 .2126 .7978 .8330 .8550

NAY UP VTC ITX DIR
NAY .0000 .2980 .3520 .7894 .7978

IPX DIR NAy YTC UP
IPX .0000 .2126 .7894 .8191 .8371

YTC UP NAY IPX DIR
VTC .0000 .3116 .3520 .8191 .8330

UP NAY YTC IPX DIR
UP .0000 .2980 .3116 .8371 .8550

15
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( sponding distance matrix and ordered distance matrix

depicted in Tables I and II resp ectively.

It is the ordered distance matrix from PREVIP that

is used to sequentially compute the symbol set confusa—

bili ty number , determine the most confusable symbol in

the set , and enter the symbol change algorithm which al-

ten the basic form of the most confusable symbol to

achieve a lees confussble symbol and a. symbol set which

causes fewer discriminability errors.

Symbol ~~~ Conf usabilitv Number

The symbol set confusability number (SSC ) is defined

to be

N3 t4S
(. 1 5~C~~~~~~~~~~~~~- - - ~- 4Ns (N$-1) i__ L_~~DS,. a ~‘.1 j tZ  1

where i is an integer that corresponds to a particular

reference symbol and row of the ordered distance matrix,

j  is an integer that corresponds to a column of the or-

dered distanc. matrix, NS is the number of symbols in

the symbol set , and DS is the Euclidian distance between

the ith and jth symbols. If DS1j is less than 0.001., it

is set equal to 0.001 to keep SSC finite.
Individual Symbol Confuiabilitv Number. Individual

symbol confusability numbers ( ISCs) are calculated from

the ordered distance matrix according to

( )  TCr
J.

~

JLjj DSz.j & (5)

16
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where i, j,  and DS are as defined for Eq (4) .  Since the

Euclidian distances are computed from mappings on an NS

dimensional sphere of unit radius , the maximum distance

between any two symbols is two. Conversely, the minimum

distance is zero . Therefore, the range of ISC is from

zero for ideally separated symbols with a distance of

two to 999.5 for identical symbols with a distance of

zero .

Reference Symbol Confusabilitv Number. To represent

the confusability of one symbol with respect to the

other symbols in the set, the individual symbol confusa-

bility numbers are used in the following equation to

calculate a reference symbol confusability number (RSC).

C RSC IJ 
= 

~~~ 
(6)

where i, j, and NS are as defined for Eq (4) . The ref-

erence symbol confusability numbers are stored in a sym-

bol set confusability matrix (SC matrix). An example of

an Sc matrix is shown in Table III which is derived from

the ordered distance matrix in Table II.

Table III
Symbol Set Confusability Matrix

4 3 2 1
DIR 6.3272 2. 1235 1.3701 .6696

6.7168 ~.86tt 1.5202 .7534
IPX 6.3859 2.1822 1.4155 .6946
vTc 6.4715 3.7622 1.4213 .7005

I MRP 6.9291 4.0734 1.3642 .6696
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The RSC in the highest numbered column of the SC

matrix represents the confusability of the reference

symbol with respect to all other symbols in the set.

The RSC in the next highest numbered column represents

the confusability with respect to all other remaining

symbols in the set after the closest symbol to the ref-

erence symbol (nearest neighbor) has been deleted. The

RSC in the next column reflects the deletion of the two

closest symbols to the reference symbol and so on. The

number of the column in the SC matrix corresponds to

the number of symbols with which the reference symbol

is compared . The confusability of the reference symbol

with respect to the other symbols of the set increases

as the RSC in the first column increases . However ,

cars must be taken when comparing reference symbol con-

fusability numbers in other columns since the deleted

symbols will not follow the same order for all rows .

The comparison is only valid when the same symbols have

been deleted for each reference symbol .

The symbol set confusability number is the normal-

ized sum of the reference symbol confusabili ty numbers

in the first column of the SC matrix and can be used to

evaluate the overall suitability or separability of a

given symbol set. The SSC for the five-symbol set cor-

responding to the SC matrix in Table III is 1.641525.

The range of SSC is from zero for an ideal symbol set

where all distances are two to 999.5 for a symbol set

18



of identical symbols where all distances are zero . Then

for two or more given symbol sets, the set with the lower
SSC is the most discernible, least confusable symbol set .

Most Confusable Symbol

The ordered distance matrix and the symbol set con-

fus~bility matrix also provide the basis for two differ-

ent methods of defining the most conf usable symbol. The

method using the ordered distance matrix selects the most

confusab].e symbol from one of the pair (or perhaps more)

of symbols with the smallest distance in column two.

From this symbol pair (or group), the most confusable

symbol is that symbol with the smallest distance in cal-

umn three of the ordered distance matrix. If more than
one of these symbols has the same distance in column
three, the procedure is repeated for the pair (or group)

of symbols by comparing the distances in the next column

to the right until a most confusable symbol is deter-

mined. If the last column of the ordered distance matrix

is checked and more than one symbol remains , then these

symbols are identical symbols , and the most confusable

t symbol is any one of these remaining symbols. The most

confusable symbol then represents that symbol of the

given symbol set which results in the most errors in a

pair—wise discriminability test.

Another method to define the most confusable symbol

chooses the symbol with the highest RSC in the first

19
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column of the SC matrix. If the reference symbol con-

fusability numbers in the first  column for two or more

symbols are equal and also the h ighest, then the rows

of the SC matrix corresponding to those symbols are

checked for the highest RSC in the second column. If

two or more symbols still remain, the procedure is re-

peated for each succeeding column until a most confus-

able symbol is determined . If two or more rows of the

last column of the SC matrix are checked and the refer-

ence symbol confusability numbers are equal, then these

symbols are identical symbols and the solution is triv-

ial. The most confusable symbol by this method repre-

sents that symbol of the given symbol set which is more
( . easily confused when compared with all other symbols in

the set.

For most symbol sets , the two methods described

above will yield the same most confusable symbol for

the set. However, in certain instances where two sym-

bols in a given set are identical or nearly identical

(small Euclidian distance between the symbols) and are

quite discernible from all other symbols in the set

(relatively large Euclidian distances to the other sym-

bols ) • it is possible for each method to produce a dif-

ferent most confusable symbol. The five-symbol set

shown in Figure 3 ii such a symbol set. The first

method determines that the IPX symbol is the most con-

fusable symbol, while the second method shows the UP

_ _ _  _ _ _  . ..—~~~-.—I— - —— . ...
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symbol as th. most confusable symbol. The method to

use depends upon what the most confusable symbol is to

represent. In most cases , the intent of changing the

most confusable symbol is to reduce the number of er-

rors associated wi th the diecriminability be tween eym-

bole . Therefore , normally the most confusable symbol

is determined by the first method using the ordered

distance matrix.

Symbol Change Theory

Once the most confusable symbol is determined , that

symbol is changed in order to achieve a less confusable

symbol and reduce the discriminability errors associ—

ated with the given symbol set. Three different ap-

proach.s to change this symbol are investigated for

this project. The first approach involves subtracting

the Fourier (spatial frequency) components of the near-

est neighbor to the most confusab]e symbol from the

weighted Fourier components of the most conf usable sym-

bol. The nearest neighbor is that symbol in the second

column of the ref.rence row in the ordered distance ma-

trix using the most confusable symbol as the reference

symbol. The second and third procedures compare corre-

spond ing spatial frequenc y components of the most con-

fusable symbol end it. nearest neighbor. The second

method reflects the theory that possibly those corr.-

sponding spatial frequency components that are differ-

21
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3 ent in value provide the discernibility between the

symbols . Therefore, if those components that are dif-

ferent are made more different, then the distance be-

tween the two symbols will increase and the symbols

will be more discernible . The third method is similar
s to the second except that the corresponding spatial

frequency components that are equal or near ly equal are

made different in value while those components that are
already different are changed none or very little.

This procedure should also increase the distance be-

tween the symbols and make them more discernible.
Wei~ht.d CoaDonent Atrnroach. The weighted Fourier

component approach applies the following equation to

.3 change the most confusable symbol s

= (FC,~ ~ WT FC~P) / WT ( 7)

where PCnew is the new Fourier component of the most
confusable symbol, PCold is the old Fourier component

of the most confusable symbol , FCnbr is the correspond-
ing Fourier component of the nearest neighbor to the
most confusable symbol, and WT is the weighting factor

which determines how much the Fourier component and,

therefore , the symbol will change.
As VT increases , there is less change in the Pou—

n o r  component. For this project , values for VT have
been varied between one and 20 with a weighting factor

of five providing the most controllable change in the

22
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symbol . A weighting factor of more than five makes

very little change in the symbol. A weighting factor

of less than five, however, makes too large of a change

in the Fourier component to interpret the spatial image

of the changed symbol which results from the inverse

Fourier transform using the filtered, changed Fourier

components. If five is used as a weighting factor in

Eq (7), a definite, controllable change in the symbol

occurs which enables reproduction of the changed symbol.

~~~~~ Different Com~onents. The method which

takes those corresponding spatial frequency components

of the most confusable symbol and its nearest neighbor

and makes more different those components that are al-

ready different uses the following symbol change equa-

tions

FC~, - Fç (i + (FD WT )) (8)

where FCnew and ~~old 
are as defined in Eq (7), PD is

the absolute value of the difference between the values

of PCold and FCflbr (defined in Eq (7) ) ,  and VT is a

weighting factor that determ ines the amount of change

in the Fourier component .

As the weighting factor increases , the change in

the spatial frequency component also increases.

Weighting factors between one and five have been inves-

tigated. A w ighting factor of unity shows a negligi-
( 

ble change in the symbol and the distance to its near-

[~~~~ 
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s eat neighbor, while a greater weighting factor in-

creases the distance but with no significant change in

the symbol. This is caused by a change in those Fou-

rier components that contribute energy to the back-

ground at points sufficiently distant from the symbol

itself to make no effective chang. in the symbol al-
though this additional energy does affect the Euclidian

distance computation. The result is a very smeared,

filtered image of the changed symbol.

~~~~~~~ Like ComDonentl. The third approach which

takes the corresponding Fourier components of the most

confusable symbol and makes like components different
applies the following symbol change equations

C
FC

~~
= FC014(1+G~’~*r)

)
where FCne,, and FCold are as define d in Eq (7),  PD is

as define d in Eq (8) but is set equal to 0.01 in order

to keep FC~,,, finite, SIGN is positive if I’Cold is
lar ger than FCflbr and negative if the reverse is true,

and VT is a weighting factor which determines how much
the component will change.

The symbol change becomes much more pronounced in

this case as the weighting factor decreases. Weighting

factors between 100 and 1000 have been investig ated
during this study with factors over 150 showing no sig-
nificant change apparent in the shap. of the symbol,
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yet a large increase in distance to the nearest neigh-

bor. This is again caused by the contribution of energy

from th. changed Fourier components to the background of

the symbol . A weighting factor of 100 effectively

changes the symbol and increases the distance to the

nearest neighbor, however, the corresponding change to

the background of the symbol makes the recognition of

the changed symbol extremely difficult.

Symbol ~~~~ Movement
The next problem is to determine how much to change

a given symbol using any one of Eqs (7), (8), or (9) and

how to control the direction of movement of the symbol

vector in Fourier space or limit the distance from other

symbols in the set while increasing the distance from

the nearest neighbor. An arbitrary value of 0.5 is used

as a threshold Euclidian distance in the algorithm.

This figure is based on reviewing the distances in a

number of different symbol sets (mostly those sets con-

sisting of letters and numbers ) and seems to be a large

enough distance so that discriminability errors should

be quite small , if any do exist. The appendix includes

a discussion and some results of additional research

conducted into the area of determining an error free Eu-

clidian distance. This algorithm changes the most con-

fusable symbol until the distance to its nearest neigh—

t 
box is equal to or greater than the threshold distance .

_ _  -
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The direction in which the changed symbol moves in

relation to the other symbols in the set is also impor-

tant . To provide controlled movement of the symbol,

the distances corresponding to the latest change in the

symbol are compared to those distances resulting from

the previous change . If any of the previous distances

are below the threshold and decrease when the symbol is

changed , then a symbol other than the nearest neighbor

is used in place of the nearest neighbor. This “new

neighbor” symbol is the closest symbol to the most con-

fusable symbol disregarding the nearest neighbor sym-

bol. If again any distance decreases that was previ-

ously below the threshold, this procedure is repeated

until all other symbols are exhausted.

If a direction of movement is found in which all of

the distances below the threshold increase with the

change, the symbol being used as the nearest neighbor

in the symbol change equations is retained as the near-

est neighbor symbol . The symbol changes are repeated

until the minimum dis tance from the most confusable

symbol to any other symbol in the set is at least as

great as the threshold. This requires at least one it-

eration and is dependent upon the original distance be-

tween the reference symbol and its neare st neighbor,

the direction of movement of the symbol vector, and the

weighting factor used in the symbol change equation.

c
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Symbol Recognition

After changing the Fourier components of the most

confusable symbol to improve the number of disonimina-

bility errors associated with it, the task of reproduc-

ing the “new” symbol is required in order to verify the

results. Within the symbol change algorithm, the new

Fourier components are used in taking the inverse, die-

crete , two dimensional Fourier transform of the filter-

ad symbol. Employing a printing subroutine option of

PREVIP (Ref 7), the symbol is then reproduced in the

spatial domain using the resulting spatial components

of the inverse transform.

This completes the algorithm for changing one sym-

t bol of a given symbol set. If more than one symbol

change is desired , the changed symbol must be redigi-

tised and reentered into the algorithm in plac. of the

old symbol. This procedure can be repeated until all

symbols in the input symbol set have distances from

each other at least as great as the threshold distance .

The number of times that this procedure must be repeat-

ed is dependent upon the number of different pairs of

symbols in the original symbol set that had distances

below the threshold and the difference of each of these

distances from the threshold.

27
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( IV. Results ~~ Discussion

The symbol set confusability and symbol change algo-

rithm discussed in Chapter III was used to compare each

of the four symbol sets illustrated in Figure 2 both be-

fore and after one symbol deletion and one symbol

change . Furthermore, symbol set one was changed by this

• algorithm so that the Euclidian distances between all.

possible pairs of symbols were increased to at least the

0.5 threshold distance . This threshold distance is an

arbitrary value. The 0.5 value was chosen since larger

distances are associated with fewer discniminability

errors (Ref 10.20).

Smbol ~~ Confusabilitv Number Results

The symbol set confusability number (SSC) for each

of the four symbol sets was computed to determine which

of the original symbol sets was associated with the few-

est number of discniminability errors • The SSC repre-

sent. the overall suitability or separability of a sym-

bol set with the low numbers being associated with fewer

disoniminability errors . The ideal SSC would be zero

for an error free symbol set. Prom Table IV, the re-

sults indicated that symbol set three was the best sym-

bol set initially since the SSC of 0.822801 was lower

than that for the other symbol sets . After deleting the

most confusable symbol in each set, the effect on the

28
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Table IV
Symbol Set Confusability Numbers (SSC )

Symbol Initial SSC after SSC after
Set SSC Symbol Deletion Symbol Change

1 .910207 .883114 .891442
2 1.102955 1.072673 1.056545
3 .822801 .816180 .8142880
4 1.172562 1.1411084 1.1188~e4

SSC indicated an improvement in the overall separability

of each set.

Upon changing the most confusable symbol in each

set, a comparison of the resulting symbol set confusa—

bility numbers indicated an improvement in sets one, two

and four. However, the new SSC for symbol set three in-

dicated a slightly worse symbol set than the original

set three although the minimum distance from the moat

confusable symbol increased from 0.3025 to 0.4074 after

the change . The reason f or the increase in the SSC was

that the changed symbol was closer to 15 of the other

symbols in the sit after th. change. This did not af-

fect the direction of movement of the change since the

original distances to these 1.5 symbols were all above

the threshold and since the original distances to the

remaining two symbols increased with the change . How-

ever , after both deleting and changing the most confus-

able symbol , symbol set three .till had the lowest SSC

29
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which indicated that it was the set with the fewest

number of discriminability errors.

Most Confusable S~~bol Chana~ea

The ordered distance matrix method was used to de-

termine the moat confusable symbol for the results il-

lustrated in this chapter since the change in the most

confusable symbol was intended to reduce the number of

errors associated with pair-wise discriminability .

The weighted Fourier component approach which em-

ploys Eq (7) was used to change the most confusable

symbol in all four sets • This approach provided the

most significant, controllable change in the symbol

such that the symbol could be reproduced and reentered

C into the data set.

______  ~~ Symbol Chans e • Table V shows the re -

sulte of one symbol change on each of the four given

symbol sets . The most confusable symbol of each set is

illustrated in the table , its nearest neighbor symbol

is identified, and the distance to that nearest neigh-

bor is also shown. The changed symbol in reproduced

form is depicted to the right of the original symbol

with the corresponding nearest neighbor and distance.

Although the most confusable symbols were signifi-

cantly changed and the distances to the nearest neigh-

bor increased for each of the symbol sets , the new die-

tancea were still below the 0.5 threshold after repro-

_ _ _ _ _ _ _ _ _ _ _
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duction of the symbol. This indicated that the changed

symbol was not accurately reproduced since the distance

to any other symbol in the set had been increased to 0.5

or more by the algorithm. This inaccura cy was caused by

the lack of the higher frequency components which con-

tained the detailed information relating to the shape of

the changed symbol . Only the basic form of the changed

symbol was available since only the filtered spatial

frequency components were used in the symbol change al-

gorithm . In reconstructing the symbol, the details in

the shape such as sharp edges versus curved edges or

pointed protrusions versus rounded ones were not accu-

rately reproduced.

To explain this point further, an application of the

symbol change algorithm on the most confusable symbol of

symbol set one is demonstrated through a series of il-

lustrations . The original, digitally represented symbol

is depicted in Figure 4 (black on a white background).

Figure 5 shows the original symbol after it had been
filtered by the modulation transfer function of PREVIP .

For easier viewing, the filtered symbols are shown as

white on a black background. After five symbol changes

using Eq (7) ,  the “new” symbol in its filtered form

appeared as in Figure 6 with a corresponding distance to

its nearest neighbor (RA D) of 0.5110. The illustration

in Figure 7 shows the reproduced, digitally ropresented

symbol after an arbitrary threshold was applied to the

32
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Figure 6. NAY Symbol after Symbol Change Algorithm
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• Table Yl
Comparison of Distances from NAY Symbol

Changed Most Digitally
Confusable Symbol Reproduced Symbol

Symbol Distance Symbol Distance

RAD .5110 RAD .3418
WXS .5360 WXS .4523
APT .6160 WXR .4854
WXR .7152 APT .6128
VOR .741.8 TAC .6679
TAC .7540 VOR .7017
ORP .7660 ORP .7324
AAM .8397 AAM .7529
MDG .8506 HDG .7935
EAC .8901 VTC .8027
VTC .8956 EAC .8221
TGT .8984 TOT .8454
SAM .9096 ITX .8554
ITX .9142 SAM .8705
AAA .9178 AAA .9142
FAC .9844 MRP .9634
MRP 1.0516 FAC 1.0121

basic form of the symbol shown in Figure 6. To deter-

mine how accurately the basic form of this “new” symbol

was interpreted, the filtered version of the reproduced

symbol, depicted in Figure 8 , should be compared to the

• basic form in Figure 6. Any errors in inter pretation
are easily seen. Also, Table VI indicate s how accu-

( ) rately the changed symbol was reproduced if one com-
pare s the distances and the order of the symbols be-
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U 
tween the column corresponding to th. changed symbol

and the column corresponding to the reproduced symbol.

Ideally , the order of symbols and the distances to

those symbols from the reproduced symbol would be iden-

} tical to those of the changed symbol . Mowever , the re-

suiting differences between the symbols are caused by

the loss of the higher frequency detail of the changed

symbol due to filteri ng.

~~~Mk Symbol ~~~~ Q)~aMe. The results of repeat-
• ed applications of the symbol change algorithm on sym-

bol set one are shown in Figure 9 and in Table VIII.

Only eight symbols of the original 18 have been altered

in order to achieve the minimum Euclidian distance of
( 0.5 between all possible pairs of symbols. Figure 9

shows these eight symbols with each new symbol depicted

to the right of the original symbol . The original di.-

tanc. matrix of symbol •.t one is shown in Table VII.

The data in this table should b. compared with that of
Table VI!!, which contains the dietanoe matrix of set

one after the eight symbols have been changed. Only

j those distances in the columns and row. corresponding

to the eight changed symbols are affected . Those dis-
tanoes that were below the threshold in Table VII have

been increased to at least 0.5 in Table VIII.
These results indicate that the symbol change algo ’

c ritha made significant changes in the input symbol set

wi th a corresponding increase in the dista nces betwssn
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Figure 9. Changed Symbols of Symbol Set One

the symbols. The algorithm also lowered the symbol set

confusability number from C 910207 to 0.805384. There-

fore , the number of discrimtnsbility errors associated

with the symbol set should be fewer after the chan ges .

Thus, the application of the symbol change algorithm

shows a definite improve ment in the original symbol set .

I ,
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V. Conclusions ~~~~~~~~ , Recommendation s

The results in Chapter IV are based on the symbol

change algorithm discussed in Chapter III. This chap-

ter reviews this symbol change algorithm and recommends

some areas for further research . Table IX summarizes

the symbol change algorithm as a part of the predictor

of human visual performance (PREVIP ) algorithm (Ref 7) .

Symbol Chance Algorithm

The symbol change algorithm is designed to produce

an optimally human-separable symbol set by changing one

or more symbols within a given set of symbols in order

to reduce the number of discriminability errors caused

by similarities in the basic form or shape of cert ain

symbols within the set. The symbols that caus e these

confusion errors are changed one at a time until the

Euclidian distance between each possible pair of sym-

bole is gre ater than or equal to an arbitrary threshold

distance. A threshold distance of 0.5 is used for the

results of Cha pte r IV. This value is chosen to approx-

imate an error free distance and is based on a review

of a number of different alphanumeric symbol sets. If

all of the distances are increased to 0,5 or greater,

the number of discrim inabi lity errors associated with

the symbol set should decrease.

alp,
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I
( Table IX

Symbol Change Algorithm

1 • Simulate each symbol in digital form by sampling
the intensity pattern of the symbol at a finite number
of evenly spaced points or by a comparable method .

2. Transform each digitally represented symbol into
the Fourier domain.

3. Energy normalise each transformed symbol.

4 Low-pass filter each transformed symbol .

5. Compute the Euclidian distance between each pos-
sible pair of filtered, transformed symbols.

6. Compute the symbol set confusability number (SSC)
from the ordered distance matrix according to Eq (4) ,

ft.

7. Determine the most confusable symbol in the set
from the method using the ordered distance matrix.

8. Change the most confusable symbol by controlled
manipulation of the Fourier components according to
Eq ( 7) , the weighted component approach.

9. Obtain a spatial image oZ the changed symbol by
taking the inverse Fourier transform using the
changed, filtered Fourier components.

10. Digitally reproduce the changed symbol from the
spatial image .

11. Repeat steps two through ten until the minimum
Euclidian distance between each possible pair of
symbols is greater than or equal to the threshold
Euolidian distance.
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The symbol that is changed is the most confusable
1I~

symbol in the symbol set. For the results in Chapter

IV , the most confusable symbol is determined from the

method us ing the ordered distance matrix rather than

the symbol set confusability matrix . This method is

used since the most confusion is between those symbols

that are separated by the smallest Euclidian distance.

The Fourier components of the most confusable sym-

bol are changed by the weighted component approach us-

ing Eq (7) .  This approach provides the mos t control-

lable change in the shape of the symbol so that the

resulting spatial image derived from the changed Fou-

rier components is easily interpreted to enable digital

simulation of the changed symbol. This new symbol in

digital form then replaces the original symbol and the

algorithm is repeated until the minimum Euclidian dis-

tance threshold is achieved for all distances in the

symbol set .

The symbol change algorithm effectively improves a

given symbol set based on the increase in the Euclidian

distances. The symbol set confusability number (SSC),

which is computed from the ordered distance matrix

according to Eq (4),  also provides a measure of the

relative separability of a symbol set. A symbol set

with a lower SSC has fewer disoriminability errors as-

sociated with it. Based on the Euclidian distances of
t the four symbol sets used in this study and the results

45
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of Table IV , an SSC of less than one implies that the

given symbol 8et is a comparatively good symbol set

that would produce relatively few errors .

Recommendations for Further Research

Although a symbol set with a low SSC implies rela-

tively few confusion errors , the actual error rate in

any arbitrary application cannot be predicted with our

present knowledge. Also, the hypothesized reduction in

errors after employing the symbol change algorithm is

unknown. Further research is needed to verify these

results with actual data obtained by testing human sub-

jects as Goble did for discriminability errors (Ref 10)

but in this case using symbol sets both before and af-

ter application of the symbol change algorithm. Human

performance data would provide a more definite rela-

tionship between the number of errors and the SSC so as

to enable the number of errors to be determined from

each SSC.

The number of errors is also related to the Euclid-

ian distance between symbols. This is an inverse rela-

tionship, however, the minimum distance for an error

free symbol set requires further study . Although a

threshold distance of 0.5 was used for this particular

project, this threshold value is still an arbitrary

number that is intended to approximate an error free

distance. Is there , in f*ct, one such universal error

I
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free distance, or is this distance dependent upon the

number of symbols , the type of symbols (alphanumeric,

geometric, or size variant, for example), or other fac-

tors? It is this question that is addressed in the ap-

pendix but still requires more investigation in order

to reach an answer.

Another question for consideration involves the

definition of the moat confusable symbol. Would more

errors be eliminated by choosing a different most con-

fusable symbol? A second definition was discussed in

Chapter III. Another definition for this symbol would

be to select the nearest neighbor to the currently de-

fined most confusable symbol. It may be possible to

reduce the errors even further by selecting a different

order for the symbols to be changed. Human performance

data may verify that another definition of the most

confusable symbol may better optimize a symbol set.

A different direction of movement of the most con—

fusable symbol in effecting the symbol change may also

reduce the number of errors associated with the com-

pletely changed symbol set. One method would weight

the Fourier components of all or part of the neighbor-

ing symbols in the set. This method would slightly al-

ter symbol change Eq (7) by redefining FCflb r • The value

of FCnbr could be the average of the corresponding
Fourier components for all or part of the neighboring

(*a- symbols. FCflbr could also be the average of these corn-
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• ponents which are weighted by a factor equal to the
reciprocal of the rank of each neighboring symbol where
the rank is one for the nearest neighbor , two for the
next closest symbol and so on. A weighting factor

corresponding to one minus the distance between the
symbols might also be used.

The symbol change approach which separates like

Fourier components according to Eq (9) also merits fur-
ther investigation. If the energy that is contributed
to the spatial background by the changed Fourier com-
ponents can be controlled or eliminated , this approach
may provide a larger reduction in the number of dis-

criminabi].ity errors .
Another related area for possible future study

deals with the reproduction of the changed symbol . Can
the changed symbol be interpreted from the spatial image
more accurately by some other means? It may be pos-

sible to redigitize the changed symbol from the spatial
image created from the inverse Fourier transform of the
filtered components. One suggested technique would

restrict the changes in the symbol to only neighboring

points or regions of the original intensity pattern or
the previously changed intensity pattern. Another

technique would not allow a change if the correlation

of the changed spatial image with the original or pre-

viously changed spatial image did not exceed some

minimum threshold.
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Although the approach used for this symbol change

algorithm is thought to be the best method, additional

data from other symbol sets and human performance tests
may offer new insight auch that other alternatives

might further reduce the number of discriminability

errors in a symbol set. These recommended areas for

further research may later provide a more efficient

algorithm to generate an optimally human-separable

symbol set.

( )

¶. ( -)

~~~~~~~~~~~~~~~~~~~~~ 
- 

~~
- - -~~~~~~~~~~- - -  - - —-



r 
-

~~~~~~~ Biblio~raDhy

1. And rews , Marry C. ComDuter Technia uea j~ ~~ftg~j~~jj~g~. New York. Academic Press, 1970.
2. Attneave, Fred. ADDlicatjpns ~~ Information The~~y

~~ Psvcholo~y. A Sui”’narv g.~ ~~~~~ Concebts, Meth-
~~~ Results. New York, Henry Holt and Com-pany, Inc., 1959.

3. Carl, J.W. Qj~g~r~~ized !jaripor4c Analvaj~ £~ztern ~~~ogni~1pz7s A Biplo~ic&ily Derived Model.Unpublished thesis. Wright-Patterson Air ForceBase , Ohio, Air Force Institute of Technology, Sep-tember 1969. AD 862441.

~~ Carl , J .W and Hall , C F .  “The Application of Pu-tered Transforms to the General Classification Prob-lem .” ‘~~~~~~~ Tr naactiona ~~ Comt,utere, C-21 s 785-790 (July 1972).

5. Cooley, J W .  and Tukey , J.W. “An Algorithm for Ma-
chine Calculation of Complex Fourier Series.” Math-.matics ~~ ComDutatlon, j

~
. 297-301 (April 1965).

6. Defense Mapping Agency Aerosp ace Center . ~vo. ~~~Symbol ~~~~~ ~~~ Plith~ I~formatipn ?ublicationa
~~~ j l~~~ Products (Third Edition). St. Louis

r Air Force Station, Missouri, Defense Mapping Agency
Aerospace Center , March 1974.

7. Gagnon , Roger A .  £~ Pr~d~ctoç~ ~~ ifuman Visual ~~~~~~~-formance ~~ Forii Discrimination ~~~~ (PREVIP). Un-published technical report. Wright-Patterson AirForce Base, Ohio. Aerospace Medical Research Labo-ratory, 1976.

8. Garner, WR . and Hake, M.W. “The Amount of Informa-tion in Absolute Judgements.” Pavcholo~ical Review,
~fts 446—459 (1951).

9. Ginsburg, A .P , ,  
~~ j~ ,. “Psychological Aspects of a

Model for the Classification of Visual Images.”Proc.edin~s 1Q72 j ntsmatipnal C.on~reis 2Z Cvbern.t-
j~~~s 92—103 (1973).

10. Goble , Larry G. Filt.r14 &-Qimensio~a.l D~.scrs~~Fp~~ier ~~ Wal sh a~sfo~m Correlation with ~gg.gg~-njtion ~~~~~~ ~~~ S~.m14.aritv Jud2.meflte. Disserta-tion. Ann Arbor, Michigan, University of Michigan,1975 .

50 

~~ ——---. —-~~~~~~ --- . --.- ,-~~~~ 
, - . ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

4 
- 

— —
~ - — - —- — ~~~~- -~~ 

-~~~
—— — - —



11. Granlund , G.M. “Fourier Preprocessing for Hand
t Print Character Recognition.” TK~~~ Tra~aactions ~n

ComDuters , C-2t . 195—201 (February 1972).

12. Honigfeld, A.R. Radar Svmbolpgy. A Literature ~~~~~
-

yj j~ . Technical Memorandum 14-64 . Aberdeen Proving
Grounds , Ma ryland . Human Engineering Laboratories,
1964. AD 1161.180.

13. Kabrieky , Matthew . A Probosed Model ~~~ Visual ~~~~,
-

formation Proçeasin~ j~, ~~~ Human Brain. Urbana,
Illinois . University of Illinois Press, 1966 .

14. Kaina, W.N , ~~ ~J,. DisDlav Design for Electronic
Countermeasures Ai~~lication -- Symbol Coding 

~~~~~ ,
Rants Presentation. AMRL-TR-73-42. Wrigh t-Patter-
son Air Force Base, Ohio. Aerospace Medical Re-
search Laboratory, November 1973. AD 781032.

15. Muller, P.F., ~~ ~~~~~ ~~~ Symbolic Codint 2Z Infor-mation ~zi Cathode B~~ Tubes ~~~~ Similar DisDlavs.WADC TR 55-375. Wright-Patterson Air Force Base,
Ohio. Wright Air Development Center, October 1955.

16. Radoy, Charles H. Pattern Recognition ~~ Fourier

~cxic.& Transformations. Unpublished thesis.
t 

Wright-Patterson Air Force Base, Ohio. Air Force
Institute of Technology, March 1967.

17. Talinan, Oliver H.,II. ~~ j  Classification ~~ Visual
Ima&u. ~~ S~atia]. Pilterint. Dissertation. Wright-
Patterson Air Force Base , Ohio , Air Force Institute
of Technology, June 1969.

18. Tal]man, Oliver 1t.,II. ~~~~~~~~~ ~Z Visual T~ap~erv

~ ~ Adai tivs Model 
~~ ~~j  Visual System, Ltd. ~~~~~~

-

fo ’mance 
~~~~~~ ~~~ S ficance. AMRL-TR—70—115.

Wright-Patterson A r Force Base , Ohio. Aerospace
Medical Research Laboratory, November 1.970.

19. Thomas, John K. A Method ~~~ 
Predicting Human ~~~~~~~

-

g~ Certain Symbol Recosmttion ~~~~~ 
Un-

published thesis. Wright-Patterson Air Force Base,
Ohio. Air Force Institut, of Technology, December
1973.

20. Thomson CS?. I Maintenance Book j. Paris,
France . AVS D v sion, Thomson CSF, 1973.

21. Van Cott, H.P., ~~ ~~~~ . Muma~ n4~~.rint Guide ~~Eo!4~ment D~iitn (Revised Edition). Washington,
D.C.. American Institute for Researc h , 1972.

51

- —.-- -———“-——‘...- .—-- -—- -_
-- - __ --- _-__ _ ___ _ ..- -- — -——---——---- --- -. 

— — _1.
~
_f - —— — -—.-. - a-



.4
• 1: Appendix

Minimum Error Free Distance

The problem of selecting a suitable threshold Eu-

clidian distance for the symbol change algorithm led to

the possibility of discovering some minimum distance

with which no confusion errors would occur. It would

be desirable to change the minimum number of symbols in

a given symbol set as is required to increase the Eu—

f clidian distanc. between all possible pairs of symbols

so that the symbol set would cause no discriminability

errors. Some additional research and results on this

t aspect of symbology standardization are discussed and

presented in this appendix.

The Euclidian distance calculations for symbol set

two (see Figure 2) yielded the interesting result that

the pair of symbols with the largest distance between

them (1.0444) were the two squares NAV and BAD . The
— 

only difference in these two symbols was the size. The

NAY symbol was a 36x36 square on the 611x611 point grid

while the BAD symbol was an 18x18 square.

This else variation has previously been used in

visual coding scheme s and a maximum and recommended

number of symbols or coding steps which a human can

differentiate has been linked with various error rates

(Ref 21.69-77). Various coding techniques were inves-

L 
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tigated by a research group headed by Muller in 1955

(Ref 15). It was believed that the data gathered by

Muller would provide some measure between the number of

errors of the size variant coding techniques and the

Euclidian distances. Although the appropriate informa-

tion was originally recorded by Muller , the number of

errors between pairs of symbols was not included in his
report. However, he did report a maximum number and a

recommended number of symbols for each coding technique

and an associated error rate using the Garner—Hake

method of measuring the accuracy of stimulus identif i-

cation in informational terms (Ref 2,42-67 and Ref 8).

E Two of these coding techniques were selected for study

I in an effort to arrive at a minimum error free Euclid-

ian distance.

Magnitude coding and area coding (Ref 21.73-75)

were investigated using Gagnon’s predictor of human

visual performance (PREVIP) algorithm to generate the

distance matrices (Ref 7). A field of view of 0.63 de-

gross by 0.63 degrees and a size of interest of 0.25
cycles p.r degree were the input parameters used for

each of six symbol sets. The symbols were digitized on

a 64x64 point grid and were confined in this grid to a

40x4O point area which corresponded to 30 minutes of

visual angle by applying the field of view and size of

interest input parame ters . The largest symbols we re a

~ 
_:M_:UT::: 

ci: which represented KuU.r’e
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area coded circular blip of 30 minutes of visual angle

(Ref 15,11—12 and Ref 21.75) as well as his magnitude

coded ellipse of unit axis ratio (Ref 15.9— 10 and Ref

21,74) and a 40x40 square which represented the largest

symbol in four additional magnitude and area coded sym-

bol sets. The latter four symbol sets were chosen be-

cause the resolution on the 64x64 point grid could not

accurately represent circles and ellipses in digital

form , especially for smaller diameters and axis ratios.

The square provided a similar starting point in size of

visual angle for the largest symbol in each set but , as

one or both dimensions were varied as a percentage of

the 110 point maximum dimension, the smaller symbols were

* 
simulated more accurately than similarly smaller symbols

in the circular or elliptical gets.

These six symbol sets are depicted in Figures 10

through 15 and th. corresponding distance matrices are

tabulated in Tables X through XV. The distances were

lar ger between the middle symbols of each set than the

distances between the symbols at the end points. The

average distanc e betw•en symbols A and B, B and C , C

and D, and D and £ in the three five-symbol sets was

0.6835 whils that , following a similar progression, in
ths three eight-symbol sets was 0.4452 which yi.lded an

average distance of 0.5968 (four distances in the five-

symbol sits and ..v.n in th. eight-symbol sets). The
S avera ge of all the distances in the three five-symbol

I 
_ _ _  
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I
sets was 0.9300 while that for the three eight-symbol

sets was 0.6895 yielding an overall average distance of

0.8667 (ten distances in each five—symbol set and 28 in

each eight-symbol set).

Thus, in conclusion, both average distances of

0.5968 and 0.8667 an, greater than the 0.5 threshold

distance used in the symbol change algorithm. Since

errors are assumed to exist in these six symbol sets

based on Muller’s results , does the threshold distance

of 0.5 change the symbol enough? Should a higher

threshold distance be used and, if so, will it signifi-

cantly reduce the number of errors even further? Can

each Euclidian distance be associated with a definite

( number of errors or is the number of errors dependent

upon the number of symbols in the set and/or the type

of coding used? And, finally, is there a universal

error free distance? It would be useful if some or all

of these questions could be answered, and this appendix

is written to provide some da ta as a base for approach-

ing thee. answers .

(
~)
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( )

Symbol. e •

Visual Angle
in Minutes . 5 7 12 21 30

Letter Cod.. FCA PCB FCC FCD FCE

Figure 10. Five -Symbol Set of Circular Blip.

(

Table X
Distance Matrix for

Five-Symbol Set of Circular Blips

FCA FCB FCC FCD FCE

FCA .0000 .2139 .8226 1.2474 1.2763
FCB .2139 .0000 .6990 1.2677 1.3353
FCC .8226 .6990 .0000 1.0793 1.3171
PCD 1.24711 1.2677 1.0793 .0000 .8759
PcI 1.2763 1.3353 1.3171 .8759 .0000

( - )
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Symbol . S

Visual Angle
in Minutes • 5 7 12 21 30

Letter Code. PSA FSB FSC FSD FSE

Figure 12. Five-Symbol Set of Square Blips

I 
~
)

Table XII
Distance Matrix for

Five-Symbol Set of Square Blips

P5k FSB FSC FSD PSE
PSA .0000 . 2459 .9176 1.2789 1.3027
FSB .21159 .0000 .7851. 1.2844 1.3461
FSC .9176 .7851 .0000 1.0291 1.2787
FSD 1.2789 1.2844 1.0291 .0000 ,b6118
PS! 1.3027 1.3461 1.2787 .86118 .0000
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Symbol. 0 0 C] U I  I
Visual Angle
in Minutes, 12 111 19 25 30

Side Ratio. 0.40 0.48 0.63 0.82 1.00

I Letter Code, SQA SQB SQC SQD SQE

Figure 15. Five-Symbol Set of Squares

Table XV
Distance Matrix for

Five-Symbol S.t of Squares

SQA SQB SQC SQD SQE
SQA .0000 .3728 .7839 .8607 .8234
SQB .3728 .0000 .6279 .~36o9 .8372
SQC .7839 .6279 .0000 .7347 .8566
SQD .8607 .8609 .7347 .0000 .6734
SQE .8234 .8372 .8566 .6734 .0000
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