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SUMMRY

Decision analysis has rapidly become an accepted tool for aiding
decision makers to make optimal decisions. The use of decision analysis

V, involves the quantification of the decision maker's preferences and opin-
ions as utilities and subjective probabilities respectively. However, the
formal theory underlying the development of decision analysis is based on
the decision maker's being a single identifiable individual. Often groups
rather than individuals serve as decision makers, Even when a single
individual functions as the decision maker, a group may be called upon to
provide the inputs necessary for making decisions. In these situations,
group utilities and probabilities must be determined. The obvious approach
to determining group utilities and probabilities is somehow to combine
the judgments of the individuals in the group into a group judgment. Theo-
retical research, however, has proved that no really satisfactory method
for combining individual utilities or probabilities into a group utility
or probability exists. The purpose of this report is to explore the
possibilities that exist for determining group utilities and probabilities,
focusing on the advantages and disadvantages of the various procedures.

The report begins by assessing the current state of the art with res-
pect to determining group preferences and utilities. Three specific pos-
sible methods for combining individual preference or utility functions into
group preference or utility functions are explored. All suffer from rather
severe disadvantages sh,.-h as restrictive applicability or violation of

7 Pareto optimality. Certain experimental conditions that may reduce dis-
agreement and, therefore, lead to a greater chance of unanimity among group
members are also discussed. I

There are two general procedures for forming group probability judg-
ments: mathematical aggregation procedures and behavioral methods. The
mathematical aggregation procedures depend on a mathematical formula for
determining the group probabilities from the individual probabilities.
Several possibilities exist, but those with the best underlying theory
typically cannot be used in practical situations because of the difficulty
in determining some of the necessary inputs.

The behavioral methods utilize interaction or conmmnication among the
group members to try to reduce the disagreement among group memoers so a
consensus will result. The most widely used methods depend on highly
structured communication to allow the group to profit from certain advantages
of group interaction that are well-documented by social psychological research.4I

Since none of the procedures reviewed for forming group utilities or
probabilities is completely acceptable on a theoretical level, choice among
any set of applicable procedures should be based on empirical observations
of the quality of the resulting group judgments. However, since very little
empirical research has been ione in this area, few conclusions about the
relative effectiveness of the different methods can be drawn.
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I. INTRODUCTION

Out of a diverse background has grown a set of theories, collectively
called decision theory, that describe how people do and should make deci-
sions. For the must part this development has been concerned with individ-
ual decision making (see Rapoport and Wallsten, 1972, for a recent review).
Yet decisions are often made by groups. Even when a single person can be
designated as the decision maker, groups are often relied upon for advice
that serves as a direct input into the decision making process.

One widely accepted theory and applied technology, decision analysis
(cf. Raiffa, 1968), prescribes how a decision should be made in a situation
simply characterized by a set of alternative courses of action, a mutually
exclusive and exhaustive set of events or states of the world, and a set
of outcomes which accrue for each alternative depending on which event oc-
curs. In this situation the choice among the alternatives should depend
upon the decision maker's preferences for the outcomes and opinions about
which event will occur. Decision analysis provides a set of tools for
quantifying the preferences as utilities, the opinions as probabilities,
and a decision rule--maximize expected utility--for choosing among tile al-
ternatives on the basis of the quantified preferences and opinions. Al-
though the mathematical development is elegant and sophisticated, the re-
sult is rather straightforward to apply in many situations with a single
identifiable decision maker.

But what happens when a group is vested with the decision making re-
should be given to public image in developing an overall corporation util-

ity function. A parole board may disagree about the probability that a
prisoner being considered for parole will commit anotner crime. Decision
making groups are pervasive in both the private and public sectors of our
society. Thus, as decision analysis becomes a more accepted tool for aid-
ing decision makers, there is a greater need for the development of norma-
tive theories of group decision making and the technology for their appli-
cation. Can diverse individual preferences and opinions be combined to
yield utilities and probabilities that represent the individuals? Is the
same decision rule applicable for groups that has come to be accepted as

J rational for individuals?

An obvious approach to this problem is to look for procedures for ag-
gregating the individual judgments into a group judgment, for example, av-
eraging the individual utilities and probabilities. This approach has led
to unsatisfactory theoretical results. Arrow (1951) proved the famous im-
possibility theorem that states there is no aggregation rule for combining
individual preferences into a group preference that satisfies a reasonable
set of requirements. Dalkey (1972) has proved a similar result for proba-
bilities. Furthermore, a problem with the decision rule arises in some
situations where there may be a conflict between maximizing expezted util-
ity and satisfying the Pareto optimality condition*, another widely ac-

* The Pareto optimality condition states that an alternative is Pareto
optimal if there is no other alternative that is at least as good for
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cepted normative condition for group choice. Raiffa k1968. Ch. 8) and Dal-
key ( 1975 ) give examples sim'ilar to the following. ligure 1 111 strates

a group of two individuals choosing between the two alternatives, 1and a2.The outcomes received by the individuals -1apend upon which of the two states
of the world, 01I or 0 2. occurs. The decision matrix for~ each individual is
given (entries in the matrices are utilities) along with the subjective prob-
abilities for the states of the world. Clearly, each individual should fa-
vor alternative a 11 If the individual probabilities and utilities are av-
eraged to arrive at group probabilities :"nd utilities, the given matrix be-
comes the decision matrix for the group. Under these conditions the group
should choose alternative a2. Thus the maximization of expected utility by

the group conflicts with choosing the Pareto optimal alternative, a1
Such paradoxes are not simply due -(o the aggregation procedure, in this
case averaging. Raiffa (1968) notes a theorem without proof by Richard
Zeckhauser which states:

"Suppose you announce a group procedure that (1) combines
utility and probability functions separately, and (2) does
not single out one individual to dictate the group utility
and probability assignments. Then you can always concoct
an example such that each of your experts will agree on
which act to choose but where your group procedure will
lead you to a different conclusion" (p. 230).

Bacharach (1975) has recently proved a similar theorem.

The circumstances are equally complex when a single decision maker seeks
expert advice. Here an additional question arises, namely, will a group of
experts provide better advice than a single expert? If the decision makerI
decides to use several experts, then the above-mentioned problem arises.
These negative results cannot simply be accepted and the problems dismissed
as having no solutions. Decisions are and will continue to be made by
groups. Our goal should be to find ways to aid and improve the decision
making process. The value of a technology is measured not by answering:
Is it correct? but rather by answering: Is it better than any available
alternative?

This approach will be taken in this paper, which reviews the theoret-
ical and experimental literature on groups making quantitative Judgments

of the type needed in decision analysis. The major em~phasis of this review

*every member of the group and "better" for at least one member. Only

In the context of the present discussion, "better" means higher expected
utility. A more restrictive definition would define "better" as higher
quality for each outcome determined by the possible events. Such a re-
strictive defTihtion reduces the usefulness of the Pareto optimality con-
dition for group choice.

-3-
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7b will be on probability and related types of judgments whera uncertainty is
involved. A brief discussion of decision analytic work on the group util-
ity problem will also be included for the sake of completeness. Considera-
tion of group probability assessment will focus on two subtopics: (1) in-
dividual versus group judgments, and (2) the processes by which the group
judgment can be reached. The second topic is, of course, included in the
first since the group judgments must be formed in some manner to enable J
comparison with individual judgments. However, it seems desirable to keep
the two questions conceptually distinct. I

Certain related topics have been specifically excluded from this paper
including discussions of particular techniques for assessing individual
probabilities and utilities. Excellent discussions of the techniques for
assessing subjective probabilities and utilities may be found in Spetzler
and Stael von Holstein (1975) and von Winterfeldt and Fischer (1975) re-

* spectively.

The voluminous work in welfare economics, which is directly related
to the group utility problem, has not been included. Much of this research
stems from Arrow's (1951) theorem, including reformulations, weakening of
the assumptions, and use of cardinal utility. Books by Arrow (1963), Fish-burn (1973) and Pattanaik (1971), along with a chapter by Luce and Raiffa

(1957, Ch. 14) will serve as useful guides to this topic.

Game theory has also been omitted from this review. Rapoport provides
a complete discussion of two-person (1966) and n-person (1970) game theory.
Luce and Raiffa (1957) is also an excellent source.

Finally, only the surface of related research in social psychology
has been skimmed. The risky shift has received considerable experimental
emphasis (see Clark, 1971 and Vinokur, 1971 for reviews), but has not been
included here due to the bias of this review toward normative rather than de-
scriptive theory. The subject of group dynamics and processes has been ex-
plored only to the extent necessary to help explain the results of different
approaches to group judgments.

ij
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II. ASSESSING GROUP PREFERENCES AND UTILITIES

rhis section will co~icentrate on recent attempts to develop for-
mal procedures for aggrega';ing individual preferences or utili'ties into
a group preference or utility function. As defined here, the distinction

K between preferences and utilities is mathematically quite simple: pref-
erences are measured on an ordinal scale while utilities are measured
on a cardinal scale, that is, a scale of at least interval length. A
utility function is, therefore, a special case of a preference function,
Theoretically, utilities are needed for calculating expected utilities
If the outcomes of decisions are known with certainty, only preferencesj
are needed for decision making. Thus, for most decisions the subjective
values must be measured as utilities, since decisions where twle outcomes
are known with certainty are rare. However, in practice this distinction
is of less importance because preferences measured on an ordinal scale
can be transformed into utilities measured on a cardinal scale via lottery
procedures that define an origin and unit cf measure for the utility
function and take into account the attitude toward risk (von Winterfeldt
and Fischer, 1975).

Since much of the work reported in this section uses Arrow's (1951)
theorem as a point of departure, I will first state the five conditions
that he proved to be inconsistent, that is, there is no rule for aggregating
individual preference orderings into a group ordering that satisfies all
of these conditions. Notice that Arrow deals only with ordinal preferences,
not cardinal utilities.

Arrow's conditions are:

1. There are at least two individuals in the group, at least
three alternatives to choose among, and a complete group
ordering exists for all possible piofiles of individual
orderings.

2. If, for a certain profile of individual orderings, the group
ordering asserts x is preferred to y, then x must still be
preferred to y in the group ordering if all individual
orderings of alternatives other than x remain the same and
each individual's ordering of x with respect to any other

alternative remains the same or is modified in favor of x.
3. If a profile of individual orderings is modified in such

a manner that each individual's ordering among a subset of
the alternatives remains the same, the group ordering for
the original and modified indviul profiles must be iden-I
tical Tor that subset of alternatives.

4. For each pair of alternatives x and y, there is some profile
of individual orderings such that the group prefers x to y.

-5-
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5. There is no individubl with the property that whenever
he prefers x to y, .,ie group also prefers x to y re-
gardless of the othe, individuals' ordetings. I

Arrow's theorem does not necessarily mean that in a specific social

choice situation with a given set of alternatives to be considered 3nd a
given profile of individual orderings, there is no procedure for agg:egat-
ing the individual orderings into a group ordering. It only says that
there is no such procedure wh'1ch will work in all situations, for all pro-
files of individual orderings. Thus, in practice, a check should first be
made to see if in the specific situation under consideration, there may be
some procedure, for example, majority rule, that will yield a complete so-
cial ordering.

Of Arrow's conditiois,, only condition 3 has been subjected to any sub-
stantial amount of criticism (Luce and Raiffa, 1957; Pattanaik, 1971).
This is the condition that is violated by most commonly used aggregation
rules, for example, the sum of ranks. Although some counterarguments tocondition 3 do exist, it is usually accepted as a seemingly reasonable re-
quirement.

II. A. Restricted Individual Preference Orderings

A possibility that has oeean investigated for thwarting the impact of
Arrow's conclusion is to weaken condition 1. This is not a result of crit-'4 icisms of the reasonableness of the condition, but because it may simply
be a stronger condition than is necessary in many situations. Two possi-
bilities have been explored: relaxing the requirement for a complete group
ordering, and restricting the set of profiles of individual orderings for
which the group ordering is defined.

Pattanaik (1971) discussed the difference between social decision func-
tions and social welfare functions, the 'latter being what Arrow used in his
theorem. Social decision functions do not require a complete social order-
ing, only that some subset of the original alternatives can be chosen that I
is in some sense optimal. Such a formulation dies not eliminate the problem
since there may be more than one alternative in the chosen set. In any case,
Arrow's theorem applies to social decision functions as well as to social
welfare functions.

Another proposal for weakening the requirements for the group refer-
ences is to drop the transitivity requirement. At first thought this
seems entirely irrational since transitivity is the cornerstone of indi-
vidual choice theories. Fishburn (1970) provided an argument and some in-
tuitive examples ,howing why transitivit, may not be desirable. Essential-
ly, he argues that in many situations a choice must be made between satis- I
fying social transitivity and using a majority rule decision function; and
at least to some people, dropping the transitivity requirement is more ac-
ceptable.

-6-



The majority rule decision function plays a major role in investi-
gations of the type of restrictions on the profiles of individual order-
ings that will lead to social decision functions or social welfare func-
tions. It is often used in practical situations and is well-established
in democratic societies. In addition, it satisfies all of Arrow's condi-
tions except condition 1. Fishburn Q973) and Pattanaik (1971), among
others, extensively discuss the restrictions under which majority rule
will lead to a social decision function cir a social welfare function.

One restriction, called Value Restriction (VR) by Pattanaik (1971),
is a generalization of the single-peaked conditions of Black (1948) and
Coombs (1954). VR holds if, for a triple of alternatives among which all
individuals are not indifferent, there is one alternative such that for
all individuals, it is not given the worst value, or it is not given the
best value, or it is not given tne medium value. Although this condition
seems to be quite confusing, consideration of what triples violate VR
may be elucidacing. A triple violates VR if for each of the alterna-
tives in the triple, there is at least one individual who gives the
alternative the best value, one who gives it the medium value, and onewho gives it the worst value. For example, if alternati 'ves a, b, and c

are being considered by three individuals with the following preference
orders, abc, bca, and cab, VR is violated. Each of the alternatives
is best, medium, and worst in one of the preference orderings.

Using the VR condition, Pattanaik proved first, that the majority
rule leads to a social decision function, that is, the choice set is non-
empty, if VR holds for every triple in the Pareto-optimal subset ofalternatives. Pattanaik proved second, that the majority, rule wil'i yield

a social welfare function, that is, a complete ordering of alternatives,
if VR is satisfied for every triple of alternatives and there is an odd
number of individuals who are not indifferent to all alternatives in the
triple.

It seems that VR can reasonably be expected to be satisfied in
certain situations. Even if it is not sat;sfied f-r all triples by
all individuals, ;)ractical indications suggest that majority rule
will still yield a useful social ordering of the alternatives partic-
ularly if the number of individuals is large. In particular, if there
is a single attribute underlying the preferences of individuals, this
restriction can be expected to tj satisfied. For example, in choosing
among presidential candidates, if all in.ividuals' preferences were
dominated by the liberal-conservative attribute of the candidates,
VR most likely would be satisfied for most triples of candidates.
With the triple consisting of a liberal (x), a moderate (y), and a
conservative (z) candidate, there are thirteen possible individual
preference orders, including indifference among all candidates. Using
P to indicate strict preference and I to indicate indifference, the
possible orderings arc:

EI
S-7-
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1. xPyPz 6. zPyPx 11. zPxly

"2. xPzPy 7. xPylz 12. zIxPy

3. yPxPz 8. xlyPz 13. xlylz

4. yPzPx 9. yPxlz

5. iPxPy 10. ylzPx

Figures 2 (a), tb), arid (c) show which of these orderings satisfy the
not-worst (single-peaked), not-best (single-caved) and not-medhim, condi-
tions of VR, respectively, for alternative y.

"i,. assuraption of an odd number of individuals, which is necessary to
insure a complete social ordering, is, in practice, not very restrictive. It
is used to guarantee that there are no ties under the majority rule deci-
sion function. If the number of individuals who are not indifferent to
all alternatives in the triple is large, there will be little chance of a
tie even if the number of individuals is even.

II. B. Anchored Preference Scales

Dalkey ( 1975 ) suggested that the paradox of Arrow is the resuit
t• of an overstrict notion of ordinal scales. He argued that the role of

reference objects for ordinal scales has been overlooked in dealing with
social welfare functions. This role is illustrated by the Mohs hardness
scale, where the ordering relation is "scratches." Typically, there is
a fixed reference set so the hardness of any stone can be measured by
which stones it scratches and which stones scratch it. If the fifth hard-
est reference object scratches the stone being measured, and that stone
in turn scratches the fourth hardest stone in the reference set, the hard-
ness of the stone is said to be between 4 and 5. These numbers, however,
are purely ordinal. Dalkey calls such a scale with the ordinal relation
R and a fixed set of reference objects an anchored scale. The scale value
S(x) of any object, x, being measured is defined to be the rank order of the
highest reference object, a, such that xRa.

The group preference problem is then formulated in terms of anchored
scales as follows: Each individual has a fixed anchor set (not necessar-
ily the same for all individuals). The group anchor set is the cartesian
product of all individual anchor sets. Each individual's scale, Si, is
derived from his prcference relation, Ri. The group scale is then formed
by snme function, F(Sl,..., Sn), and the group preference order is determined
by thM qroup scale. Care must be taken in distinguishing between preference
orderings and scales. The individual's preference orderings determine the
individual scales, but the group scale detcrmines the group preference
ordering.

With Arrow's conditions then expressed in terms of the scale values
rather than preferences, and the objects in the anchor set assumed to be
exempt from these conditions, Dalkey demonstrated that a group preference
scale does exist which satisfies these conditions. To do this, he used the

-8-
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sum of the individual scales as the group scale. This procedure assigns
a numeric value to each alternative, so since the arithmetic inequality
is - complete order, this yields a complete social preference order sat-
isfying condition 1. Condition 2 is obviously satisfied by the summa-
tiin procedure. The group scale value dces not change when only subsezs
of the alternatives dre considered, so Condition 3 is satisfied. Condi-
tion 4 is satisfied, .ince, by Condition 1, there is some x and y such
that Si(x) > Xi(y) for all i, so ESi(y). Tc show that Condition 5 is
satisfied consider that condition 1 requires iiat there ar- at least
three potential rank order numbers. Then there is a pair of alternatives,
x and y, such that for one individilal k, (S = S1,y) + 1 and for all

individuals j j k, S.(y) = S.(x) + 2. The group scale value of y is
S(y) = zS (y) = zS (x) + 2(n-l) - 1, so the group prefers y to x while

i i
individual k prefers x to y, Since the group preference scale exists and
defines a complete ordering, this ordering can be ta~en as the group pref-
erence ordering.

The crucial point in Dalkey's formulation of the group preference
problem -that allows him to find an aggregation procedure satisfying the
five conditions is thiAL the anchor se. does not need to sFatisfy the con-
ditions. Clearly, this allows for what would otherwise be a violation of
the condition of independence from irrelevant alternatives. Preferences
expressed in terms of scale values are not independent of the anchor set.

The biggest problem in using this procedure to obtain a group pref-
erence ordering is the choice of the anchor sets. The resulting ordering
may be very sensitive to this choi'..e. Since the anchor set does not have
to satisfy the five conditions, it would seem to be desirable not to in-
clude alternatives that are actually under consideration in the anchor set.
Additional problems arise since different individuals can have different
anchor sets. In fact, nothing requires individuals to have the same anchor
sets or even the same number of reference objects in the anchor sets. Thus,
if one individual has only two reference objects in the anchor set and another
individual's anchor set includes fifty reference objects, the preferences
of the second individual will obviously swamp the preferences of the first
individual. Note also that any individual can possibly assign the samei. scale value to two alternatives between w-hich he or she has a strict pref-
erence. The scale values certainly are not guaranteed to be as sensitive
as a complete preference ordering. In fact, by using the sum-of-anchored-
scales procedure to produce the group scale, two alternatives may be judged
indifferent by the group when one i.c strictly preferred to the ether by each
member of the group, a violation of Pareto optimality.

S~-lo-
A. ;A



II. C. Cardinal Utility and Interpersonal Comparisons

A point crucial to decision analysis that is not satisfied by any
of the procedures previously discussed in this section is that in many
decision situations ordinal scales of preference are not strong enough
for decision making. For the expected utility maximization decision rule
to be used in situations where the outcomes resulting from a decision are
known only probabilistically, the utility functions must be of at least
interval strength. If the ordinal preferences are to be used for calcu-
lating expected utilities, they must first be transformed onte an interval
scale. Since such a transformation is guaranteed to exist (proceduresI for making the transformation are discussed in von Winterfeldt and
Fischer, 1975), the ordinal preference scales may still be useful. How-
ever, problems may arise in making the transformation from ordinal to
interval scales. The transformation depends on the risk attitude of the
decision maker whose utilities are being represented. If the decision
maker is a group, there is every reason to believe that different members
of the group will have different risk attitudes. Thus, it must be deter-
mined what risk attitude represents the entire grcup. Even if all mem-
bers have the same risk attitude, it can be argued that the group as a
whole should be less risk averse than each of the individual memberF,"• ~since they now share the risk. Raiffa (1968, pp.188-220) provides an

elucidating discussion and formal analysis of risk sharing, particularly
in the context of deriving group utility functions.

To avoid the pitfalls of differing risk attitudes and risk sharing
in deriving an interval group utility function by transforming an ordinal
scale, it is necessary to start with the assumption that each individual's
prefqrences are measured on an interval scale. This approach has been
developed primarily by Keeney (Keeney, 1975; Keeney and Kirkwood, 1975;
and Keeney and Raiffa, in press). Keeney (1975) assumed that all indi-
vidual utility functions, ui, and the group utility function, u, satisfy the

expected utility axioms, and showed that there are procedures for aggre-
gating the individual utility functions into a group utility function
that satisfy the Arrow conditions stated in terms of interval utilities
rather than ordinal preferences. The critical property that must be met
is:

aua11 > O, i = I, 2, ... , N.
ui

One aggregation procedure that satisfies this condition is the weighted
sum of the individual utility functiorys, that is,

N
u = E kiui, k. > 0, i = 1, 2, ... , N.

i=l
Keeney demonstrated how this group utility function satisfies the five con-
ditions. A sufficient condition for the existence of a group utility func-

- - -il-



tion of this form is: In situations where the utilities of N-2 of the indi-
viduals are fixed for two alternatives, the group should be indifferent if,
individually, each of the other "'wo individuals iG indifferent (Keeney, 1975).
This assumption is similar to cne from m~utiattribute utiiity theory, termed
by various authors marginality, marginal equivalence, value independence,
or additive independence that was first shown by Fishburn (1965) to be a
necessary and sufficient condition for the existence of an additive multi-
attribute utility function.

S, Keeney (1975) has taken other results from multiattribute utility
theory and reinterpreted them in the 3roup utility context to arrive at'• conditions for the existence of other forms for aggregating individual util-

ity functions into a group utility function. For example, the multipli-
cative form will be appropriate if an assumption is met that is slightly
weaker than the one for the weighted sum procedure. The assumption is:
In situations where the utilities of N-2 of the individuals are fixed for
two alternatives, the utilities of the two remaining individuals shall
guide the group decisions. The group utility function is then expressed
by

N N N-1
zu= z= kiui + k zi ilk.kjuiuj + + k kIk2 kNUIU2 uN1

j>i

or the equivalent form,
N

ku + 1 = n (kk.u. + 1),
i=l i 1

where k > 0 for all i and k is the solution to"N

k + 1 = n (k k. + 1).Si~ i

These results may at first be surprising since the theorem proved by
Arrow for ordinal preferences must necessarily hold for preferences meas-
ured on a stronger scale, for example, cardinal. This is true because any
cardinal scale is also an ordinal scale, although the converse is not true.
Therefore, cardinal utility scales, include all of the properties of or-
dinal preference scales including tho'se that allowed Arrow to prove his
theorem. Arrow's formulation excluded the possibility of using individ-
ual strength of preference and interpersonal comparisons of utility.
The Keeney formulations include both. Since strength of preference as
measured by cardinal utilities alone is not enough to alleviate the para-
dox, the use of interpersonal comparisons of utility must be what allows
the fulfillnment of the five conditions. This raises a problem for which
there ib no very satisfactory solution. How can this comparison be made?
There is good reason to believe that sinqle individuals can-make the nec-
essary judgments about the relative differences in utility for themselves of
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various alternatives, but who can say that the utility of one alterna-

tive for one individual is more or less than Lhe utility of another
alternative fot another individual? Yet this comparison must be explicit-
ly made. Fory example, in the weighted sum and multiplicative aggregation
procedures discussed above, the ki's take on this role. The larger ki is,

the more important the ith individual's utility is in determining Lhe group
utility. Kirkwood (1972) discusses some of the problems and attempted so-
lutions to assessing these weights.

Another factor to be considered in using these aggregation procedures
is that they may result in decisions which are in some sense "unfair" or
inequitable. For example, the weighted sum utility function for a two-
person group with kI = k, implies that the group shold be indifferent be-

4 •tween the following alte{natives (Keeney and Kirkwood, 1975):

SA. u1 = I and u2 0.

B. A 50-50 chance of either uI l andu2  2O,oruI 0andu 2 = I
C. A 50-50 chance for either uI = 1 and u2  1 1, or UI = 0 and u = 0.

Even assuming that equal utilities have the same meaning for both in-
dividuals, alternative A appears unfair since individual 2 has no chance of
receiving his or her preferred outcome, while in Each of alternatives B
and C, each individual has an equal chance of receiving his or her preferred
outcome. In addition, alternative C seems to be more acceptable than B,
because no matter what happens, each individual will receive equivalent
outcomes. Such considerations might lead to rejection of the weighted sum
as an aggregation procedure.

Now consider the same alternatives when the group utility function is
multiplicative with k = k2 = 4 and, therefore, k = 1.25. The group utili-

ties for the alternatives are .4, .4 and .5, respectively. Although alter-
natives A and B are still indifferent for the group, alternative C is pre-
ferred to both. This seems to be a more equitable aggregation procedure.

Keeney and Raiffa (in press) point out another problem that can ariseS..if the multiplicative aggregation rule is used. Add the following alterna-
tive to those already under consideration:

D. u1 - .48 and u2  .48.
Under the multiplicative aggregation rule, this alternative has a utility
of .43 for the group. Thus, it should be preferred to alternative B by the
group. But notice that this violates Parteo optimality since the expected
utility of alternative B is .50 for both individuals. Presumably, both in-
dividuals would prefer alternative B to alternative D while the 9roiip would
prefer D to B.

-13-
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II. 0. Procedures for Reducing Disagreement

No formal procedure for aggregating individual preferences or utili-
ties into a group preference or utility function seems to be completely
satisfactory. But such aggregation processes must and do occur, if not
formally, at least in some intuitive form. The question remains: Can we
improve on these intuitive procedures? Some experimental work, but mostly
experience, suggests some procedures which do not have an underlying formal
structure may aid decision makers in this type of situation.

Experience suggests that simply providing more structure to the pro-
cess of determining preferences often will reduce disagreement among mem-
bers of groups. Gardiner (1974) provided some experimental evidence that
this reduction in disagreement actually occurs. He found less disagreement
when a highly structured multiattribute utility procedure was used to deter-
mine preferences than with simple holistic judgments. Procedures such as
this not only may reduce disagreement, but will also help focus on the exact
points of disagreement, which can then be considered specifically.

Another widely used procedure for reducing disagreement in assessinggroup preferences or values is called the Delphi procedure. Although it

was developed and is used primarily for answering more factual questions,
it can also be used to assess value judgments. There ire many variations of
the Delphi procedure, but all satisfy three general requirements: anonymity
of the group members' responses, iteration with controlled feedback between
rounds, and a statistical group response representing the group opinion or
value. Since there can be no truth against which to compare value judgments,
experimental work investigating the validity of the Delphi method in assessing
value consists primarily of examining the reliability and the reduction in dis-
agreement produced by this procedure.

The monograph by Dalkey, Rourke, Lewis and Snyder (1972) summarizes
several experiments conducted at The Rand Corporation. The value judgments
obtained using the Delphi method were generally found to be quite reliable
and some convergence (reduction in disagreement) was found across rounds,
mostly between the first and second rounds. However, the convergence was
not as striking as the convergence typically obtained using Delphi to an-
swer factual questions. Generalizations from1 Delphi findinas using factual
questions to value judgments are rather suspect so little is really known
about how the Delphi procedure compares with other methods in ictually re-
ducing disagreement among group members making value judgments. The ulphi
procedure in general is discussed more thoroughly in a liter section of this
paper dealing with group assessment of probabilities.

II. E. Summary

In concluding this discussion of procedures for assessing group utili-
ties or preferences, the obvious conclusion to draw is that no entirely satis-
factory method for deriving group utilities exists. All of the formal pro-
cedures for aggregating indiviiual preferences or utilities into group pref-
erences or utilities have some undersirable traits: restrictive applicability,
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unfairness, violation of Pareto optimality, and so forth. The informal pro-
cedures suffer from the lack of experimental support and underlying theory.
Experimental support for any of the methods is very difficult to obtain be-
cause of the validity problem. Since no "true'" utility exists, a criterion
for validity is difficult to define. Therefore, the crucial problem in as-
sessing group utilities is not what procedure to use, but rather to develop

satisfactory methods for validating assessed utilities.
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III. INDIVIDUAL VERSUS GROUP JUDGMENTS
OF UNCERTAIN VARIABLES

In this section, the distinction between groups that actually serve in
a decision making capacity and groups that provide expert advice as input
to another decision maker becomes important. Groups of the former type are
not concerned with the individual-versus-group question, although it should
have been considered prior to determining that a group rather than a single
inaividual would functiot, as the decision maker. However, in seeking expert
advice, the decision maker should consider whether a group judgment is likely
to be better than a single individual's judgment. This problem will be dis-
cussed in this section of the review, though many other consideratiolis should
also enter into the choice of individual versus group judgments, for example,
costs and group size.

Several factors enter into the iridividual-versus-group question. How
is the group judgment determined? What measure of goodness is used to com-
pare individuals and groups? To what single individual should the group

e compared? These questions must all be answered in order to make a judg-
ment about whether group judgments will be better than individual judgments;
and these qeustions will be considered subsequently in this review.

The relative merits of various procedures for determining the group
judgment will be discussed in a subsequent section of this paper specifi-
cally for probabilistic judgments. Mhny studies that have compared individ-
ual with group judgments have used the arithmetic mean of the individualsi, the group as the group judgment. This seems to be a natural choice sincein our egalitarian society, it is probably representative of the way many

grou s actually function. In addition, the arithmetic mean has several de-sirable statistical properties, for example, less variance than individual
judgments. Other methods sometimes used for deternining a group judgment
include median judgment, weighted arithmetic mean, geometric mean, and con-
sensus (agreement on a single judgment through group discussion).

The measure of goodness used in comparing groups with individual depends
entirely on the situation and type of judgment being made. When the true
value that is being judged is known, individual and group judgments can be
compared directly with the true value. However, for many 'ypes of judyments
there is no known true value, for example, utility judgments, so other meas-
ures must be used. The most commonly used measure of goodness for probability
judgments aye proper scoring rules. (For theoretical developments, see Aczel
and Pfanzagl, 1966; Toda, 1963. For mdre practical applications, see Murphy
and Winkler, 1970; Stael von Holstein, 1970; Winkler, 1967).

In determining whether to use a group or a single individual judgment,
the group judgment would be used if it were known a priori that the group!
judgment would he better than the best individual judgment. Similarly, an
individual judgment would be used if all individual judgments were known
to be better than the group judgment. Such knowledge is quite unlikely
to be available, however, so the group judgments are typically compared
with the judgment of the average individual. This comparison has some in-
tuitive appeal since there is usually little or no rationale for a priori
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judging the relative competency of the group members.

This section of the review begins with a discussion of some of the
social psychological literature on group judgments. Much of this litera-
ture is quite old, and some is not directly relevant to group assessment
of probabilities and utilities. Yet is does form part of the underlying
rationale for using groups rather than individuals. A good further source
on the topic of group performance is Davis (1969). He reviews group per-
formance on decision making tasks as well as problem solving and learning
from a perspective similar to that taken in this review. The primary con-
cern is the product of the group and not the group structure or process by
which the product is formed.

III. A. Statisticized Groups

Lorge, Fox, Davitz and Brenner (1958), in their review of individual

versus group performance, draw several conclusions from the early experi-
mental work comparing individual judgments with those of "statisticized"l
groups that seem quite relevant to consideration of group judgments of
probability and utility. Statisticized groups are not actual face-to-face
or interacting groups, but rather are groups formed so that a statistical
procedure (usually averaging) can be used to obtain a group judgment from
individuals making their own judgments. Beginning with the first recog-
nized use of statisticized groups by Knight in 1921, reported by Lorge,
et al., different results are apparent when two broad categories of stim-
uli are used. For numeric judgments of factual stimuli such as room tem-
perature (Farnsworth and Williams, 1936; Knight, 1921), weight (Bruce, 1935;
Gordon, 1924; Stroop, 1932), niunerosity of buckshot (Bruce, 1935), and nu-
merosity of beans (Klugman, 1945), statisticized groups outperform the av-
erage individual. However, the results are not so clearcut when the stim-
uli are more ambiguous and value-laden. Knight (1921) found no difference
between groups and individual judging intelligence from the pictures of
children; and Smith (1931) found some improvement in group as compared withindividual judgments of personality and behavior traits from written reports,but not as much as was found in other studies of numeric judgment. Eysenck

(1939), using another type of value judgment, found substantial increases
"in correlations between groups and Lhe "expert" judgment over individual
correlations. This result is not surprising, however, since the "expert"
judgment was defined as the average judgmeit of 700 students and the groups
were composed of samples from those same students' judgments.

The judgments required for factual and value-laden stimuli seem some-
what similar to the judgments required for probabilities and utilities.
Probability judgments are in some sense factual since they typically are
confirmable at some point in the futut.?. However, utility judgments are
value judgments and, therefore, seem to be more similar to judgments about
intelligence, personality, and so forth. Such a generalization is, of
course, quite weak; but to the extent that it is true, this research im-
plies that group judgments of probability are more viable than group judg-
ments of utility.
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This type of restarch, comparing statisticized groups with individuals,
has been subjected to considerable criticism. One such criticism is that
the results are statistical artifacts. Stroop (1932) repeated Gordon's
(1924) experiment with judgments of weight and included a second condi-
tion where a single individudl made multiple judgments. The results were
the same for groups composed both of judgments from different individuals
and of many judgments from the same individual, leading Stroop to be the
first tc argue that such results simply demonstrate the statistical prin-
ciple of error reduction and not any psychological principle of group pro-
cesses. Zajonc (1962), in fact, showed that the superiority of statisti-
cized groups over individuals can be predicted quite accurately by ana-
Idytic techniques.

Although this criticism is quite damning from a social psychological
ooint of view, from the decision analytic perspective adopted in this paper,
these results remain useful. Certainly, reduced error is a desirable trait
in the judgments necessary for decision making regardless of how it is1 .. achieved. What must be known are the characteristics of stimuli and situa-
tions that lead to this error reduction.

A standard result from test theory suggests that the heterogeneity
of the group may affect the quality of the statisticized group judgment.
Reinterpreting the equation for the validity of a test as a function of the
test length (Gulliksen, 1950; Nunnally, 1967) leads to the following equa-
tion for detemining the validity of the group judgment:

r k r rtxi
I + (k" )xiji

where r ýs the correlation between the true value and the mean individual
ti

judgment; rtxi is the average correlation between the true value and indi-

vidual judgments (averaged over all individuals); rxix is the average in-

tercorrelatiun among individuals; and k is the number of individuals. Con-
"sidering Fxj as a measure of homogeneity, the validity of the statisti-

r~iJ cized group judgment clearly increases as homogeneity decreases, all other
[things being equal.

The empirical results of Jenness (1932) support this argument. Sub-
jects made individual estimates of the number of beans in a bottle (true
value = 811) and were subsequently assigned to three-person groups. Thegroups then discussed the judgments and reached a consensus for a group

judgment. Subsequently, each individual again made an independent judg-
ment. Jenness compared four types of groups: groups formed to maximize
the diversity of original judgments of group members; groups formed to
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minimize the diversity of opinion; groups formed "naturally" for discus-
sion within a classroom, and a control group with no discussion. The
results showed that for the diverse and natural groups, while the accu-
racy of the average individual did not increase, the majority of the sub-
jects did improve their accuracy following the discussion. This result
did not hold for the minimal diversity groups, nor was there any improve-
ment simply from reconsidering the judgments a second time (control group).
In addition, the average group error was less than the average individualerror both before and after disc'ission. Thus, although diversity of opin-
iL.n does not appear to be a necessary condition for group judgmeot to be
superior to individual judgments, it does seem to lead to improve' judg- I
ments from many individuals when such diversity is recognized through dis-
cussion.

There is also a large body of research in social psychology that sug-
gests that the superiority of group performance over individual performance
may not be due simply to the reduction in error variance. A theory has been
developed known as social facilitation which explains the results of many
studies that showed individual performance improved in the presence of other.
inoividuals (Zajonc, 1965). However, some tasks have also led Lo dPtcrj.,-
rated performance. Zajonc indiLuted that there is a single Feature that
distinguishes between tasks on which individual pLrformance improves in the
presence of others and those on which the performance deteriorates: Improve-
ment occurs on tasks that are well-learned, while deterioration takes place
when new behavinr is being learned. This research suggests that if we are
to take full advantage of group judgment, the tasks being performed by the
group must be well-learned.

The familiarity of the stimuli may also affect the differences in
individual and statisticized group judgments. Farnsworth and Williams (1936)
and Klugman (1945) investigated statisticized group judgments for what
each termed "unfamiliar" stimuli, although their choices of "unfamiliar"
stimuli are quite different. Klugman compared judgments of the numerosity
of jacks and marbles (familiar) and lima beans and marrow beans (unfamiliar)
and found that the statisticized group judgment was better than the average
individual for the unfamiliar stimuli, but was no different for the famil-
iar stimuli.

The unfamiliar stimulus for weight judgments used by Farnsworth an(I
Williams was a box that had been constructed to take advantage of the size-
weight illusion. Subjects hefted two boxes and then estimated the weight
of the specially constructed box. The group judgments were no closer to
the true weight than individual judgments, a result seemingly contrary to
Klugman's results. However, given t'e types of stimuli used, this is cer-
tainly not surprising. What these experiments showed probably had little
to do with whether the stimuli were familiar or not, but rather they illus-
trated that the statisticized group judgments were not better than indi-
vidual judgments when all the individuals had a similar bi .s. The process
of averaging reduces the error variance, not a constant bias.

Recently Einhorn, Hogarth, and Klempner (1975) have provided some
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Lanalytic support Žrthis argument. They began by assuming that there is
a population of individuals from which judgments can be obtained and that
t--- distributlon of the individual judgments is normally distributed. The 1
true value of the quantity being judged does not necessarily coincide i
with the mean of the population of individual judgments, that is, some bias
may exist. They then compared mean judgments of various size groups with
the judgment of a randomly selected individual using expected utility for the
comparison. Utility was assumed to be a linear function of the absolute I
difference of the judgment and the true value. Expected utilities for these
two strategies were calculated for biases (difference between the population
mean and the true value) varying from zero to three standard deviations, and
group sizes from two to sixteen. On the average, the mean of a group alwiys
outperformed a single individual regardless of the bias. However, as the
bias increased, the difference between the two strategies decreased rapidly
to virtually no difference. This would seem to explain the lack of difference
between groups and individuals in the Farnsworth and Williams (1936) exper--
ment where an extensive bias presumably was present.

Ei.ihorn et al. also examined another strategy for obtaining judgments which

they called the "best-person strategy." If the person whose judgment will
be best can be selected with certainty, their results indicated his or her
judgment should be used. Using expected utility for comparing the judg-

/wa shown to be superior to taie group mean for all group sizes and all degrees
ofbias.

Recognizing the impossibility of identifying a single best person in
motpractical situations, Einhorn et al. also examined 'a more interesting
caewhere the best person could be identified only with some probability less
thnone. Specifically, they assumed the rank order of individual judgments
wsknown and that any individual's probability of being identified as the
betperson was inversely proportional to the rank. For example, in a three-I person group, the best person (rank = l)would have a probability of 3/(3+2+1)=

.50 of being selected as the best person. Similarly, the second best person
would have a probability of .33 of being chosen as best, and the third best

person would be chosen as the best person with probability .17. The group17. judgments were then calculated as a weighted sum of the individual's judg-
ments; the weights being the above defined probabilities.

For the low range of bias, that is, biases up to .7 standard deviation of
the distribution of individual judgments, the group mean did better. How-
ever, when the bias exceeded .7, the weighted sumi with weights inversely
proportional to rank did better than the group mean,'suggesting that in sit-
uations where there is a possibility of extensive bias, effort to identify

II best persons may be more fruitful than simply using a group mean.

Einhorn et al. also argued that the proportional weighting scheme is
conservative since it does not yield weights differing greatly from equal
weights and, therefore, the probability of correctly identifying the best
person is actually larger than suggested by this scheme. This implies that
the best person strategy may be relatively better than is suggested by their
results.
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The empirical evidence bearing on the question of whether the supe-
rior members of a group can be.identified a prioyi is equivocal at best.
Such attempts have been numerous and varied, but no general pattern of
results has emerged. Jenness (1932) found no correlation between intel-
ligence and errors in judging the number of beans in a bottle. Kaplan,
Skogstad and Girshick (1950) found correlations of .60 between scores on
a test of social problems and success in predicting social events, and
between scores on a science test and success in predicting scientific
events. The actual differences in success of prediction between low and
high scores on the tests were, however, rather small.

Many recent attempts to identify group members whose judgments can be
expected to be superior have focused on self-ratings as a measure of ex-
pertise. Experimental efforts to improve the Delphi procedure through the
use of individual self-ratings have had limited success. Studies at The
Rand Corporation using the Delphi procedure to obtain group judgments about
general information questions, the answers to which might typically be found
in almanacs, showed error in the group judgments tended to decrease as the
average self-rating of the group members increased (Brown and Helmer, 1964; I
Dalkey, l969a; Dalkey, Brown and Cochran, 1970b). They did not, however,) find any relationship between individual self-ratings and individual error. I
More recently, Brockhoff (1975) found no association between either individ-
ual or group self-ratings and error in factual and forecasting judgments on
economic questions made by bankers.

This evidence suggests that even if some members of a group have the
ability to make better judgments than result from the group procedure, such
individuals will be difficult or impossible to identify.

With this hackground on the general use of statisticized group judgments,
we now turn to the specific topic of using statisticized groups for assessing
probabilities. The scope of this research is quite limited, and much work isneeded to determine if the findings for statisticized group judgments in gen- Ieral carry over to this specific type of judgment.

III. B. Statisticized Group Judgments in Probabilistic Forecasting

Several attempts to improve probabilistic forecasting procedures have
focused on the aggregation of individually assessed probabilities into a
group probability usually using averaging as the aggregation procedure. Ag-
gregated group probabilities are then compared to the individually assessed
probabilities using a proper scoring rule. Since the understanding of these
scoring rules is crucial in explaining some results, a slight digression into
the meaning and use of proper scoring rules seems to be in order (for a more
general discussion see Stael von Holstein, 1970; or Winkler, 1967).

The defining characteristic of all proper scoring rules is that if an
assessor has pas his true subjective probability distribution, and reports
r as his probability distribution, his expected score on a proper scoring
rule will be maximized if and only if r = p. Thus, proper scoring rules are
used in eliciting probability judgments to reward the assessor for honesty,
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that is, for reporting his true beliefs.

There are three commonly used proper scoring rules:

the quadratic scoring rule,

Qk =2rk "
j=l

the spherical scoring rule,
Sk = rk ;

J=l

and the logarLhmic scoring rule,

wLk =log rk

where Qk' Sk ' and Lk are the scores obtained if the kth event occurs, r. is

the subjective probability assigned to the jth event, and rk is the probabil-

ity assigned to the event that occurs.

Proper scoring rules can also be used to evaluate forecasts. If p_

is the "true" probability distribution, then the expected score on a scoring
rule is maximized if r = p; that is, the probability distribution given by
the assessor is equal to the "true" distribution.

This technique has been used to compare the scores of statisticized
group forecasts with the average score of individual forecasts on tasks
including meteorological prediction (Stael von Holstein, 1971a), scores of

football games (Winkler, 1971), stock prices (Stael von Holstein, 1972),
general information questions (Gough, 1975), and short term socio-economic
predictions (Brown, 1973). The results of these comparisons were all quite
similar: the statisticized groups always outperformed the average individual.
This should come as no surprise since the quadratic and logar'thmic scoring
rules used in these studies are concave functions on the probability simplex
as are all strictly proper scoring rules. Because of this property, the
score of an average of individual probabilities must be better than the aver-
age of the individuals' scores. In fact, Brown (1973) has shown that the
difference between the quadratic score of the average probability Oistribu-
tion and the average of the individual scores can be determined simply by
knowing the individual probability distributions without knowledge of the
actual outcome of the event being predicted.

There is, however, further evidence, which does not depend on proper
scoring rules for evaluation, that suggests the statisticized group proba-
bility judgments are superior to individual judgments. For example, Winkler
(1971), in addition to evaluating probability assessments with scoring rules,
also observed the outcomes of hypothetical bets on the football games.

The bets were made by comparing the expected point spreads expressed
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by the subjects with the spread given by bookmakers, and assuming the sub-
jects would take the side of the bet that was favorable from their point of
view. The expected point spreads assessed by the subjects were reasonable
approximations of the means of the assessed probability distributions.
Thrc3 betting schemes were considered: bet one dollar on each game, bet
the absolute value of the difference between the subject's spread and the
bookmaker's spread, or bet the squared difference of the subject's and
bookmaker's spread. For each betting scheme the mean judgment of the group
outperformed the average individual on both Big Ten Conference and National
Football League games in terms of money won or lost. The difference ranged
from 2t to 47t for every dollar bet, with the 47t difference on the squared
difference betting scheme for Big Ten games. This type of economic evalua-
tion is a valuable contribution to the comparison of individual and group
probabilistic judgments since it does not suffer from the limitations of the
proper scoring rules.

Dalkey (1975) has deveioped additional theoretical arguments that suq-
gest group probability judgments are generally more satisfactory than individ-
ual judgments based on economic evaluations. Whereas Winkler evaluated the
assessments in terms of objective expectation, for example, with knowledge of
actual outcomes, Dalkey examined subjective expectations in the following
situation: Consider a group faced with a decision as specified by a decisiun
matrix. The group must choose a single course of action, with the action cho-
sen depending on the assessed probabilities of possible events. The payoff to
each individual is proportional to the proceeds realized by the groue. Under
these circumstances, the average subjective expectation of the individual group
members will be less than or equal to the expected payoff based on the average
probability distribution.

Dalkey points out that such a procedure may not satisfy group members
since each will believe that the group would have done at least as well or
better if it had chosen a course of action based on his or her own probabili-
ties. This leads to consideration of.another payoff strategy in which each
group member is paid proportionally to what the group would have made if it
had followed the individual's own advice. in this situation, the average ex-
pectation of the total group can be maximized by each member's:adopting the'aver-
age group estimate as his or her own. Thus, "almost any way you view an en-
terprise, if there is disagreement on probabilities or utilities, but agree-
ment on the rule of common action, the expectation of the group judgment is
greater than the average expectation of -,he individuals" (Dalkey,1975,
p. 22).

Altiiough Dalkey's arguments are quite persuasive, they must be inter-
preted with some caution. The expectations considered are all subjective
expectations, and the well-documented existence of biases in subjective prob-
abilities suggests that the objective expectations may be quite different
from the subjective expectations. The work by Einhorn et al. (1975) in
particular suggested that we must consider the existence of biases in prob-
ability assessment in comparing group and individual judgments.
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One of the biases that has been found in assessing subjective proba-
bilities is what has been referred to as "overconfidence." That is, the
subjective estimates express more certainty than is warranted by the objec-
tive relative frequencies. This bias is evident in both disc.rete and con-
tinuous subjective probability distributions (Lichtenstein, Fischboff, and
Phillips, 1976).

Amos Tversky and Daniel Kahneman have studied other ty s of biases.(See Tversky and Kahneman, 1974, for a review of their workr. They propose

three heuristics that people use in making judgments about uncertainty:
representativeness, availability, and anchoring and adjustment. These heu-
ristics are useful in simplifying the information processing necessary to
make probabilistic judgments, but can often lead to systematic errors.

Representativeness is a heuristic often used in judging the probability
that a specific instance belongs to a general class. One form of this heu-
ristic is the disregard subjects have for sample size when judging the proba-
bility of a sample statistic. For example, the probability of more than six-
ty percent of the births at a hospital being male on any given day was judged
by most subjects to be the same regardless of the average number of daily
births (Kahneman and Tversky, 1972). Subjects seem to consider only the de-
gree to which the sample proportion represents the population.

The availability heuristic suggests that people judge the probability
of the occurrence of an event by the ease with which they can remember other
instances of that event. For example, people judge the letter k more likely
to be the first rather than the third lettey in a word, although the converse 4
is actually true (Tversky and Kahneman, 1973). Words in which the first let-
ter is k are easier to recall than words in which the third letter is k.

The final heuristic proposed by Tversky and Kahneman is called anchor- I
ing and adjustment. The general idea of this heuristic is that when asked
to make a numerical judgment, people first anchor on some seemingly appro-
priate starting point and then adjust usually insufficiently away from the
anchor. This heuristic has been demonstrated'in subjects' judgments of un-
known percentages. A percentage was chosen by a random device and the sub-
jects indicated whether the true percentage was above or below the selected
percentage. Then the subjects made a numerical estimate of the true percent-
age. The lower the randomly selected percentage (the anchor), the lower the
subjects' estimated percentage.

The preceding discussion of biases in probability assessment is by no
means a complete or comprehensive treatment of the subject. Rather it is
meant to illustrate the widespread existence of such biases in individual
judgments, and the possibility of similar biases in group judgments.

When a relatively large bias exists in the judgments of all group mem-
*1 bers, Einhorn et al. (1975) suggest that attempting to identify the better

or best members of the group will lead to better group judgments than will a
simple averaging process. Will this type of strategy be useful in obtaininggroup probability judgments? Existing empirical evidence implies probably
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not. The data comparing the performance of individual subjects with an
"faverage subject" using proper scoring rules as the performance criterion
indicate that very few subjects outperformed the average. In fact in the
studies where these data are available (Brown, 1973; Stael von Hol~stein,

1971a, 1972; Winkler, 1971), only 4% to 13% of the individual subjtcts

outperformed the group judgment formed by taking the average af the individ-I

Stael von Holstein (1972) provided a vivid example of the superiority

of a group probability judgment over individual judgments with the groupI
judgment being a sinmple average of the individual members' judgments. Using
five groups of subjects, bankers, stock market experts, statisticians, bus-
iness administration teachers, and students of business administration, he
found that the average judgment of the group of stock market experts outper-
formed every individual (n=98) based on average scores from the quadratic
scoring rule. Similar results were obtained in an earlier study (Stael von
Holstein, 1971a) using meteorologists, research assistants in meteorology,

statisticians,and meteorology students to predict rainfall and temperature.
In this study the prediction formed by taking the average of the individualI
judgments of the research assistants outperformed all but one individual (n=30)
again based on the quadratic score. These results certainly must be taken as

J an argument against attempting to identify the "best" individual judge. They
do point to another strategy that might be fruitful, namely to attempt to iden-
tify a "best" group. If relatively reliable procedures can be found that
will predict the quality of the judgments of groups, their use could be quite
rewarding.

III. C. Summary .
Reviewing the work comparing individual and group judgments leads to the

following conclusions: :
1. In general the group judgment will be more accurate than individual

judgments prim-arily due to a decrease in error variance.

2. The superiority of group judgments over individual judgments may be
greater for factual judgments than for value judgments.

3. A larger diversity of individual opinion among group members will
lead to greater superiority of the group judgment over individual judgments.

4.The task being promdb h ru hudb elland

memer will redutece the smlrjudgmental biases in most or all group
memerswil reucethesuperiority of the group judgment.

6.When such biases exist, the "best-person strategy" (Einhorn et al.
(17)may be superior to a statisticized group judgment.

7.The a priori identification of "best" individualjugswlbedf

8.A statisticized group probability assessment will always be superior
toteaverage performance of individual group members as evaluated by a pro-

prscoring rule due to the mathematical properties of the scoring rule.
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9. If a group is faced with a decision making probiem, the expected
utility associated with the use of a group probability judgment (average of
individual judgments) is greater than the average expectation of the individ-
uals.

decision making, group judgments should be preferred to individual judgments

if obtaining group judgments costs more.
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IV. PROCEDURES FOR FORMING PROBABILISTIC GROUP JUDGMENTS

The preceding section concluded that in general group judgments will
be superior to individual judgments. But how should such group judgments
be obtained? Most of the comparisons of individual and group judgments

in the preceding section contras+:,, individual judgments with group judg-I
ments formed by averaging the individual judgments. An extension of this
procedure, weighted linear combinations, is discussed first, along with
several other mathematical procedures*for aggregating individual prob-
ability assessments into a group assessment. The next section focusesI
on behavioral approaches to forming the group judgments. These behavioral
approaches to varying degrees depend on some type of communication or inter-
action between individual group members hopefully to increase the agreement
among the individuals. In some cases complete agreeme~nt or consensus may
result in a single judgment that can be used to represent the total group

* ~opinion. In other cases the behavioral procedure will not necessarily pro-I
duce a consensus so one of the mathematical aggregation procedures must be
used in conjunction with the behavioral method.

IV. A. Mathematical Aggregation Procedures

The procedures to be discussed in this section have a common approach
to determining a group probability estimate from individual estimates. Each
uses some mathematical procedure to combine the individual distributions into
a single distribution that is meant to .epresent in some sense a consensus
of the opinion of all the indivX"'uals. The individuals involved are not neces-
sarily a group i~n the usual meaning of the word because there is no require-
ment that they actually meet. The individuals form a group only in that
there is more than one individual.

These procedures may vary in the mathematics of the aggregation, the for-
mal justification, and the exact type of judgment required from the individ-
uals as input to the procedure. Evaluation of the usefulness of each pro-
cedure depends on ease of application, justification, dnd performance in the
sense that the product of one procedure may be generally better as measured
by some criterion, say proper scoring rules.

IV. A. 1. Weighted linear combinations. Since simple averages of in-
dividual judgments generally are superio'r to individual judgmients, a logical
approach to improving these simple averages would be to use a weighted average,I
which gives higher weights to "better" judges. This brings back the question
of whether such judges can be identified a priori, and if so, is the differen-
tially weighted combi'nation better than the equally weighted one.

This approach, termed the "opinion pool" by Stone (1961), has been tried
experimentally by several investigators using many different weighting pro-
cedures usually based on one of two measures of quality: self-ratings
or performance. Stael von Holstein (1972) conducted the most extensive in-
vestigation of differential weighting procedures. Two different consensus
groups were used; a fixed group consisting of the nine Ss with the best aver-
age quadratic scores in the first half of the study, anJ a variable group,

changing from session to session, composed of the nine Ss who did best in
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the preceding session. Eight weighting procedures 'mere used: (1) equal
V ~weights; (2) weights proportional to average score~s for preceding sessions;

(3) weights proportional to scores in the preceding' session; (4) weights
proportional to moving averages with the latest score having a relatively
small weight; (5) weights proportional to moving averages with the latest
score having a relatively high weight; (6) weights proportional to ten minus
the rank of the individuals' scores for previous sessions; (7) weights pro-
portional to the inverse of the rank; and (8) weights proportional to the
participant number. Comparing the quadratic scores of the two consensus
groups and the weighting procedures showed relatively little difference in
the weighting procedures. with procedures 6 and 7 doing slightly better in the
fixed group and 3 doing slightly better in the variable group. The variable
group in general outperformed the fixed-composition group.

Other studies comparing different weighting systems based on self-
ratings and prior performance evaluated by proper scoring rules have led to*1 similar results: virtually no difference between the group judgments result-
ing from the different weighting systems (Gough, 1975; Stael von Holstein,
1971a; Winkler, 1971). In addition to self-ratings, Rowse, Gustafson, and
Ludke (1974) used peer ratings in their study in which firemen judged the
relative likelihood of the occurrence of various fire and ambulance alarms.
Using the difference in the logarithm~ of the estimated odds and the logarithm
of the true odds as the evaluation criterion, the use of weights based on peer
ratings in various combinations with self-ratings again led to basically the
same results.

A point should he made here about the use of weights based directly on
scores of previous sessions. Such weights are measured on a ratio scale
while the scores are measured on only an interval scale. That is, if R is
a proper scoring rule, then any positive linear transformation of R, aR + b,
a > 0, is also a proper scoring rule. Obviously, making such a transformation
with b 0 0 will affect the resulting weights. As Stael von Holstein (1971a
1972) points out, the choice of the exact form of the proper scoring rule
will greatly affect the relative weights given to the best and worst groupLi members. Even such arbitrary choices seem to have little effect on the qual-
ity of the group judgment (Stael von Holstein, 1971a).

The above weighting procedures are based on heuristic schemes. Roberts
(1965) and DeGroot (1974) offer more formal procedures for determining weights.
Roberts presented a Bayesian procedure-.for updating weights as data are col-
lected. Prior weights are assigned to broup members and are then revised by
multiplying the prior weights by the predictive probability placed on the
data by the individual judge. The predictive probability f(x) is the ex-I
pected value of the likelihood in light of the prior distribution:

f(x) =fh(x,o)do J(o)f(xlo)do
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where h(x, o) is the joint distribution of the data and the parameters e,
g(e) is the prior distribution of e, and f(xmo) is the likelihood of the
data given 0. That is, the weight assigned to individual I after some data
have been observed, wj, is proportional to the product of the prior weight
assigned to I. wI, and fW(x):

w•j %wlfi(x).

Winkler (1971) encountered some difficulty applying this weighting proce-
dure to produce group judgment. Ten subjects were predicting the point spreads
of football games on a weekly basis. Using uniform prior weights, the poste-
rior weights were then proportional to the product of the probabilities as-
signed to the outcomes that actually occurred. Thus, any subject assessing
A probability of zero for the outcome that occurred was assigned a weight
of zero in calculating all future group judgments. Even assigning several
near-zero probabilities to such outcomes eventually led to weights of zero,
with weights given only to four decimal places. At the end of thirteen weeks
of predicting, only two of the original ten subjects had non-zero weights.
The judgments formed using this weighting scheme had lower average scores
on the quadratic and spherical scoring rules, but higher scores on the loga-
rithmic scoring rule. Winkler attributed the difference in results for the
different scoring rules to the fact thit the logarithmic scoring rule is the
only proper scoring rule consistent with the usc if Roberts' weighting proce-
dure. That Is, the evaluation of probability assessors using likelihood ratios
as suggested by tberts and proper scoring rules will be the same if and only
if the scoring rule used is the logarithmic (Winkler, 1969).

To avoid the problem of a high percentage of zero weights, Winkler
tried setting any probabilities less than .01 equal to .01. This resulted
in a third subject with a non-zero weight and a slight drop in scores on
all scoring rules. A cutoff of .10 was also tried, leaving six of the sub-
jects with non-zero weights, but lowering the scores evern more.

DeGroot (1974) formulated the weighting problem in the following minner:
Consider how any individual group member might revise his or her subjective
probability distribution upon learning the distributions of the other group
members. One possibility is for the revised uistributlon to be a linear com-
bination of the distributions of the other group members. Let pij be the

weight assigned by individual I to the dlstribution of individual J. Also

assume that pj. > 0 for all I and j and Ekp., " 1,, for all i, where k is the

number of group mribers. This revision may be considered an iterative process.
each individual finding that all other mermibers may also have revised their
distributions again revises his or her own distribution using the same set
of weights as before. Now with P. being the k-by-k matrix of weights pij and

F Fthe k dimensional vector of individual distributions with transpose F'-
(Fl,...,Fk),

( F I F d o(n) .P F (n- 1) .p n F
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where F(n) is the vector of individual distributions after n iterations.

The question is under what conditions all k components of F(n) will converge
to the same limit as n+--. Defining p9. as the elements oT P, this convergence
will occur if and only if there exists13 a vector p* = ,...p) such that

"1 n
lHim Pi- pt

for all I and j. Using the theory of Markov chains, DeGroot proves that
2.* exists if there exists a positive integer, n, such that every element in I
at least one column of pn is positive (Theorem 1, p. 119). The most obvious
situation satisfying this requirement is one in which at least one member of
the group receives non-zero weights fronm all other members. The vector p*
can be calculated by solving the set of linear equations p_*_E - p_* subject 1
to the constraint

p* 1.

i~l It--1

The crucial assumption In the development of DeGroot's weighting proce-
dure is that the group members revise their distributions as linear combina-
tions of the distributions of the other members of the group. While this as-
sumption may have some intuitive appeal, it does not have any normative ra-
tionale, nor is there any evidence that It is descriptive of revision in sucha situation. These same arguments, however, must apply to all weighted aver-aging procedures for forming group judgments.

The other assumption made by DeGroot that might be questioned is that
the weights assigned to other group members do not change on subsequent
iterations. Group members may Very well want to change the weights they
assign as the distributions of other members are revealed. For example, if
person A found the distribution of person G, to whom he had 4ssigned a non-
zero weight, was not consistent with facts that A knew to be true, A certain-
ly might want to reduce or eliminate the weight assigned to B.

These weighting procedures suggested by Roberts and DeGrout certainly
deserve further empirical testing. DeGroot's procedure has not been tested
at all, while Roberts' procedure has had only one rather unsuccessful appli-
cation. However, given the similarity of results using different heuristic
weighting methods, the use of these procedures would be expected to produce
results that differ little from other weighting procedures.

In summary, the weighting procedure used to form a statisticized group
probability judgment makes little or no difference in the quality of the
resulting Judgment. This should really come as no surprise given knowledge
of the 'Insensitivity of linear models to changes in their parameters (von

,I Winterfeldt & Edwards, 1973). Relatively large changes in the input param-
eters of a model will have only a small effect on the output .o, tae model.
This phenomenon has been demonstrated elsewhere for regression models (Dawes
and Corrigan, 1974; Einhorn and Hogarth, 1975).
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$ The evaluation of weighting schemes suffers doubly from this insensi-

tivity. First, the weighted linear combination of individual probability I
assessments will change relatively little even with relatively large changes
in weights; and second, the scoring rule used to evaluate the resulting group
judgment will be insensitive to changes in the group probability assessment.
Given these theoretical arguments and the experimental evidence, simplicity
argues for use of equal weights. Why bother trying to determine a weighting
procedure if there is little chance of improving results?

IV. A. 2. The pari-mutuel method. Several methods other than weighted
linear combinations have been suggested as procedures for aggregating individualprobability judgments into a group probability.judgment. These procedures

are generally more complex, yet have a better theoretical basis than the
linear combination method.

One of the first mathematical solutions to the problem of forming a con-
sensus from individual probability assessnents was proposed by Eisenberg and

[ Gale (1959). Recognizing the existence of an institution that performed ex-r .t actly this function, the pari-mutuel betting system used at race tracks,
they suggested a similar approach for generally obtaining consensus probabil-
ity distributions. The pari-mutuel model is formulated as follows: Assume
there are m individuals and n possible mutually exclusive events. Let pij
be the probability that individual I places om i event j. Each individual has

ean amount, bi, to bet and bets so as to maximize his subjective expectation.

The final consensus probabilities, q, are proportional to the amount

bet on each event. Individual i will maximize his expectation by betting only
on those evw ts for which the ratio pij/qj is maximum.

The model appears to be somewhat circular at this point. The individual
must know the consensus probabilities in order to know on which events to bet,
while the consensus probabilities cannot be determined until all individuals
have made their bets. The question answered by Eisenberg and Gale is whether
or not final consensus probabilities and individual bets exist that are compat-
ible with the pari-mutuel system and the individual strategy of maximizing ex-
pectation. They proved that these probabilities and bets do exist and in fact
the consensus probabilities are unique.

To prove this a function F with mn arguments is defined:

F (x,11...,Xmn) Emb liog Enpijxij,
iml j=l

with xij 0 for all i, j, and mx. = 1. Solving this equation for the-- i = l l j
values (ill,..,mn ) that maximize F allows the computation of the consensus

probabilities. These probabilities are given by:
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a F b bp1
qi =max -max

i axn i A
j=l

The amount individual i bets on alternative j, sij is

i= xijjq

From this equation we see that ip .= iB (pij/qj),
j=l j=i••which is the expectation of fndividual i. Thus, the function F shows that

the group is maximizing the sum of logarithm! of individual expectations

weighted by the amount the individual has to bet.
Although this model is formally rather appealing, in some instances

* the consensus probabilities resulting from its application are quite non-
intuitive. For example, Eisenberg and Gale point out that for two indivia-

* uals with equal amounts to bet and two possible events, if either individual
½I assigns a subjective probability of .50 to both events, the consensus will

assign probabilities of .50 to both alternatives regardless of the probabil-
ities of the second individual.

Norvig (1967) extended the pari-mutuel model and provided a more satis-
fying mathematical formulation of the procedure by which the final consen-
sus prrbabilities are determined. He -' iulated the procedure as a dynamic
itera";ive process in which individuals place bets that determine a set of
consensus probabilities, which, in turn lead the individuals to place new
bets, and so on. He then proved that the consensus probabilities converge
to the same probabilities specified in the Eisenberg-Gale model formulation
as the number of iterations increases.

The pari-mutuel model is relatively well-known and often referenced in
the liteature on group probability assessment, yet i+ has never been tried
either experimentally or in actual applications. It certainly deserves some
empirical testing, especially to compare the probabilities determined by the
pari-mutuel model with those arrived at by other models. It is also of par-
ticular importance, given the possibility of non-intuitive results mentioned
above, to ascertain whether pari-mutuel probabilities are acceptable to a
decision making group.

IV. A. 3. Aggregation using conjugate distribution. Arvther procedure
for combining indivi(jai probability judgments into a group judgment based
on conjugate distributions and the use of Bayes' Theorem has been suggested
by Winkler (1968). A distribution is said to be a member of a conjugate fam-
ily of distributions if the posterior distribution, arrived at by applying Bayes'
Theorem to revise the prior distribution in light of an observed sample, and
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the prior distribution are members of the same family of distributions.
For example, if the prior distribution is a beta distribution and the sample
observed is generated by a Bernoulli process, the posterior distribution will
also be a beta distribution. Conjugate distributions are useful since they
reduce the application of Bayes' Theýorem to very simple arithmetic. The
Bernoulli data and beta prior distribiiLion with parameters q anid a will yield
a posterior beta distribution with parameters a' equal to the sum of a and the
number of observed "successes" in the data and ý' equal to the sum of 0 and
the nolmber of observed "failures." DeGroot (1970, Ch.9) provides a useful

discussion of conjugate distributions along with examples of most conjugate4

The use of conjugate distributions proposed by Winkler assumes the sub-
jective distributions of all group members are members of the same family
of conjugate distributions. The group probability distribution is determined
by successive applications of Bayes' Theorem using all the individually as-
sessed distributions. Each individual's probability distributions may be
weighted according to some desirable characteristic (see previous section) to
specify the individual's contribution to the group distribution.

The assignment of these weights poses a problem in addition to deter-
mining the relative weight of each individual: there is no constraint that
the weight must sum to one as there was for the linear combination procedures,
so the sum must also be specified. Winkler advanced an argument that the
range of the sum of the weights should be restricted to betwee~i one and k,
where k is the numbe-' of individuals in the group. This seems to be a rea-
sonable restriction if two extreme cases are considered. In the first case,
all group members are completely independent, that is, their judgments are
based on completely different and independent information. Since the informa-
tion provided by each individual does not overlap with information provided
by any other individual, all weights would be one and the sum would be k.
At the other extre~me is the case where all individuals use the same informa-
tion to assess their probability distributions. Each individual should then
assess the same distribution, and the group distribution would be identical
1ýo the individual distribution. In this case the sum of weights would be
one.I

Winkler compared the distributions formed using the conjugate procedure

and the weighted linear combination procedure. He assumed there were two
group members and the probability distribution of each was a beta distribu-
tion. The comparisons were made with various relative weights for the two
individuals and different combinations of parameters for the individual dis- I
tributions, The weights for the conjugate procedure always summed to one.
The most notable difference in the two procedures was that the conjugate
procedure usually produced a much tighter distribution. This occurred be-
cause in addition to the assigned weights, the process by which the group
distribution is formed using conjugdte distributions naturally weights each
individual according to the tightness of the individual distribution. The f

* ~tighter the individual distribution, the more similar the group distribution
is to the individual's distribution. This characteristic, considered in con-
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junction with the bias toward assessing distributions that are tighter than
justified by the individual's knowledge (Alpert and Raiffa, 1969; Seaver,
von Winterfeldt and Edwards, 1975; Stael von Holstein, 1971b), mn~y lead to a
situation where more weight is being given to individuals with greater biases.
The group distribution will become even tighter if the weights assigned in
the conjugate procedure are allowed to sum to more thin one. Thp lisLribu-
tions considered by Winkler are in fact the least tight distributioti: that
can be produced if the sum of the weights is constrained to between oiie and
k.

Each of these two combination procedures has other favorable and unfa-
vorible characteristics. Even if all individual distributions are unimodal,
thr group distribution may be multimodal if a linear combination is used.
The conjugate projcedure will dklways produce a unimodal distribution in this
case. The multimodal distribution may simply be unacc(ptable in many deci-
sion making situations, making the use of a linear combination of individual
distributions undesirable. nn the other hand, the conjugate procedure re-
quires some Judgment as to the independence of the distributions assessed
by the various individuals In order to determine what the sum of the weights
should be. In addition, use of the conjugate procedures constrains the dis-
tributions of all individuals to membership in the same family of distribu-
tions, a restriction that often may not be justified. The wide variety of
conjugate families and permissible parameters within families does allow
considerable diversity In the allowable distributions. For example, the nor-
mal, gamma, and beta distributions will probably provide adequate approxima-
tions for most univariate distributions with no, one, or two bounds, respec-
tively, on the range of the variable being considered. If the conjugate method
is to be used effectively, procedures need to be developed for determining
the family of distributions that is most applicable in a given case and as-
sessing the parameters of the individual distributions.

Winkler and Cumiings (1972) investigated the use of the linear combina-
tion and conjugate methods in an experiment where subjects were provided in-
div"lual probability distributions and asked to determine a consensus distri-
bution to use in decision making. The stimuli were stock prices one year in
the future broken down into six intervals. The individual distributions were
from a normal family, and a self-rating of expertise was presented with each
individual distribution. For half the stimuli, the subjects simply chose
one of four consensus distributions, calculated using the linear combination
and conjugate procedures with equal weights and weights proportional to self-
ratings. All weights summed to one. For the remaining stimuli, subjects
generated their own distributions given the individual distributions and self-
ratings.

The results showed that subjects generally preferred to use distributions
formed by linear combindtions. On the questions offering a choice of distri-
butions, 71% of the chosen distributions were linear combinations. Linear
combinations also provided the best fit (least squares) to 76% of the sub-
jectively generated distributions. For both types of judgments and both
combination procedures, the distributions chosen or generated by the subjects
utilized we;ghts proportional to self-ratings in a large majority of the cases.
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Thus, the linear combination procedure appeared to be a more accurate indi-
cation, descritively, of the way in which people integrate several probability
distributions into a single distribution. This is not really surprising
since averaging is a familiar and simple mathematical process. This ex-
periment said nothing, however, about the normative validity of the two
methods. dhich procedure provides a more valid representation of the un-
certainty .ssociated with an unknown quantity? Does one procedure generally
lead to decisions with a higher expected utility? These normative questions
remain to be answered. The evidence presr.nted above indicates that the an-

V: ,swers to these questions may depend prim!,rily on the acceptability of the
multimodal distributions produced by the linear combination method and the
tightness of the distributions produced by the conjugate procedure.

IV. A. 4. The expert-use model. Another approach to aggregating several
individual probability distributions into a single distribution has been
developed by Morris (1971, 1974, 1975) within the larger general context of
modeling the use of experts in decision analysis. His elegant treatment of
the problem is philosophically and mathematically consistent with the Bayesian
approach to decision making. For exactly these reasons, this model is a highly

! . desirable step in the right direction toward solution of the problem of resolv-
ing disagreement among experts. Although this approach seems usable in the
cases of a single expert or multiple independent experts, it becomes intractable
for dependent multiple experts, the situation with which this review is pri-
marily concerned.

In Morris's mnodel, the individually assessed probability distributions are
multiplied by a calibration function (Morris, 1975) and then treated as like-
lihood functions and combined via Bayes' Theorem to produce a posterior or
aggregate distribution. The calibration function is used to eliminate any
known biases in the expert's probability assessment and may be determined
either subjectively or on the basis of previously collected data. In the
multiple-expert case, the function that represents the individual assessments
of all the experts, called a surrograte prior by Morris, is simply the normalized
product of the individually assessed distributions and a joint calibration func-Stion. The j-int calibration reflects both the individual calibration of each
individual and the interdependency of the individual assessments. This is the'I function that is extremely difficult to ascertain in practice unless the indi-
vidual distributions are independent, in which case it is simply the product ofthe individual calibration functions.

Some similarities between this model of expert use and the conjugate pro-
cedure (Winkler, 1968) are apparent. The expert-use model is more general
in that it does not require that all individual distributions be members of
the same conjugate family. The expert-use model also does not aliow the ex-
plicit assignment of weights to individual distributions as does the conjugate
procedure. Since the expert-use model explicitly deals with the dependence
of individual assessments, in general the results from the use of these two
procedures will not be the same. In fact even if the individual distributions
are all members of the same family of distributions, the surrogate prior will
be a member of the same family only if the joint calibration function is also
a member of that family, a rather unlikely circumstance.
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IV. A. 5. The probabilistic approach. Dalkey (1975) has devised an

Ai( approach to the aggregation problem that he calls the probabilistic approach
w ich is similar to Morris's model of expert-use in that it is based on the
use of Bayes' Theorem and an explicit expressn.i of the dependence of the set
of individual probability assessments. The primary difference is that Dalkey I
works with estimates of P(EiJRj), the probability of event i occurring given

Sthe subjective distribution of R of individual j, while Morris uses estimates

of P(RjIEi). The P(EiJRj) estimates can be obtained from realism curves;

functions that relate assessed probabilities to the relative frequency of
occurring events. For instance, of all the events to which an assessor with
perfect realism assigns a probability of .70, approximately 70% should actually!
occur. Estimates of P(Rj1Ei) do come into play in Dalkey's formulation of the

dependency term in his equation for calculating the group probabilities from
the individually assessed probabilities. The dependence of the joinL set of
individual assessments, R, with respect to a particular event, Ei, is defined
as

E P(RIE 1)

R fl]Imp(RJ.E i )
j=l

where P(RIEi) P(RIRR29 ... ,R nEi). That is, the dependence reflects the

difference between the probability of the joint occurrence of a set of indi-
vidual assessments and the product of the probabilities of the individual as-
sessments.

The basic equation for determining the aggregated probability of eachof the mutually exhaustive events Ek is
P Rn P(Ek Rj)

P ( E J R ) = j = l k ...J

kmE 1Difnp (Ei R.)i=l J=l

where DEi ýU(E n-l

D =R U(k)
1k D Ek / (i

The U(Ek)'s are the prior probabilities of the events based on whatever informa-

tion is available prior to knowing the R.'s. In many cases the priors may be

uniform, that is, all equal to 1/m.

Like Morris's model, this model is usable only if the individual distribu-
tions are independent. An impasse is reached when the distributions are de-
pendent because of the difficulty in determining Dik.
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Although this procedure may not be applicable in practice, Dalkey used I
the results to examine the conditions under which the group assessment would
do better than the individual assessments. Using the logarithmic scoring
rule to measure performance and defining the net score as the difference
between the score for an assessment (group or Individual) and the score for
a unifo-m distribution, Dalkey showed that the group score is .equal to about
n times the average individual score plus a function of the dependency terms.
Thus, If the. dependency terms are small, and the average individual net score
is positive, the group does about n times better than the average individual.
On the other hand, with the small dependency terms, the group will do n times
worse if the average individual net score is negative. The most favorable con-dition for the group assessment was also shown not to be complete independence,
but negative dependence, in which case the joint probability of the group assess-
ment P Ri,2,...sRn) is less than the product of the probabilities of the individ-
ually assessed distributions P(Ri)P(R2 )...P(Rn). II

IV. A. 6. Summary. The preceding discussion of mathematical aggregation .1

procedures leads to the conclusion that the procedures which are better justi-
fied theoretically, for example, the expert-use model and the probabilistic
approach, are difficult or impossible to apply in practice. The least theo-
retically justified procedure, the weighted linear combination method, is the
easiest and most widely 3pplied approach to the combination problem. The only
competition to the linear combination method comes from the pari-mutuel model
and conjugate procedure. The pari-mutuel model is applicable only for discrete
variables. However, continuous variables can, of course, be approximated very;!• well by breaking them down into discrete categories. The conjugate method suf-fers from the problems of determining the expected sum of the weights and re-

quiring that all individually assessed distributions be members of the same
family. These two approaches need further empirical testing to compare their
appropriateness and ease of application with the linear combination method.

The usefulness of the expert-use model and the probabilistic approach
comes from their explication of the problem of specifying the dependence of
individual assessments and the role this dependence should play in determining
the group probability distribution. Obviously, investigation of methods for
specifying the dependence can be a fruitful topic for future research.

IV. B. Behavioral Approaches

As noted in the preceding discussion, mathematical aggregation as a means
of producing a group decision does not require that the individuals actually
form a group in the usual meaning of the word. However, there is a wealth
of research that shows the superiority of actual groups to individuals in
problem solvinlg, decision making, and other similar types of tasks (Collins
and Guetzkow, 1964; Davis, 1966; Maier, 1967). Explanations have included
many factors contributing to this superiority: increased available informa-
tion, increased reliability, increased acceptance of group product, social
facilitation, distribution of responsibility, and so forth. While some of
these characteristics can be achieved by statisticized groups, other require
communication and interaction among group members.
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A study by Holloman and Hendick (1972) suggested that the more interac-
tion among group members, the better the quality of the resulting decisions.
They studied the decision making of six-person groups with six different pro-
cedures for reaching a group decision: (1) average of individual decisions;

committee chosen by the group; (4) majority vote after discussion; (5) con-

sensus through discussion; (6) consensus after a majority vote. The decision
faced by the groups resulted from viewing the film Twelve Angry Men, which
depicts the deliberations of a jury in a murder trial, particularly the per-
sonalities and interactions among the jury members. The first vote by the
jury was 11 to I for conviction. Prior to the second vote, the film was
stopped and the groups were presented with the decision problem: one-by-one,
the jury members changed their votes to not guilty. What is the order in
which they change? The results showed decreasing error (group decision com-
pared with the true outcome of the film) from procedure (1) to procedure (6).
Since procedures (1) to (6) appear to lie on a continuum from less interac-
tion to more interaction, this result suggested that increasing the interac-

tion of group members improved decision making.h 2 This study can be criticized on several points; for example, the criterion
for determiring the quality of the decisions was not necessarily a normative
criterion since it was only the judgment of the person who wrote the story for
the film. It does, however, suggest that the amount of interaction among
group members should be investigated as a possible means of improving the

judgments made by groups for decision making.

The primary contribution of the possible superiority of interac-ting

tion available to the group members. Obviously, the group as a whole has at
least as much information available to it as any single individual has, and
certainly in most cases substantially more. If each group member can increase
the information available on which to make the required judgments by inter-
acting and communicating with other group members, presumably the quality of
the judgments should improve. This transmission of information between group

members can take place only through some means of communication which is not1< utilized by statisticized groups.
An additional factor that should be considered in comparing interacing

and non-interacting groups is the reaction of the group as a whole to the
group product. This becomes particularly important when the group is involved
in real decision making. The group judgments must be acceptable so that the
group will be agreeable to basing important decisions on the judgments. Even
if the group is willing to accept maximization of expected utility as a deci-
sion rule, it cannot use decision analysis if the group judgments of proba-
bilities and utilities are not trusted. In discussing behavioral approaches
to determining group judgments, this factor should be kept in mind.

Although several factors suggest that interacting groups may be superior
_o non-interacting groups, the social psychological research also shows that

such interaction may produce results that are detrimental to performance. For

' turing the group. Other considerations that may interfere with the group's
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attaining maximum efficiency include the presence of dominant personalities;
Istatus incongruity among group members; and pr.ess~ure f~or conformity, that is,

reaching a consensus may become more important than the quality of ihe' actual
product. Collins and Guetzkow (1964) summnarize the research on these and
other obstacles to efficient group decision making, while Van de Ven and Del-
becq (1971) consider similar factors inhibiting group problem solving. In
order to effectively use interacting groups, methods need to be found that
minimize the inhibiting influences without eliminating the beneficial aspects.

The approach taken in dealing with this problem has been to restrict the
interaction and communication among group members. Hopefully, such an approach

7 will allow the interaction that is necessary for the facifltating factors to
function while eliminating or at least reducing the interaction leading to
poorer performance.

Although the types of restrictions that might be tried are innumerable.
research seems to have focused on two basic procedures for restricting the
interaction: the Delphi method, developed by Norman Dalkey, Olaf Helmer and
their associates at The Rand Corporation; and the use of "nominal" groups de-

r ~ veloped by Andre Delbecq, Andrew Van de Ven and their associates at the Uni-
9 versity of Wisconsin.

/ As these techniques are described in the following subsections of this
review, you will note that use of the Delphi and nominal group procedures
does not produce a consensus of group opinion. Here, and in what follows,A consensus is defined as general agreement among group members on the final
product of the group itself. The key here is that the group itself deter-
mines the product. Groups using both the Delphi and nominal group techniques
do not actually determine the product themselves. Rather, some mathematical
technique is still necessary to combine the individual judgments into a group
product.. Thus, these techniques may be viewed as a combination of the usual
consensus group procedures and the mathematical aggregation methods discussed
in the previous section of this paper.

The Delphi method and the nominal group procedure are described, and
some of the relevant research is discussed in the following subsections of
this review. Since these procedures were not developed specifically for as-
sessing subjective probabilities, there has been relatively little research
on the use of these techniques to derive group probabilities. The sc'idies
that have been done on this topic are reviewed in the final subsection.

IV. B. 1. The Delphi method. One of the difficulties encountered in re-
viewing the literature on the Delphi technique is the broad range of procedures

that have adopted this name. Because of the widespread use of this procedure
.~ I in dealing with real-world prediction problems, some practitioners apparentlyI
~ feel that simply using this name lends credence to their investigations. Per-

haps there is also a certain sex appeal in the name that contributes to the
extensive use and abuse of the name and methodology.

r 'Nevertheless, there are three necessary features that were defined by the
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originators of Delphi and seem to be characteristic of many so-called Delphi
investigations. They are: (1) anonymity of group memberss: (2) iteration
with cnntrolled feedback; (3) statistical group response (Dalkey, 1969b).
The itnonymity and lack of direct interaction among Delphi group members
serve to eliminate the effects of dominant personalities, status incongrui-
ties, pressure for conformity, and so forth, while the use of controlled
feedback on successive rounds allows the exchange of ideas and information.

A typic.al Delphi exercise will have several individuals making the re-
quested juagments anonymously, usually by questionnaire, although recent
technological developments make data collection via computer networks feasible
(Linstone and Turoff, 1975, Ch. VII). The Delphi manager then summarizes the
first round results in some manner and feeds them back to the individuals who
make another set of (possibly different) judgments based on the new information.
This process can be continued for any number of rounds (usually two or four).
After the final round, some statistic, for example, average or median, is used
as the single judgment representing the group opinion.

Delphi has been used extensively in both the private and public sectors
"as a tool for forecasting. This literature is not discussed here. Ex-
tensive annotated bibliographies are included in Pill (1971) and Sackman (1974)

U' and the recent publication edited by Linstone and Turoff (1975) contains a com-
plete discussion of the Delphi method and related techniques and a comprehen-
sive bibliography. This paper will concentrate on the experimental work com-
paring Delphi with other procedures designed for the same purpose and on the
development of specific procedures to improve the general Delphi method.

4 Dalkey and Helmer (1963) reported the first use of the Delphi method in
a 1951 experiment attempting to elicit expert judgments about the number of
A-bombs that would be needed to reduce the U.S. munitions output to a certain
level. They concluded that the procedure was successful in reducing the dis-
agreement among the participating experts, but many problems remained. Onemajor problem was the validity of the resulting answer. Reduction in disagree-

ment is certainly a legitimate goal, but even more important is the correct-
ness of the final group judgment. In this case, there was no known correct"answer against which to compare the judgment of the group of experts.

The validity question was attacked by Dalkey and his colleagues in a

series of experiments in the late 1960's (Dalkey, 1969a, 1969b; Dalkey,
. -Brown and Cochran, 1970a, 1970b). In these experiments, college students were

used as subjects, and the questions thdy were answering were general informa-
tion questions selected from almanacs. Such questions have characteristics
similar to the prediction questions that Delphi was designed to answer: the
true answer is unknown to the Delphi participant, but the participant has some
information relevant to the question. In addition, almanac questions have the
useful property that the true answers are known to the experimenter so validity
can be assessed.

The first question addressed in these studies was the comparison of the
Delphi method with face-to-face discussion. The results of two small experi-
ments slightly supported the superiority of the Delphi method (Dalkey, 1969b).
In the first experiment, twenty almanac questions were given to two groups,
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each with five college students. One group was asked to reach a consensus

via face-to-face discussion, while the second group used the Delphi method
with four rounds of estimates, feedback consisting of the medians and quar-
tiles of the estimates on the preceding round, and the medians of the fourth 4

round estimates taken as the group judgment. The Pdlphi group was more ac-
curate on 13 questions; the discussion group was superior on'7o'questions.

Additional support for the Delphi method came from the second study
where medians and quartiles were fed back between rounds one and two, and face-
to-face discussion was used between rounds two and three. There was slightly
more improvement between rounds one and two than between two and three.

This was the extent of the comparison of Delphi and face-to-face groups
reported in the Rand experimental work. These results are an extremely weak
base for assuming the superiority of the Delphi method, yet further experimen-
tal work focused on procedures for improving the Delphi method rather than on
building a better underpinning for the superiority of the method.

The series of studies reported by Dalkey (1969a, 1969b) also investigated
the amount of convergence and improvement over rounds in the Delphi groups.
Both convergence and improvement were obtained, although the convergence was
much more striking than the improvement. Between rounds one and two, the
group response (median of individual responses) improved on 64% of the ques-
tions where a change occurred. The results also showed that the judgments
seemed to be over-converging; "the increase in accuracy is not comnensurate
with the reduction in spread" (Dalkey, 1969b).

The improvement across rounds shown in the group responses in this series
of experiments was encouraging but hardly spectacular. Therefore, subsequent
studies investigated mechanisms for increasing the improvement. Two approaches
to this question were studied extensively; variatiuns in the type and amount
of feedback between rounds, and use of self-ratings to identify subgroups that
would tend to be more accurate. Dalkey (1969a) reported that feedback of me-
dians and quartiles produced improvement, while simply re-estimating on mul.-
tiple rounds did not. Feedback between the second and third rounds of rea-
sons for judgments outside the interquartile range in addition to medians
and quartiles did not produce any change in improvement. Another type of feed-
back, each individual's percentile with respect to the entire group, also re-
sulted in improvement similar to that from feedback of medians and quartiles
(Dalkey, et al., 1970a). Although feedback does improve the judgments, the
type of feedback apparently has little effect,

The results of attempts to select more accurate subgroups on the basis
of self-ratings are more conflicting. Brown and Helmer (1964) were success-
ful in identifying such subgroups while Dalkey (1969a) was not. This prob-
lem was further investigated by Dalkey et al. (1970b) who succeeded in form-
ing more accurate subgroups on the basis of self-ratings provided two condi-
tions were met: the size of the subgroup must be substantial (operationalized
as at least seven), and the difference in self-ratings between high and low
self-ratings groups must be substantial (operationalized as a difference of
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at least one point on the five-point rating scale between the highest mem-
ber of the low self-rating group and the lowest member of the high grouip.

The results of this series of studies at Rand have been interpreted as
supporting the superiority of Delphi procedures over traditional methods for
obtalning group judgments. However, the similarity of the judgments required
for answering almanac questions and for predicting actual unknown events has
been justifiably questioned. Are the same cognitive processes actually used
for both types of Judgments and, therefore, are the results generalizable?
The validity problem is difficult to handle when the "true value" is actually
unknown, a characteristic of real-world prediction situations.

To show generalizability of the Delphi method to judgments, where the
true value is actually unknown at the time the judgment is made, Dalkey and
Brown (1971) had subjects answer short-term prediction questions where the
true answer would not be known for one to three months. The group answersj to these prediction questions were found to improve at least as much with
feedback and re-estimation as answers to almanac questions. These results

7 certainly support the generalizability of the Delphi method. They do not,4 however, confirm the validity of the method for long-range prediction, since
there are still possible basic differences between short. and long-range fore-
casting-, and the subjects used in this study were college students, not real-
world experts.

A recent experiment by Brockhioff (1975) has also compared performance
on almanac and forecasting questions by groups of experts. This experiment
used actual experts (bankers) to answer both almanac questions and forecasting
questions in their field of expertise (economics) using both Delphi methods
and traditional face-to-face discussion groups. The Delphi groups tended to
have less error on the almanac questions than did face-to-face discussion
groups, but the reverse was true for forecasting questions where the face-
to-face discussion groups outperformed the Del phi groups. Additionally, the
Delphi groups performed better as a who0le o n the almanac questions than on
the forecasting questions, while the face-to-face discussion groups performedK equally well on both types of questions. Furthermore, the lack of significant
correlations between individual performance on the two types of questions in-
dicated a basic difference in the skills needed for answering these questions.
These experimental resuits certainly do not support the use of the Delphi meth-

-0 od as a forecasting technique and in fact conflict with the results obtained
in the Rand experiments.

In summarizing the experimental work comparing Delphi methods with other
procedures for determining group Judgments, no definite conclusions can be
drawn. Little experimental evidence is available making this comparison, and
much of what is available is based on college students answering almanac ques-
tions. The more realistic experimental work is conflicting, with the most
realistic study (Brockhoff, 1975) resulting in generally negative findings
with respect to the Delphi methoC. Potential users of the Delphi method should
be aware of the lack of experimental support and approach applications with
caution. Obviously, more experimental work is needed. However, the inacces-
sibility of real experts and the problem of validating any Judgments other than
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answers to almanac or short-term prediction questions make such research
difficult.

Other reviewers have additional criticisms of the Delphi method. Weaver
(1972) has argued that the primary value of the method is as a learning device
rather than as a forecasting method. The judgments required for the Delphi
exercise may stimulate the participants to more critical thinking about the
problem and lead to increased understanding of the complexities involved.
Such an argument is probably equally true of other procedures designed to
serve the same purpose as Delphi.

Pill (1971) has suggested that the value of the Delphi method is as a
communication device rather than as a subjective scaling technique. The evi-
dence presented above indicates that even this may be an optimistic appraisal.
Pill also emphasized that Delphi should be viewed as a util itarian approach to
quantifying opinion and as such should be judged on the results it produces
rather than on any theoretical underpinning. This paper adopts a similar
rationale in evaluating the Delphi method as a procedure for quantifying group

i:•: :•'judgment.

In contrast, Sackman (1974), the severest of published Delphi critics,
attacked the methodology on the basis of a lack of underlying theory. He
cosidered the Delphi procedure as a form of psycholigical test and illus-
trated how the methodology failed to meet the standards for psychological
tests. Furthor criticisms by Sackman included the process by which "experts"
are selected, lack of a true consensus, ambiguity in questions, and the lack
of empirically demonstrated validity. He concluded that "conventional Delphi
is basically an unreliable and scientifically unvalidated technique in prin-
"ciple and pirobably in practice" (p. iv). Although many of Stcakman's criticisms
are well-founded, to completely drop the use of the Delphi method at this pointseems to be throwing out the proverbial baby with the bath water.

IV. B. 2. The nominal group method. Generally, researchers referring
to groups as nominal gro'ups mean a collection of peo~le in physical proximity
with no spontaneous interaction among the group members. For example, research
involving nominal groups will typically have several people together in a room
working on the same problem, but with no communication between the people. How-
ever, in this paper, the nominal group method refers to a much more specific
technique, developed by Delbecq and Van de Ven (1971) for purposes similar to
those leading to the development of the Delphi method: to take advantages ofthe known superiority of group processes while eliminating the detrimental effects.

Van de Ven and Delbecq (1971) reviewed much of the literature on the
effectiveness of nominal versus interacting groups for problem solving, and
concluded a process based primarily on nominal groups, but incorporating a
certain amount of interactive discussion was the best approach to use in prob-
lem solving groups. The particular approach adopted, well-described in Del-
becq, Van de Ven, and Gustafson (1974 , is a four-step procedure: (1) si-
lent judgments by individuals in the presence of the group; (2) presentation
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to the group of all individual judgments without discussion; (3) group discus-
sion of each judgment for clarification and evaluation; (4) individual re-
consideration of judgments and mathematical combination.

Tembes aroesntannmussn dirfr ro heth cmeuiction is allowedisic beatwreengru
Thimens proes mdifer fro the Drsnelh methergodp inmer two, ditinctefeatres:

jdmentes are motadeonyos the presenc ofmotheragroup mebes sloe btherefgore,
members, rather than written feedback provided by the Delphi manager. An
additional difference that may not be obvious from descriptions of the two
methods is the role of the leader for nominal groups. No leader is necessary
for groups using the Delphi method, but the nominal group leader may play
a very important role in nominal groups, particularly at step (3) where he
or she must guide the discussion and evaluation. At this step, it is critical
that the leader control discussion to keep it focused on the issues so as to
minimize personality effects. Probably the most effective type of leader in
this situation is a "distant" leader (Fiedler, 1960; 1967). This type of lead-

er is predominantly goal-oriented with little interest in interpersonal rela-1) tions with other group members. Research has shown that a task with a well-
defined structure, such as nominal group tasks typically have, is conducive
to success with this type of leadership (Shaw, 1971). Delbecq et al. (1,75)
provide an excellent discussion of the advantages and disadvantages including

/ the leadership role of both the nominal group method and the Delphi method
and thorough descriptions of the actual use of both procedures.

An experimental comparison of groups using the Delphi method, the nominal
group method, and interacting groups was reported by Van de Ven and Delbecq
(1974). The problem facing the groups was to develop a Job description for
dormitory counselors at a midwestern university. Sixty seven-person groups
composed of mixtures of students, housing administrators, faculty, and academic
administrators were created: twenty groups used each of the three methods.
Two criteria of effectiveness were used: quantity of ideas and perceived sat-
isfaction of group members.

In termis of quantity of ideas, the nominal groups were slightly (not
significantly) more effective than the Delphi groups, while both were sig-
nificantly more effective than the interacting groups. The measure of ef-
fectiveness, perceived satisfaction, which perhaps is more important in
this experiment, was significantly higher for nominal groups than for Delphi

J and interacting groups which had virtually the same level of satiSf&Ltion.
The importance of this measure is that it should reflect the willingness of
the group to acce t the results. Presumably the more satisfied the group is
with the process .*y which a judgment (or set of judgments) is reached, the
more satisfied it is with the resul~ting judgments. On the basis of these

* results, Van de Ven and De'becq concluded that the nominal group method is
generally the superior method for group decision making. The Delphi method
was also shown to be superior to interacting groups, and in certain situations,
it can profitably be used instead of the nominal group method.

In deciding between using the nominal-group method and the Delphi method,
characteristics in addition to their relative effectiveness must be considered.
For example, if the group members are geographically distant, there may be no
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choice but to use the Delphi method. However, the Delphi method is a much
slower process than the nominal-group method, since it involves several
rounds of questionnaires. Turnaround time may be quite lengthy using the
mail. Recent developments in the use of computers may eliminate this criti-
cism of the Delphi method.

IV. B. 3. Experimental coniparisons with probabilistic judwnents. Both
nominal group method and the Delphi method are relatively recent developments
in group decision making procedures. In addition' neither was developed ex-
pressly for use by groups making probabilistic Judgments. Therefore, it is
not surprising that there has been little research on the effectiveness of
these procedures in producing probabilistic judgments about uncertain events.
In fact, to date only three experiments have been pertormed on this topic.

The first study (Gustafson, Shukla, Delbecq, and Walster, 1973)' compared
four procedures for determining a group.judgment of the relative likelihood
of two hypotheses. The hypotheses under consideration were Jhether a given
height was more likely to be male or female. The four types f groups com-
pared were statisticized groups, modified interacting groups, modified Delphi
groups, and nominal groups. The modification in the interacting groups was
that the group itself did not have to reach a consensus about the Judgment.
Rather, following discussion, each group member made his or her own Individual
estimate, and the i-ndivicual judgments wert subsequently mathematically aggre-
gated to determine the group judgment. The only difference between the modi-
fied interacting groups and the nominal grrups wAs that in the nominal groups,
each group member made an individual Juagment prior to group discussion. The
Delphi procedure used was a modification of the normal Delphi method in that
the group members were all present together as Judgments were being made.

All Judgments were made on a logarithmic scale of' odds. In each of the
four conditions, the group judgment was taken as a geometric mean of individ-
ual judgments of the four group members. Using the average deviation of the
group likelihood ratios from the true likelihood ratios as the measure of good-
ness, the nominal groups produced the best estimates and the modified Delphi
groups produced the worst estimates. The statisticized groups were only
slightly better than the interacting groups.

A second-sudy-by Gough (1975) generally confirmed the Gustafson et.
al. findings. Four group procedures were used with subjects making probabil-
istic judgments about almanac questions. The probabilistic Judgments were
encoded as five fractiles of the cumulative subjective probability distribu-
tion. Each procedure had subjects make individual Judgments both before and
after the group procedure. The procedures used by the groups were simple re-
consideration with no information exchange, a Delphi method with written feed-
back between individual judgments, a procedure where the group had to reach
a consensus between individual judgments, and a nominal group with verbal in-
teraction but no necessary consensus. The group opinion was determined by
averaging!the post-treatment individual Judgments, and the quadratic scoring
rule was applied to evaluate the resulting group probabilities. Again in this
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study, the nominal groups attained the best performance, followed by the con-
sensus, Delphi, and reconsideration groups in that order. The same rankingI
was obtained in comparing the improvement between the pre.- and post-treatment
individual judgments supporting the hypothesis that the difference was due
to the procedure used by the group. Gough did not report how the actual con-
sensus probabilities determined by the consensus groups compared with the
averaged post-treatment judgments. Since the groups using a verbal exchange
of information outperformed the other groups in this experiment and the nom-
inal groups we;-e also the mosL effective in the Gustafson et al. stuu*,, these
findings tend to disconfirm the hypothesis suggested by the developers of theI
Delphi method that verbal interaction should be avoided.

The final study was done by Fischer (1975) with the same four types of
groups used by Gustafson et al., except that true consensus groups were substituted
for the modified interacting groups. In this study, the judgments required
were predictions of the freshman GPA of ten randomly selected members of aI recent Duke University class. The subjects were given the gender, high school
GPA, SAT math, and SAT verbal scores of the ten students as information on
which to make the prediction. The predictions took the form of probabilities
assigned to four ranges of GPA. A logarithmic scoring rule was used both to
motivate the subjects (pay was based on the score) and to evaluate the group
probabilities. The results of the application of the logarithmic scoring rule

/ indicated there was virtually no difference between the four types of groups,
thus failing to replicate the Gustafson et al. and Gough results. Fischer
was apparently unaware of the Gough study, but suggested the difference in the

Gustafson et al. results might be well due to the method of evaluation. Fischer
evaluated the judgments stated in probabilities while in the Gustafson, et al.
study, the judgments were stated and evaluated in odds, An example given by i
ilities. In the Gustafson et al. study, one question had true odds of 1.8.
The average judgment of the nominal groups for this stimuli was approximately
9,55, and the average judgment for the Delphi groups was approximately 19.05.
While in the Gustafson et al. study, this is a rather large difference, if
these odds are converted to probabilities, the nominal group judgment is .91
and the Delphi judgment is .95, an insignificant difference when compared with
the difference of both from the true probability of .64.<I Although this argument may account for the difference in the Fischer andGustafson et al . studies, it does not account for the Gough results, which
were evaluated in terms of probabil ties. Two suggestions for future research
can be gleaned from this research: i1.)re research is necessary and future stud-
ies should not depend on a single mettiud for evaluating the probabilistic
judgments produced by various group procedures.

Two additional studies deserve brief mention in the context of comparing
behavioral consensus judgments with individuals or statisticized group judg-I
ments. Although neither study involved the use of Delphi or nominal groups,
both explore the performance of actual consensus groups in making probabilis-
tic judgments as a minor part of broader research interests.
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In probabilistic weat!'er forecasting, Stael von Holstein (1971a) found
the consensus forecasts of k`!o experienced weather forecasters had a slightly
'lower average ?uadratic score than the average fore:,.st of the two forecasters.

A• 6 The consensus forecasts did outperform the average individual forecaster.

Goodman (1972) also compared the performance of consensus groups with
individuals on likelihood ratio judgments of relatively abstract stimuli.
Using the slope of the line regressing the logarithm of the estimated likeli-
hood ratios on the logarithm of the true likelihood ratios as a measure of H'
performance, she found that consensus groups did slightly better than the
average individual. (In this case, "better" means a slope closer to 1.0,
since that is the slope that would result from perfect performance).

These two studies add support to the hypothesis that groups will out-perform individuals, even consensus groups whch suffer from many detrimental
effects.

IV. B. 4. Summar . The behavioral approaches to forming probabilistic
* . group judgments in general seem tG produce desirable resultb above and beyond

those of statisticized groups. Many of the behavioral approaches, in fact,
combine group interaction and communication with mathematical aggregation,
hopefully to take advantage of the best of both methods.

• , Research comparing the various behavioral approaches certainly does notdefinitively single out any technique as superior. Delphi, the most widely

used of the behavioral methods is also the most controversial. ExperimentsA •at Rand obtained generally favorable results, while other experimenters
(Brockhoff, 1975) have been less enthusiastic. Other research has shown
that actual face-to-face discussions improve results, contrary to a hypothesis
underlying the development of the Delphi method. The nominal-group method
had proved to be a particularly successful approach. In direct comparisons
between the nominal-group method and the Delphi method, the nominal-groupmethod has Ilways done as well as Delphi and in most cases better.

Although the amount of resekavt is obviously limited, and many questions
remain to be fully explored, the nominal-group method seems to be the superior
behavioral approach to forming group juagments based on current evidence.
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V. CONCLUSION

Throughout this review, an implicit assumption has been made that
groups should make decisions in accordance with the expected utility axioms
as defined, for example, by von Neumann and Morgenstern (1947) or Savage
(1954). These axioms cre widely accepted as normative rules for decision
making by individuals. Should they also be accepted for group decision mak-
ing? This question of a normative theory of group decision making has not
been addressed in this paper. The liverature reviewed has been primarily
oriented toward how the inputs necessary for making decisions can and should
be determined when judgments can come from more than one individual. Yet ul-timately what we really need is a theory of group decision making.

For most decision analysts, myself included, maximization of expected
utility seems to be the foundation for a theory of group decision making.
However, as illustrated in previous sections of this review, this may con-
flict with another compelling condition, Pareto optimality. How can such a
conflict be resolved in a satisfactory theory of group decision making? One
approach is simply to eliminate explicit consideration of the individuals

within a group. The group becomes a superorganism that should satisfy the
expected utility axioms. Individual probabilities and utilities are not con-

, . sir:ered nor, of course, is any relationship between individual and group param-
eters. The group-as-a-superorganism theory eliminates many of the problems
discussed earlier in this paper. For example, the Arrow and Dalkey impossi.-
bility theorems become unimportant since there are no formal requirements on
the relationship betweer individual and group preferences and probabilities.
There can be no conflict between maximizing expected utility and Pareto op-

* , timality since individual expected utilities are never explicitly considered.
At e theoretical level, considering the group as a superorganism is intuitively
compelling. If a group actually functions as a decision maker, it certainly
has its own identity. What is crucial for making decisions is the will oF the
group, not of single individuals. As is true for this normative theory applied
to individual decision making, our concern is only that the preferences and
opinions of the decision maker satisfy the axioms, not how these preferences
and opinions are determined.

From a pratical viewpoirt, the superorganism approach is much less com-
pelling. In order to apply the theory, we must be concerned with how preferences
and opinions are determined. If asked to, a group will probably be able to de-
termiine the utilities and probabilities,necessary for calculating expected util-
ities. But if no instructions are giveti as to how these numbers are to be de-
termnined, the group will adopt its own procedure. As suggested in this review
without guidance as to what type of a procedure to use, the group is likely to
adopt a procedure that may produce suboptimal results. One of the purposes of
this review is to provide information to decision analysts that they can use
to guide the process by which a g.-oup determines the probabilities and utilities
necessary for decision making.

In contrast to the superorganism theory, there is a practical approach to
eliminating conflicts between maximization of expected utility and Pareo optimal-
ity that sti! utilizes individual probabilities and utilities. If the group
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first considers probabilities and does not consider utilities until a prob--
ability distribution is agreed upon, many of the problems may be eliminated.
Wilson (1968) has proved a serieý of theorems stating the conditions under
which probability distributions and utility functions exist that represent the
opinions and preferences of the group members and satisfy the necessary con-
ditions for expected utility theory. One of the conditions it agreement on
the probability distribution (Theorem 7, p. 129). That is, if all members
of the group agree on the relevant probabilities, the group probability dis-
tributions and utility functions can exist for the group to use in decision
making via maximization of expected utility.

Disagreement about probabilities seems to be fundamentally more resolvable
than disagreement about utilities. Differences in probablity assessments de-
pend primarily on differences in knowledge, available information, and perhaps
biases. These differences can be recognized and often resolved, thereby lead-

Differences in utilities are much less resolvable. Preferences are typ-

ically not based on knowledge or information, but rather follow from internal
value systems. These personal values can be expected to differ among group
members. The degree to which they differ will in part depend upon the pur-

pose and goals of the group. For example, members of a corporate board of
directors might all have relatively similar utilities since goals are generallyI
agreement concerning other goals, but given their subordinate role to profit-
making, these disagreements may be relatively minor. On the other hand, some
groups may have such broad and general goals that group members may have ex-

V tremely divergent utilities. Members of a city council may all agree that
they want to do what is best for the city, but such a broad goal leaves con-I
siderable room for disagreement. Some council members may prefer a no-growth
policy as the best means of achieving the goal while other members believe
maximum growth is preferable. There is no reason to believe that such conflict-
ing viewpoints can be resolved. 4

One final point about disagreement among group members should be made. For
the group to effectively use expected utility theory as a decision making aid,
group members do not necessarily have to agree on the probabilities and utilities .
They need only agree on how group probabilities and utilities will be determined.
If some reasonable rule for determining these parameters can be agreed upon pri-
or to consideration of specific decisions, speciid iareetswl ersle
by the agreed-upon rule.
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