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ABSTRACT

In Feller (1968), An Introduction to Probability Theory ari d Its Applica-
-~ ~ e ~ rr ,~. ~~

tions, Vol. 1, the following urn model is discussed. Consider,, m urn s and

distribute n indistinguishable balls among the urns such that the distinguish-

abl e distributions of the balls all have the same probability.3 11/( n+rn -l

~~~~~~~~ Let S denote the num ber of balls in the k~4.. urn . Clearly S + ... + S i-i.1 ms ~~~~~ .

In this pa per, random variables of the type Z h(S 1,... ,S ), especially ‘u” ‘
~~

~~~~~~ 
5 5U~~~41 , fl1 .-~~~~~~~

h(S ,. . . ,S ) = h 1( S ) + ... + h ’ (S ), are studied when m ,n~~~oo in such a wdyA l ~m ~~ I ni ~ ~~~ ~ .• .1. ,~~, -

m/n .-~~p 
, 0 < p <  ~~~~. $orne applications of the results in noriparametric

~~ .~ r H  -

~~statistics are briefl y discussed and the limit distribution of max(S1,. . .  ~
Sm )

is derived .~ç ~~~~~~ ~
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SOME LIMIT THEOREMS FOR THE INDIST iNGU ISHABLE BALL PROBLEM

WITH APPLICATIONS IN NONPA RAMETR ICS

Lars Hoist

1. Introduction

In Feller (1968) the following problem is discussed . Consider m

urn s and distribute n indistinguIsha ble balls into the urns in such a manner

that all dist inguishable distributions of the balls have the same probability.

What is the probability for each distinguisha ble outcome ? A solution is:

place n+m- l  balls into a row and pick out rn- i  balls at random (without

replacement) and think of the “gaps ” as the ‘ walls ” of the urns . In this way

we obtain a distribution of the balls over the urn s which is of the type above .

As there are ( ~~m
j~~ ways of picking out the rn- i  balls the probability for

each outcome is 1/(~~ m~~) •  If we let S1, . . .  ,S denote the number of balls

in the urn s, we have thus found the joint distribution of (S 1,. , S~~). Note

that S + ... + S = n so the S’ s are dependent random variables. In this
m

paper we will consider random variables of the type Z h(S 1,.

especially h(S 1,.. . ,S )  = h1(S1
) + . . .  + hm(S rn )

~ 
and limit theorems for

such random variables when m ,n -~~ 00 such that rn/n -‘ p, 0 < p  < ~0

The above urnmodel has been used in physics in connection with

Bose-Einstein statistics , see Feller (1968) , p. 39.

The urnmodel is also of relevance for the two sample problem in

statistics. Let X1, . . .  ,X 1(Y 1,. .. ,Y ) be rn-i (n)  observations from a

continuou s distribution Fx (Fr) . The problem is to test the hypothesis

H0 : Fx = Fx~ 
i .e. the samples have come from the same parent distribution .

Sponsored by the United States Army under Contract No. DAAGZ9-75-C-0024 .
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Let the X’ s be ordered X1 ~ X~ < ... < X ’ 1 (t hey are di fferent w i th  proba-

bil ity one) and let Sk be the number of Y’ s in [X~~ 1, X~ ) , k = 1 , . . .  , m ,

with X~ -~~, X’ +°° . If both samples have come from the same Contin-

u ous distribution then (S 1, .  .. ,S )  has the same distribution as in the urn -

model . Tests based on statistics of the form h (S )+ . . . +h (S ) are inve s ti-1 1  m m
gated in Hoist and Rao (1976) . Such statistics are connected with many non -

parametri c tests .

We also note that the rand om variable . . , S )  can be constructed

in the following way. Take rn- I  points at random in (0 ,1), order them , and let

Dk be the distance between the k-l~th and k :th point (the k:th spacing fro m

uniform (0 ,1)) ,  k = 1, . . .  , m (k = 0(m) corresponds to 0( 1)) . Given the D’s

consider m urn s and throw n balls independently into the urns such that

the probability of hitting the k :th urn is Dk . If Sk is the number of balls

in th e k-th urn , then the (uncond it ional)  distribution of (S 1, . . .  , S )  is as

above.

In Park ( 19 73) another formulation is given and a limit theorem is

derived for the case hk ( J )  h ( j ) ,  where h(j)  = 0 for i >  K.

In order to properly state limit results sequences of functions hk ’s

etc. are considered. But in order to facilitate the notation we suppress the

index v~ We use the notation r (U ) ~ U) for convergence in distribution .

N (m ,E) stands for the normal distribution with mean m and covariance E .

Po(~~) denotes the Poisson distribution with mean X .

We will always suppose in the following that m ,n -.~~~ su ch that

r = m / n - s - p ,  0 < p < OO .

—2—
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2. The characteristic function.

Let n , -r~1,q 2
,.. .  be i .i . d . random variables with the geometric

di st  r i Lit t j o ’

= 1)  ri~r+i~
+l
, =

where r m/~. . t Is well known that

= h r  , Va~~~) = (r+l)/r 2

Let M m ~wtd consider for a given function h ( . )  the Tandom variable

ZM = h(S 1,. .. ,SM )

Theorem 1. The following representation of the characteristic function of ZM

hold s:
itZ M -l n+m-1 -l n+m -mE(e ) ( Z i r ) ( ) (r+l) . r

• f ~ E( exp( ith(~ 1, .. ‘~ M~ 
+ ~ ~~

(
~ k~ h/ r ) ) ) .  (tr+1_e19)e10/ r/r)

M_ m
de

Proof. It is well-known that + + 1m has a negative-binomial

distribution , I. e.

+ + 1m = n) (fl + m  — I)  rm (r +

and that —-
~~

- --- ——-- 

-

NTIS ‘ ‘
~ S

ie ie/r M—m S

E(exp(it 
~~ 

(ti~~ — l/ r)) = ((r + 1 — e )e /r) . ~~~
M+1 • I F ~CAflU

There fore the assertion can be written

itz ~:t ’ .~ -~ ~~~

• M -1E(e ) = ( 2,vP(~~~
1 

+ . . .  + 
~~ 

- “

mf  E(exp(ith(~1, ‘ ~~~ 
+ 

~ ~~k 
- 1/r)))de . I t

-‘ 1
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Hence it is sufficient to consider the case M = m.

We also have for J~ + + J m = n , 
~k = 0, 1, 2 , . . . ,

t n + m - lP( 11 = ) 1, . . . ,l m = J m l r ) i + . . . + lm = n ) = 1/( 
~ 

)
or the conditional distribution of (~~~~ , ~ i~~~~) 

given + + ‘1rn =

is the same as the dtstz ibutio n of (S , .. . , S ). Therefore we have
m

ith( J , . . . ,j
~_d

. 
P(q1

j 1,... ,~~~~= j )e 1 m
/~(1~~~~~~~~ 1 ..~~)

1-;m 
~~~~~~~~~~~~~= E ( e  ) .

Now we can write

f E( exp(ith( 11, . .., ~~
) + 10 

~~~ 
(
~ 

- l/r))dO =

L exp (ith(j 1, ‘~ m~ 
+18 j ) .  ~~~~~~ P(~ 1 = j 1, 

~~~~~ ~m =

l t h ( j , . . . ,j  ) iT m
= e m P(i~ = j 1, 

~ 
1m ~~~~ ~ 

exp(iO( L ~k 
- n))d O =

i i , . .  . , J =0 iT 1

ith( j  , . . . ,j
= e . 

P(1
1 

j 1, 
~ 

1m = 

~~ 
. 2w =

+ J f l

lth(S1, . . . , S
= E(e m ) P ( + ÷ ) Z

The above interchange of summation and integration is allowed because

of the absolute convergence of the series.

Combining the above results proves the theorem.

-4-



In the following lemmas we consider the “non-random part s” of the

representation in Theorem 1. Recall r = rn/ ri — p, 0 < p < QO , when m ,n -b oo .

Lemma 1. When m ,ri -. ~ we have

( Zw)~~( n+rn l ) l ( + l)~~
m r m/m 2 ((r+ 1)/r 2Zir ) 2 . (1 + 0(1/rn )

Proof. By Stirling ’s formula

( n + rn _ l ) 1 
=

n -n m -m ~ -l
= n e (2’rn ) m e ( 2irm) m

-(r i+m) n+m ..j - 0(1/rn )
(n+m) . (n +m) e (Z ir (n +m ))  . e =

2 k m -n-rn ~ 0(1/rn )
= (( 1+r)Zir )/r ) r ( 1+r) m 2 e

from which the assertion follows. u

Lemma 2. Let M , m -~~ 00 so that M/m -, a, 0 < a  < 1 , and set

1 (0) = ((r+ 1 - e~
0 ) e10/’n/r) M S m

Then for each fixed real number ~
,

1. 2 2f~(~i/m 2 )_ .  f( 4i ) = ex (l-~ )~ (pfl)/2p

and

m z f  ~f~(e)~d0 
-

~~ 
f °° If(~WI d~

Proof. By expanding into Taylor series we find

f ( 4,/m 2 ) = (1 + ~
2(r +l)/2r 2m + O(m 3

))
m M/m)

— f(4~) = exp( -(i- a)4~
2(pfi)/2 p2 ), ~ 00

which proves the first statement.

I 

~~~~~~~~~~~~~~~~~~ ‘~~.‘~~~~~~~~~~~~~~~~~ ‘ V ~~~~~~~~~~~~ 
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Let d > 0 be fixed , then

m~ f j f ( 0 ) I d O  = m 2 f  ( 1+Z(r+l)( l_ cose)/r 2
i

(m M)
~
/’2

d0

w >  
~~ 

> d  r r > ( G f > d

~ Zir m 2 ( i+2(r+l)( l-cos d)/r 2 ) rn -M)/2 
—

For d sufficiently small arid m sufficiently large there exists Kd > 0

and C >0 such that for 10 1  < d

~ (1 + Kd O ~

Therefore for A = {0; ~~~~~ + 1/7 < 10 1 < d )

f m ~ f f (O)d O I < j (1+Kd4J 2/m)
~~ 

.m d4i -~ 0
A m & A

In B = ( 0 ;  °I < m 41~
’2+1~

’7 } we can use Taylor expansion and find

f l f ( 0 ) I d O  ~~f°° I f( ~~) I d ~ <00

which completes the proof.

V

.
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3. Some limit theorems.

First we give a general theorem.

Theorem 2. Suppose that M ,m — 00 such that M/m -. a, 0<  a < 1 , and

that the sequence {h M(
~ 

)}, for each fixed real numbers t and s , satisfie s
M 1

E(exp(ith M(fl l , .  . . ,t~ ) + i $ 
~~ 

(i~~ - l/r)r/((r+l )m) Z ) )
k=l

- as ~/ 2— H(t , s ) e  ,
where H(t,s) is continuous and Ff(0 , s) 1 . Then with Z

M 
= h
M
(S

l
,.. . , SM )

we have

£(Z M —

where Z ‘ s chara cteristic function isa
itZ 1 2a - - -s / 2E(e ) = ( Z n )  2 H(t , s)e ds

Proof. By Theorem 1 and Lemma 1 we have

itz I
E(e ) e

lim 2 cr Mf  E(exP(ith M(1l,. ~~~~~~ 
+ is 

~ 
(ti k~Vr) / rm a )) f n( 4 ’/m cr)d~i

— u r n  2cr

using the notation of Lemma 2 and = Var(1) (r+I)/r2 . By the extended

Lebesgue dominated convergence theorem (see Rao (197 3), p. 136) and Lemma

2 it follows from the assumption s that

E(e M
) — ( Z w)~~~f

°
~i(t ,s)  . e S2

/”~ . e
_ 

~a)s 2/2 ds =

90 .. ~~ ~2
= (Zn ) f  H(t ,s) e ds .

-7-
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As H(t , s) is continuous the last integral is a continuous function of t

Thus the assertion follows by the continuity theorem for characteristic

functions .

Of particular importance is the special case

h(S1,. .. ,S )  = 
~~

where h1(.),. . ,h~ (.) are given functions.

Theorem 3. Suppose that M ,m — 00 such that M/m -. a , 0 < a  < 1  , and

for some <1 we ha ve for ~ a <1

~~ k~1
1k~~~

r/ r+l m
~~~ 

~~~~~~: ~~~~~~~~~~~~~~~

where as a — i -

A — A  and B — B .a 1 a 1

Then

~ 
h~(S~ )) -ø N(0 ,A1 - B~ )

Proof. For a0 < a  < 1  the assumptions of Theorem 2 are satisfied and

there fore
itZ 1

E(e M ) (2w ) 2 f  exp(-(A t 2 
+ ZaB ts+s 2)/2)ds

= exp (-(A - a282)s 2/2)

So ~
(Z a) is N(O

~Aa - a2B~ ) . In the same way we find

t( Z’M ) = t (~~~~ h
k

(S
k

))
~~ 

N(O,A1-A 
- (1-a) 2(B 1-B ) 2 )

-8-
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Now when a — I -

2 2  2
• A = a B - . A - B

a a 1 1

A1 - A - ( 1 - a) 2(B 1 - B 2 ) 0 .

Using an argument by Le Cam (1958) p. 13-14 it follows that

t (Z M+ Z~~) = 
k~ I 

hk(S k )) — N (0 ,A1 
- B~~ ) .

Particularly simple is the symmetric case h k
( 5 )  = h ( ’ ) ,  k = 1, 2 , . .  . ,m .

Theorem 4. Suppose that

( 
~~l 

h ( l k )

‘
~~ I

k~ 1 
(1k - l/r)r/((r+l)m)~~

)

• for some random vector (U,V). Then

E(e
itU + ISV ) = G(t) e

t2
+ 2Bt54 sZ )h/

~2

with G(t) having no normal component and

~ 
h ( S k )) — :(Z)

with

E(e itZ ) = G(t) e~~
1 - B 2)t 2/2

Proof. By classical limit theorems for independent Identically distributed

random variables the first assertion follows (cf. Le Cam (1958), p . 8). It

is also easily seen that the function H(t , s) of Theorem a is given by

H(t , s) = (G(t) ) a e
a t +ZBts)/2

I
-9-
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Therefore

E(e ~ ) = (2 iT ) 2 (G(~ ))
a 
1

00 (~~ t +ZaBts+s 2 )/Z 
ds =

= ( G( t ) ) cr 
~~~~~ 

- a2B 2)t 2/2

By the same argument as in Theorem 3 the assertion follows .

If the limit distribution of 
~~h(1k ) has no normal component then

we get:

Theorem 5. Suppose that

~ 
~~l 

hn (tl k ) ) £(U)

where the infinitely divisible distribu tion £(U) has no normal component

then

~ hn (S k )) — 1(U)

Pro~4~~~$et

U = 

k~~1 
h (tQ

and

V = 

k = l  ~~~ 
- l/r)r/((r + l)m) 1/2

As r (U ) — r ( U )  and ~( V )  — N(0 , 1), we can select from any sub-

sequence of £(U , Vn) a convergent subsequence ~~~~~ V , ) using

Helly ’s theorem. Thus by Theorem 4

E(e n r
~ ) — G(t) e t +2Bt 8

~~~~~’2 
.

-10-
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But U has rio normal component so A = B = 0 and E(e t tU ) G(t) .

As the limit is the same for any subsequence it follows that £(U , Vn)

converges. By Theorem 4 the assertion follows. •

In the remaining part of this section we consider the statistic

h(S1,. 
~~~ 

= 

k = l  
h(Sk )

for a fixed function h( ), which does not depend on n. We also

suppose that m , n — 00 so that rn/n = r = p is fixed. Let n as

in Section 2 be a geometric random variable with mean I/p. We use

the notation

= Eh( 1)

= Var(h(~ ))

° 12 = Cov(h(~ ), ~
)

= Var( 1) = (p  + 1)/p 2

2 1/2
= -

The following 1oc~ l l imit  theorem holds.

~~ eorem 6. If h t n) is an integer valued 1-lattice rando m variable with

fini te  variance and 
~~ 

> 0 then

m~ P(~~ h(S k ) = v) - ( 2 w ) 2 . ex~~- (v - m~ ) 2
/m~~ ~ 

— 0 ,

un iforml y in v when m .. Q0
•

Proo f. Using Theorem 1 with M = m and Lemma 1 we get

— 11—

~~~~~~~~~~~~~~~~~~~~~ JI1~t”11 
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itZ m
E(e m ) = E(exp(it 

~~ 
h(Sk ))) = (mo 22

/2n)2 . (1 + 0(1/rn))
I

f  E(exp(it ~ h(r i,,~) + 10 ~~
) . exp(-inO)dO

It is well-known that

P(Z = v) = (1/Zn ) 

~: 
E(e m)e~~

vt dt

Hence we obtain

P(Z v) = ( m r 22
2w)2 ( 1 + 0(1/rn))

(1/211)2 

~ 
E(exp(it L h(lk) + i(~ ~ 1k ))

exp(-iv t - ine)dt dO

As above we have

P ( v , n) = P(~~ h(~~ ) v , = n) =

= (1/211)
2 

~~ 
E(exp(it ~ h(Q + 10 

~ ix)) exp( -Ivt - inO)dt dO

By a multi-dimensional local limit theorem for lattice distributions by

Rvaceva , see Rvaceva (1954) theorem 6.1, we have un iforml y in v when

m -‘ 00~

—l 2 —
~~~mPm (v , n) — ( 2-n ) 

~~~11° 22 
— 

~~12~

• exp(-((v — m~4
2/or11m + 0 + 0)/2(l - 

~~~~~~~~~ 
0 ~

— 12—
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V V .5

or using the results above

• m Z P(Z = v) = (1 + O(l/m))(Zur )~~ .

((exp(—(v — mi~)
2/2o~ 2m) + 0(1)) =

(2ni~ u~~2exp(-(v - mI~) 2/2(r~ 2m) + o(1)

with o(l) uni formly in v.  I

Remark. The above approach to limit theorems for h(S1, . ‘~ m~ 
transform s

the problem to study essentially h(11,. . . , r~~~),  a function of independent

ra ndom variables. Of course other theorems than those stated above could be

• derived in an analogous manner , e. g. using limit theorems for 2-dependence

to study 
~ h(Sk,Sk+l)

I

- 

— 13—
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4. Some applications in nonparametrics.

Using Theorem 3 limIt distributions , under the null hypothesis , for

several nonpararnetric statistics for the two sample problem can be ob-

tained : e. g. the Wilcoxon - test and the run-test is of the above type . Such

applications are considered in Hoist and Rao ( 1976). In that paper “close

alternatives” are also studied. To obtain limit distributions under such

alternatives seems to require a different method of proof than that used above.

Application s of Theorems 4, 5 and 6 are given in the following examples.

Exampl e 1. For the geometric distribution

= J) = r/(r+l)~
’1, P = 0 ,1,2,....

we have

> a) l/(r+l ) 3, a = 0,1, 2 

Letting I ( . )  be the indicator function we have

E ~~~I(1k > a m ) rn P(-~ > a )  = rrV( r+I) m 
=

where

am = 1og(m/)~~)/log(r+l)

If >‘m — ~-‘ 0 < X < 00 , then it follows by the poisson approximation of the

binomial distribution that

1( I(l k > a ) )  —

By Theorem 5 it follows that

(~~~~ I(S k > a ) )  — Po(X) .

14

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ • V~~ 
~~~~~~~~~~~~ ‘ _
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From this we have

V P( 
~~~ 

I(S k > am ) = 0 ) — e~~

V 
which is the same as

P( max (S1, . . . , S ) < am ) —

With X = e~~ this can be formulated as

P( max (S 1,. . . ,S )  < (log(m eX) )/iog( r+ 1)) =

= P( log(r+l) max (S1,... ~Sm ) - log m <x )  — e~~

Thus we have proved that the random variable log((m+n)/n) max (S1,. .  . ,S )  -

log m converges in distribution to the usual extreme value distribution,

cf. David and Barton (1962), p. 231, and Hill (1974), Theorem 1.

Example 2. UsIng Theorem 4 and similar calculations as in Example 1 we

find that the statistics max( S1,. 
~~
. ,S~~) and 2~~ I (S k * 0) ( i . e .

essentially the number of runs in the combined sample) are asymptotically

independent . The asymptotic distribution of max (S1,. . . ~S~ ) is given above.

The asymptotic distribution of Z~~ I (Sk * 0) is the same as that for the run

statistic or N( Zmn/(m+r i), 4m 2n 2/(m+ n) 3)

Exam Dj e 3. In Hoist and Rao (1976) it is proved that among statistics

of the form considered in Section 3 the Dixon-statistic

m S
V 

~~~~~~~~~~~ 
k

m 1 2

s is irs a certain sense optimal . After some elementary calculations we find

-l 5—

• V ~~~_ V 
— ~~~~~~~~~~ . - ~~.

V 

-



= E((~~)) = ii~~~

2

= var (( fl) _ 
( Cov((~~) , 1) )

2
,’Var( 1) = (1 + p)/p 2

As f ) 
is integer valued and takes the values 0 and 1 wIth positive

probability, the assumptions of Theorem 6 are fulfilled and therefore

1 m S  2
m~ P ~ v - (p 2/(l + p)Zir )2 • exp( -(v - m/p 2) p2/2m(l + p)) -. 0

1

uniformly in v when m —

I

-16- 
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Indistinguishable ball problem ; Bose-Einstein sta tistics ; urn models;
occupancy ; spacings; limit theorems; combinatorics; geometric distribution ;
nonparametr ics

~ 5V Ae$T NAC T (Caithw. ai ~... ,o. iSdo dl n.a... p lid IdINS & 55’ Waib a ASi)

n Feller (1968), An Introduction to Probability Theory and Its Applications1 Vol. 1,
:he following urn , model is di&CUSr**ti . Consider m urns and distribute n indis-

~inguishab1e balls among the urns such th~t tFe distinguishable distributions of th~
alls all have ~~e same probability, l/( 

~~~~ 
). Let S

k 
denote the number of

balls in the k~~ urn . Clearly S1 + .. . +~~~ = n. In this paper random variable
)f the type Z = h(S 1,. . . ,S~~), especially h(S~’, . .  . ,S~~) = h 1(S 1)+. . . +h m(S m )

~ 
are

studied when m ,n-..~~ in such a way rn/n ~~p, 0 < p <00. Some applications of th~
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I I(CUAIYV r. &$SI~~IC*YlO N OP TNt S Pall (lNia. D.t. Lit.,.d)
results in nonparametri t~ statistics are briefly discussed and the limit  distribution o

~ 4 ~~~~~~~~~~~ .. V
‘.5’ ‘~ ~~~~~~~~~~~~ — J ~V t ..a 

—.5---- - V


