
Au-A O31 953 WI SC ONSI N UNIV NADISON NATICN ATICS RtSEANCH CtNTE* Us tan
DUALITY IN NONCONVU OPT IMIZATZON AND CALCULUS cc VA* IAT IO$4S,4%J)

uN
~
l.ASSIfl

£03 I 953 _

_fl _____ 
_PI

~

1u• u_ u
I!

p



•Q

I . I
• ~H8

• 
• ~~ 111fl~

4 
~DD~_~



MRC Technical Summary Re port #16 7 5

DUALITY IN NONCONVEX OPTIMIZA-
TION AND CALCULUS OF VARIATIONS

I var Ekeland

r

C

Mathema tics Research Cen ter
Unive rsit y of Wisconsin—Mad ison
610 Wa lnut Street
Madiso n Wisconsi n 53106

September 1976 ~~~~~

U
~~ •~~~~~

- 
~~~~~~~ ~~~~ ~~~~~~~~~~~~

(Receive d August 4 , 1976) -:

7
1) 

./

‘
I

Approved for public release

Distribution unlimited ,~fl
/1

Sponsored by

U. S. Army Research Office
P. O. Box 1221 1
Re search Triangle Park /
North Carolina 27709

—~~ - S _________________________________
S;;j ~~ 

y•
~1~~— S



UNIV ERSITY OF WISCONSIN - MADISON
MATHEMATICS RES EARCH CENTER

DUALITY IN NONCON VEX OPTIMIZATION AND

CALCULUS OF VARIATIONS

Ivar Ekeland

Technical Summary Report # 167 5
September 1976

ABS TRACT

A general duality theo ry is given for smooth nonconvex optimization

problems , covering both the finite-dimensional case and the calculus

of variat ions.  The re sults are quite s imilar  to the convex case; in
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DUALI TY IN NONCONVEX OPTIMIZATION AND

CALCULUS OF VARIATIONS

Ivar Ekeland

§0.  Int roduction.

Dua l i t y  methods are nowadays an important tool in the study of

convex opt imizat ion  problems. A systematic treatment wi th in  the frame-

work of convex analysis can be found in the book s of R. T. Rockafellar [14]

and I. Ekelar i d - R . Temam [ 8 ] .  However , it is easily forgotten that

dual i ty  methods have been in use for quite a long time in classical

mechanics , where people are used to stating a problem either in terms

of x-phase variables - or of p-momentum variables- , the mapping x —
~~ 

p

bei ng the Legendr e transformation . A major diff iculty lies in the fact

that the Legendre transformation need not be one-to-one , except , of

course in the convex case.

This paper aims to provide people used to convex optimization

problems with a systematic and updated treatment of duality theory for

the smooth nonconvex case. The first two sections set up the general

framework . It turn s out that the framework of functions Is not broad enough

to cover our needs , because the Legendre transform of a smooth nonconvex

function need not be a function . So we define Lagrangian submanifolds

Sponsored by the Uni ted States Az-my under Contract No. DAAGZ9-75-C-0024.
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o f IR’~ ~ JRfl X IR as the good concept to work with, because the Legendre

transform of a Lagrangian submanifold is still a Lagr angian subman i fo ld ,

and because a Lagrangian submanifold comes very close to be ing a

function from IRn to JR. Section 1 investigates the local properties

of Lagrang ian submanifolds , and Section 11 studies the Legendre transform

in this framework.

The duality theorems then follow quite easily, either in Section III

for the finite-dimensional case, or in Section IV for the calculus of

variations. They are exactly what one would expect from the convex

case. References to the bibliography are relegated to Section V.

The author wishes to acknowledge long and numerous conversations

abo ut this matter with I. -P. Aubin and F. Clarke , and the expert typing

o f Mrs. Sall y Ross.
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I. n~~~~~~~n ìa n i  f u l l .
‘5 n

Let f be a C r ’ d -va lued  func t ion  on JR . We can associate

with I the following n-dimensional submanifold of IR° x IR~ x IR:

(1 .1 )  V1 f ( x , f ’ ( x), f (x))  I x 1Pm ) -

This submanilold has the property of annihilating the differential

form ~ defined at any point (x, p, z) of JRfl )< 1R~ X JR by the fo rmula

(1.2) dz - 
i~~l 

p .dx . .

indeed, the restriction of w to Vf 
reduces to df - 

~~~~~~~ 
dx1

i=l I
whi ch Is identically zero . This motivates the following defini t ions:

Definition 1.1. A Lagrangian submanifo ld of JR” x JRfl x JR is a closed

5,)

n-dimensional C -submanifold V such that

( 1 . 3 )  1~~ = 0

n nwhere ‘V : V . JR x JR x JR is the canonical injection and

T (ll~ x JRfl x IR) T*V the induced map of differential I - forms.  We

shall say that x ~ 1R~ is a critical point of V and that z ~ JR is

a critical value whenever:

( 1.4) (x , 0 , z) c V .

We shall associate with V a multivalued mapping Fv from IR~ to B:

( 1 .5 )  F~ ( x) = { z l a p  ~ JRn : (x ,p , z) ~ V)

and ~‘; 1l It the characteristic ma~ of V.

- 
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-

__________ - 5 - 
: 

: .—~ ____. - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~-



In the fol Iowin~ . we sha ll denote by ~ and ~ respectively
x xz

the restnctio n to V of the projections x , p, z) x and (x , p, z) • (x, z ) .

The analogous notations iT and w wi ll  also be used These mapsp pz

send V intc JR
fl and respect ively;  note that:

~l. 6) graph F~ iT (V) -

Part icularly simple situations arise wi :en these projections are proper.

Recall that  ~i continuous map ii : V -. R k is pro per at ~ itt every

seq uence 
~ 

in V such that i T w )  • ~ is bounded. It is proper

1ff i t  is proper at every point ~ ( IRk ; this amounts to saying that

is compact in V whenever K is compact In

As a fundamental example of a Lagranglan submanifold , take the

nset V~ associated with a C function f : B — JR by formula ( 1.1).

Note that in this case ir is a diffeomorphism from V on IRS, and

hence proper.

As a vari ant, consider a C function f defined on an open

subset ~l of P’~, and assume that I f (x )  I — ~ whenever x converges

to some point in the boundary of il . Then the set Vf defined by:

( 1.7) V1 {(x , f ’( x), f( x)) I x c ~

is a Lagrangian submani fold . Note that in thi s case is a diffeo-

morph ism fro m V on ~l , but no longer on IRS . Hence is no

longer prope r , but it is.

-4-
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I n Loth cases , the cutical. points values of Vf are the critical

poi n t s  - v a lue s  of : . and the character is t ic  map F
v of V

1 coincides

w i t h  1:

(1 .8 )  Vx i JRfl, F
~

(x) z ~f( x ) }  -

We now seek a parti al converse: describe , at least locally~ a

given Lagr angi an subm an i fo ld  ‘I, in terms of a smooth function I : IRn -. JR.

For that  purpose , we introduce the set Q of points x IR~ such that

the 1-form s i
~ dx1, .. . , i~~dx are linearly independent at every point

(x , p, z) of V projecti ng on x .

~~~~~~~~~~~~ The subset 1Rhi
~\~ has Lebesgue measure zero in ]RrI .

For every point x e ~ there exist a (possibly empty) countable set of

in~iices A, a fa mi ly  ~ , a t A, of neighborhoods of x in IR1~, a

f amily f : 1~ -. JR of smooth functions , such that:a a

C U ~r C V
a A

where:

Il.lO) = ~(x , 1’ ( x),  I (x) ) I x  V , a E
a’ a a a

Note that (1.9) implies that F
~

(x) = { f (x) I a A }. intuit ively,

the part of 
~~ 

lying above x is decomposed into smooth branches

I , a A, with z f (x )  and p 11(x) . Two branches may intersect ,a a a a a

but they must do so transversally: if I (x ) I (x) with a �
a

• then f ’ ( x )  s f’ (x) .
a

—5 -.
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Pro o f of prop. 1.2. To say that the 1-forms i vdx1, 
. . . , i~1

iX are

linearly independent at (x, p, z) V means that (x, p. z) is a ru jul ir

point for the projection : V — IR’~. The set JR
fl 

- c~ is just t~~ S( ’t

of :r i t ical  val ues for it , and it follows from Sard’s theorem that it
x

has measure zero.

Take x ~~ , and let {(x, p ,  Z )  a ( A } be the I poss ibly  empty)

set of poi nts of V projecting on x . By the defini t ion of Q , each

x , p ,  z ) , a E A, is a regular point for By the implicit function

theorem, there are neighborhoods ~~ - of x arid ?r of (x , p , z
a a a a

such that it : ~~
‘ — t ~ is a diffeomorph ism. In other words , there arex a q

real-valued C functions I and g ., 1 < i <n , defined over ~a at — — a’

such that:

(1.11) (x,p, z) ~r <=> {x e V , z = I (x) ,  p. g (x)} -
a a a 1 at

The vanishing of i~~~ mean s tha t:

(1.12) df
a 

- 

~ 
g . ( x)dx . 0 over V

which yields:

af
11. 13) g ,(x) = ~~~~(x) Yx t~’at 8x~ a •

Writing (1.13) Into (1.11), we get formula (1.10), with formula ( 1.9)  being

satisfied by construction. It only remains to prove that the set A is

at most countable. For thi s , notice that:

—6-
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(1 .1- 1) ‘(x) ~ a

and hence that a 3 > (X , p ~~ , i~~~) 7’ 
~~~~~~

. This shows that all points in

are isolated , hence any compact subset of V can contain only

a !in ite  number of them. As V is a closed subset  of JR 2
~~

1, it can

be written as a countable union of compact subsets , and the result follows. •

In the special case where the map it is proper at x, it is easi ly

seen that  the set A has to be finite . Setting V fl V , we get
aa K A

the following corollary:

Corollary 1. 3. Assume moreover the map is proper. Then ~ is

open in IR’~, and for every point x € ~ there is a neighborhood V

of x and a (p ossibl y empty) finite family of smooth functions f : V —

a’ A, su ch that:

~1. 1~ ) 
_ l

(~ ) = U {(x, f~ ( x ), f~ (~~ I x V, a’ K A }
a c A

We now have a description of i’T 1(x) which is valid whenever

x c  ~~~~, i.e. for almost every point x R”. Points in iR’~\ ~ form a

negligible subset, but they may nevertheless turn out to be important ,

so we will attempt a partial description in that case also.

Proposition 1.4. Let t ‘— (x(t),p(t),z(t)) be a C1 map from J0 ,Tj

into V such that x( t )  ( 
~ Vt > 0. Assume that , when t — 0:

( 1.16) x(t) — x  and ~~~(t)

(1.17) z(t ) — z

(1. 18) lIm m l  II p(t) — pII = 0

—7—
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4 with ~~~~~~~ an i so la ted  point  of ~~
1

lX , z ) .  Then:

( 1 .  l~ ) p( t ) p

( 1 . 2 0 )  ~~~(t) — p

Proof. As p i~~ an isolated point in Tr ’(x , Z) ,  there is a compact

neighL~ rl~oo~ ~ of (x , p, z) in V such that :

(1 .21 )  ~x , p , z ) E ~~~ => p = p .

As sume p (t )  does not converge to p. Then there is an open

neighborhood ~~-‘
- of (x , p, z),  contained in ~~~, and a sequence t — 0

such that :

(1. 22) (x(t ), p(t ), z(t )) ~ —

Using (1.16) and (1.17 ) ,  together with the fac t  that ~ - 2’ is

compact , we can extract a subsequence con” rg ing to some point

1 1 . 2 3 )  (x ,p ’, z) t 
~~ 

-

contradict Ing ( 1. 21).

So p(t) has to converge to p, yielding ( 1. 20). Sett ing z(0 ) = z ,

we define a continuous real-valued function t ~
-. z(t ) on ( 0 , T j .  It

follows from Proposition 1.2 and the fact that x(t) ~ ~ for t > 0 that

this fu nction is derivabl e on J O , T j with derivative:

(1 .24 )  ~~~ (t)  = p(t)~~~~(t) -

When — 0 , the right -hand side converges to p F,, and so does

the lef t -hand side.

-8- 



N ote tha t  ~~~~ need not - ur iv erge. Note also that  (1.16) and

1. 20) imply tha t  ~~~~~~~~ (0) ~ and (0) = p ~,, with denoting

tho r ight -der ivat ive . Equation (1. 20) can be wr it ten:

(1. 2~ ) (~
) ~~~~~ . (~

)

which expresses the vanishing of dz - pdx above a point x not in ~~~.

Let us give a more accur a te picture in a simple case:

Proposition 1. 5. Assume it is proper and 1r 1( x) is finite . Let a

s imply  connected subset 12 of Q be given in the following way:

(1. 26) 12 = ~~~ + t~ 0 < t  <~~~ , F, E s}

with  S an ope n subset of the unit sphere + . .. + 1. There is

a (pos s ib l y  empty)  fi nite family  of functions f : 12 U ~x } -. IR , a C A

such t h a t :

( 1. 2 7)  1( ~ U {x}) = { ( x , V (x), 1 (X )) x K 17 U {x), a’ K A)

By a ( er i v a t ive  of f at x we mean a linear functional f ’ ( x )
a a

such that :

( ..t~~~ > o , ~~ > : H x - X II ~ r~ and x ~
(1.28) ( — — —

=> I 1 ( ~ ) - 1 (x)  - ( f ’ (x) , x - x ) I  ~ dlx - x I I

By a C1 function on 12 U {x} we mean a function I such that

f ’ ( x )  is well-defined and continuous on {x) U 12.

P~ppf of Proposition 1. 5. The set it~~(x )  has to be both compact (because

is proper) and discrete (because x e ~), so It is finite . By

-9—
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I r - p o ~~i t i o n 1. 2 , the map it : n
1

(~~i)  - . 11 is a covering. As ~2 i s

simply connectrj , the res t r ic t ion of to each conn e - u - ~u m p on e n t

of it
1

( Q )  is a diffeomorphism , hence the representation Icr~~u 1a:

(1. 2 9)  it ’(~~fl = {(x , f ’ ( x ) ,  f I x ) )  x I2 , a A)

Now fix  a A and let x converge to x in ~2. As it is

proper , (x , f ’~ x), f ( x))  has cluster points (x , p, z) it 1( x ).  As th is

set is fi nite , all its poi nts are isolated . As in the preceding proof , we

conclude that f ’ (x) - p arid I (x) — z - Setting f (x) = z and

we get a C~ f unction as desired.

Let us conclude this investigation of Lagrangian submanifolds  by

the followi ng remark , which throws some light on the case where ~~~(x)

is not discrete . Let t — (x(t) ,  p (t), z(t)) be a C1 
path drawn on V

along which x(t)  is constant: x( t)  = x , 0 <- t <- T. Then z(t)  has to

be constant also: z(t) = z , 0 < t  < T, so in fact only p(t )  varies.  This

follows easily from the vanishing of i~~ , which yields i n this case

n dx .dz 1 . . -~~~(t )  = 
_ p, -

~j~
- (t) . In p articular , if ~ is an open path-connected

— — 1 -subset of V proj ecting on x , I. e. ~r C ~r (x) ,  then ~ is also

contained in some hyperplane H = {(x , p, z) lx  = x , z = z} as an open

path-connected subset (openness follows from the fact that dim V = n dim H .

-10— 



§11. i~~~ ..e~~nd t r an s i or i a t ~on.

The mapping  I’ of IR’~ x JR r
~ X ~ into itself  - i e t i n e d  by:

( s’ t x , p, z)  = (x ’ •p ’. z ’)
(2.1)

= p , p ’ = x , ~~~
‘ - px - z

is called the L~~endre transformation. Note that:

Proposition 2 . 1 .  The Legendre transformation is a C involution :

1 2 . 2 )  ~
2 

= Id

Proof. Usin g notations 1, 2. 1), we set £ ( x ’ , p ’ , z ’) = (x ” , p ” , z ”) , wi th:

= p 1 = x

p ’ 1 = x ’ = p

z ” = p ’x ’ — z ’ px - (px - z) = z

hence th ~’ resul t .

The fundamental  fact about the Legendre transformation is tha t it

preserves the 1-form ~~ up to a change of sign:

*rhe~ re ;~ ~.2 .  ~
‘ _ =

Proof. U s i n ~ notat ions ( 2 . 1 ) ,  we g~ t:

*1’ = dz’ - p ’dx ’

= ( xdp i- pdx - dz) - xdp

= pdx -dz

Gorollar~~~ . 3 .  If V is a Lagrangian submanifold  of x x JR , then

so is S V .

—11— 
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4

~~~~~ It ( ) 11 ( ~’.’,S f I 1 ~ 1~~~~ 1 t ~~ ’u - i t i o n  2 . ‘~ at ç is a J i t t e om o r p h i s m  of

D~n 
~ X fl~ onto ‘t ~ u l I .  Hen ce LV is ~ closed subr n ani fo ld  whenever

V i s .  h - r I  1 y : c ; : ~u in s  to c -h eck that  0 . To do that , we

.v r i L  t h ’  to l lowing d iagram:

~

( 2 . 3 )  1

LV i.iR~~x J R x I R

where I is the restr ict ion of j  to V and j is the canonical

in ject ion.  This diagram commutes , and gives rise to another commutat ive

diagram relati ng I - forms:

*i * n nT V *  T (IR x l R  x lR)

*( 2 . 4 )

* J
• _ 

* n nT (CV) - T (IR x J R  x lR) .

Taking -~~ in the lower right-hand corner , and using formula (1. 3)

and Theorem 2. 2 , we get:

‘:- * * *( 2 .  5) i -ç (<a ) = i (— w )  = —I ( , )  = 0

going the other way around the diagram , we get:

* *(2 . 6 )  0 = I • j (w)

*As I is a d i f feomorphism , 1 is an isomorph ism , and Equation (2 .  6)

*imp lies that ~~~= 0 , i . e. ~ V is Lagrangian.

We now introduce a slight misuse of notations . Let V and W

~ be Lagr an q i an  submani fo lds  of IR~ X IR’~ ) < IR , with W LV , and let

— 12 —



and F~ he the associat e l char ac te r i s t ic  m aps .  We shall  write freely

~F v, a n I c - a l l  F\, the Lege ndre t ransform of F
~

- Fo r instance ,

i t  t fl~ IR is ~ f u n c t i o n , the n Lf is the mult ivalued map
n -fro m H~ t IR de f ined  by:

2 . 7 )  Sf( x ’) = z ’ I ~:p ’ ~ 1R~ : (x ’, p ’, z ’) E LV f
}

Usi ng ( 1. 1) and ( 2 . 1 ) ,  we get:

( 2 .8)  S~f p) ~pX - 1(x) ! f ’(x)  = p)

Several remarks are now in order. First of all , if 1, i n addition

to bei ng smooth , is convex, then the function x ‘- px - 1(x) is concave ,

and the equat ion p f ’(x) simpl y means that this function attains its

maximum at x. Equation ( 2 . 8 )  then becomes:

n~( 2 .  ‘
~

) Sf (p )  = max {px — 1(x) x IR j -

Formula ( 2 . ~~) show s that 1 is single- or possibly empty—valued.

In other words, If is a real-valued function defined on some subset

of 1R~ . It is to be compared with the classical Fenchel trans form of

convex analysis:

(2 . 1 0 )  f *(p) = sup{px - f ( x ) j x  (

Formulas ( 2 . 9 )  and (2 .10)  coincide whenever the function x px - f(x)

n *a t t a ins  its maximum over J~ . Define the effective domain of 1 as

t r -  set of p oints where it is finite~

( 2 . 1 1)  dom I ~p i  1 (p) <~~~}

—13—
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Fro p us it to n  ~ . 3  . I i p) (p )  if  and onl y if  is subdi I ~e r en t i a L 1 i -  at p ,

I .  e.  ~t ( p) s ~~~. This is the case it ‘v ery  interior point p of dom I
0

2 . 1 2 )  p i  dom I .=>~~ I ( p ) I ( p )

k i u o .~~ Let us write down the l e t i n i t i o n  t the subd i f f e r en t i al  of f

* 
— n —

(2.13) II (~~
) ~x li~ px — I ( x )  max )

x

where the notat ion max : ce a n s  tha t  the lef t -hand side attains its
x

m a x i m u m  at x. But , as f is cont inuous  and convex , i~~ coi ncides with

**i ts b iconj ugate  I , hence

( z . 14 )  ~ f (p) = { x K  IRn 1P X _ 1(x) = max )

which proves the f i rs t  part of the proposition.

It is a well-known fact fro m convex analysis that any convex func-

tion on a Banach space is continuous , and hence subdi fferentiable , on

the interior of Its effective domain . Hence (2 .12 ) .

In the general (smooth , nonconvex) case , formula ( 2 . 8 )  sets Lf (p)

in one-to-one correspondence with the sets of tangents to f having slope p:

P~op~oslt lon 2 . 4 .  z ’ ~ L f (p )  If and only if z px - z ’ is a tangent

hype rpl ane to graph f in IR’~ x JR.

Proo f. The hyperplane z = px - z ’ in (x , z) - space is tangent to

graph I I f and only If there exists x IR~ such that f ’(x) p and

1(x) = px - z 1 . This reduces to z c L f ( p )  by Equation (2 .  8). j

- 
I

- ~~~~~~~~~ - ~~~~~~~~~~ -a - -



From Prop osit ion 2 . -I one sees n 1t a n t l y th at  St can be m u l t i v a l u e d .

ln Iee I f  is a fun c ’~ion , i .e. c f (p )  is empty or a singleton for

every p, i f  an :1 only if I ha s  only zero or one tan gent  of prescribed

slope . In ilmension n 1, this means exactly that f is strictly

convex. In higher dimensions , this also happens in the nonconvex case:

take for instance f(x
1
, x
2
) = xj  — x~ , then I’ : (x 1, x 2 ) i-. I 2x 1, 

-2x 2 ) i s

one-to-one. But the fact rema ins  that , in contrast with the convex case ,

in the general case we have to deal with multiva lued Legendre t rans forms .

So let us at tem pt  a description of ~ f . We denote by V th e Lagrangian

submanifold (1. 1) of JR~ X 1R~ )( JR associated with 1, and by A( x)

the matrix of second derivat ives of f at x:

(2 . 15) A(x) ((~ 
(x))) ~~~ j ,

Pr2ppsition 7 . 5 .  Assume A(x) has full rank n. Then there exists a

neighborhood of (f ’ ( x ) , x , x f ’( x) - f (x ) )  in V projecting onto a

neighborhood ~; of f’(x) in JR~, and a local inverse ~~‘ for f ’ such that :

( 2 . l ~1) = {(p , [ ç f] ( p ) , I C ~, f ] ( p ) ) I  p ~ )

with [S~~f I ( p )  = pq~(p)  - f o ç(p).  In particular , we have :

( 2 . 1 7 )  1c ,111 (p) = x .

Proof. It follows from the Implic it function theorem that the map x I f ’(x )

has a local inverse ço defined on some neighborhood t~ of p. Setting :

(2 .  18) = {(f ’(x) ,  x , xf ’(x) — 1(x)) I x  q’(t~ )}

-is-
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c

us~ n~; the n ’ t i i i i t i o n  ot c’~ WO : t :

( 2 .  I a )  - {
~~~~~. ~ 

p ) ,  p~ (~~) - 1 4 ’(p)) ! p

Comput ing  the i r iv a t i v e  of ç 
~~, we get :

t i  t ’  -i 2 .  2 0 1 [1 1(p) (P~p) -- 
~~‘ (p )p  — 

~~ 
(p )  f ’ s q~(p)

t ’  t i

~~( p )  + q’ (p)p  - 
~‘ 

(p)p

‘~ 
p)

m l  I~~” u l a ( 2 .  I a )  - ~u ;es to ( 2 . l t I .  U

is a smooth branch of cf lying above p. No te that p is

a re gu t a r  va lue tu r  t ’ : ~ n JRn if and only if it is a regular value for

IV U-p . Thi s is almost  a lways the case , by Sard ’s theorem , and

the pa rt of St lying above p then is a countable union of smooth

bra n ches such as ~ ( thi s is a parti cular case of Proposition 1 .2) .  If

moreover I’ i s proper at p, then so is and there is only a f ini te

number of branches of t f  lying above p (this is a particular case of

Corollary 1. 3).

We can of course apply Propositions 1.4 and 1. 5 to get a description

of ~‘( above critical values of 1’ . But , in this particular case , we

pref er another appro ach , which has the advantage of directly relating the

shape of the Legendre transform above f(x) to the degeneracy of the

matrix of second der ivat ives  at x. We write the Taylor expansion of

I at  x:

( 2 . 2 1) f ( x  
~~

) = 1( x) + p ~ +~~~(A( x )~ ,~~) ÷~~~P 3(x ;~~1 ~~~~) 
4 0 ( I ~~j~ )

where P 1
(x ; ~ ) Is a homogeneous polynomial of degree 3 in n variables.

-16-



Us in ~j  the ( u i  -r t u r i n  u la , we m a y  w r i te :

P
3

(x  
~~~ = 

3 
~ I ~~~ 

(X; ~~~, 
~~~ i~~l 

~ . ( B .(x ) ~~, ~~)

where 8 (x )  is th c  matrix wi th  elements 
~ ~f/ ox .ax .~

xk , 1 < j ,  k .~~ n .

iicnote by ~ B(x)~~, ~ ) the n-vector with components (B .(x ) ~~, 
~~)

Pro position 2. 6

• Assume that A(x) has rank (n - 1) and that:

— (P
3

(x ;~~1, . . ., ~ ) � 0
( 2 .  22)  E Ker A(x) => c~ — 

n 
—

~~~~~ ~~
‘ Im A(x) -

Then (possibly after reordering the linear coordinates (p 1, .. - , p )

in 1R~ and changing 
~n to 

~~~~ 
there is a neighborhood ~c of

(f’(x), x, f’(x)x - f (x))  in IV , a neighborhood ~~ = ~~~~
‘ X 

~ 
of

(P 1 P 1~ p )  in JRn C’ functions k1, k2 : ‘V’ JR and h : —

such that u is completely described by the set of conditions:

( 2 . 2 3 )  ( p
1. ~n-l’~~n~ 

~~~ ‘ x1~ and 
~~~~~~~~~~~~~~~~

(2. 2—I ) z t {z (p), z (p) } , with

[ z~, p) = k 2 (p 1, .. 
~n-l~ 

+ (p - k 1)h( p1, - 
‘ ~n —l’ ’

~~n 
— k 1

)

z (p)  - k 2 (p~, . .  . , p~~~ ) * (p - k 1)h( p1,. . . , p 1,-yp - k1)

Moreover az/a p1 x ., I < i ~ n , along the hypersurface

p = k 1(p 1, . .

Prooj. Th (x1, . . ., x ) are a system of coordinate s in LV , formula

(2.14) yielding (p
1 Pn~

z) in terms of (x1, . . . , x ) .  In particu lar :

—1 7 —

~~~- i i  r , - ~~~~~~ 
-

- - —  -—-5 __~~~~~~_~ _-5_~~-5_
~ 

-



of( 2 .  2b ) ~~
.— (x) = for I < i < n

The rank assumption on the matrix A( x) impl ies  th at  one of i t s

i n  — 1) x (n — 1) minors is inver tib le , for  i n ~~t 1 i n - -:e the one Jehned by

the (n — I) first rows and the (n - 1) f irst  co lumns .  Moreover , the n th

row then is a linear combination of the (n - 1)  f i rs t  rows.

It follows from the implici t  funct ion theorem that  the In - 1) f i r s t

eq uat ions of system ( 2 . 2 6 )  can be solved locally for (x 1, . .
In other words , (p 1, ‘ ~n-l ’ X )  can be used as coordinates in some

neighborhood 
~~ 

of (p, x , z) in 5V ( 1) •  Now consider the path

w(t )  = ( p ( t ) ,  x(t) ,  z ( t ) )  in 
~~~~~ 

such that p1( t )  p1, - . . , p 1(t )

x ( t )  x + t. There is some T > 0 such that w(t )  is well-defined
ii

for -T < t < T. Obviously w(0) = ( p ,  x , px - f(x)) ;  we shall write i~ ’

icr (0) and ~~ for (0) .  Equations ( 2 .  26) are satisfied along w( t ) :

(2 .  27) p
~

(t )  = -

~~~

— (x
1

( t )  x ( t ) )  for 0 < t < T

Writing Taylor expansions into (2.  2 7 ) ,  we get:

(2 . 28) p I t )  - p = t~~x)~ ’ + ~~ [ f B ( x ) ~ ’, ~ ‘ >  + A( x )~~” J + 0(t
3) .

But p1(t) - p, 0 for 1 < I < n — I , so that both sides of the (n - 1)

f irst  equations of system (2 .  28) are ident ical ly zero on (-T , T). It

follows that the I n  - I) first components of A(x)~ are zero , and , by

~
1
~From now on we set p = f ’ ( x )  and z px - f(x) .

-18-
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the rank assumption , so is the las t  ~ne .

( 2 .  2 a)  A (x)~~’ 0

Assumpt ion  ( 2 .  22)  the n yields:

(2 .  30) (B ( x ) ~~ , ~ ‘) + A(x)~~” � 0 .

But again , both sides of the (n - 1) f i rs t  Equat ions  (2 .  2 8 )  being

ide nt ica l ly  zero on (-T , T), the (n — 1) f ir s t  components of vector ( 2 .  30)

must be zero. It follows that the ~th component must  be nonzero .

We summari ze our results  so far  by stating that the n~
h equation of

system (2 .28)  can be written as:

(2 .  31) p (t)  - p = ~~ a t 2 
+ 0(t

3) , an ~ 0

Similar ly ,  we compute the Taylor expansion of z( t)  at t = 0.

By def in i t ion , we have :

(2 .  ~2) z( t)  = f ’ [ x ( t ) ]x ( t )  — f(x( t ) J

Successive derivations yield:

(2 .  3 3 )  ~~ (0) =

(2 . 34) ~~~~(0) 2 (A( x)~~’, c ” ) + P 3 (x;~ 1, . . ., ~‘)  -

But we have seen that A(x)~ ’ 0 , so that ~~~(0) 0 and

~~~~(O ) = b � 0 by assumption (2.  22).  Finally we get:

(2. 35) z(t) -z = 
~~

bnt
2 

+ 0(t
3) , b � 0 .

Now w’(O) is just the tangent vector 
~~~~~~~~ 

(p r, . . - ~Pn i ~
Xn )

associated with the new coordinate systems. In other words , p and z ,

-19-
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S

consi :crt- ~i j . ; : u i l - t i c n s  c i  (p 1
, . . . , p~~~ , X

n
) in ~c

1 , sa t i s f y :

‘p — —

(2 .  3 i )  -~;- — ( P l, . .. ,p 1 , x )  = 0

— — —
( 2 .  37 .~ 

ax
2 ~~ Pn_ i , x n

)

(2 .  ~~ Pn i ~~
X )  = 0

(2. 3 # )  
Z ( . . .,p

1 ,x )  ~ 0

But other po ints (p,  x , z) in enjoy the property that A(x) is

of rank ~n - I) and sat isf ies  (2 .  22) .  Indeed , consider the Jacobian

dete rminan t :

D(p1, . . . ,p  ~~~(2 . 40) Py~_ j ~ x~ ) D(p 1, . . p~~~ , x )

ap
x— ax ‘~ 1’~~” ’~~n— l ’ nn

by a s imple  computation. Clearly rank A(x 1, . . . , x )  < n  if and only if

2a p  
, p~~~, x )  = 0. But A = 0 and = � 0 at point

n axn

Il l  D(f 1, ... , f ) 8!,
r e - ill  that  denote s the determinant —

x )

-2 0-
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, p 1. x ) .  By the i m p l i c i t  function theorem , there are neighborhoods 

~n-l~ 
and of x and a C map g :t ~1 

—.-

~~~

-

~

suL fl t ha t

~2 . 41) - 
‘ ~n -l’ x )  0 < = >  x = g (p 1, .. . , p 1) V(p 1, . ., x )  K 

~ l ~l

Co nverse ly ,  X = q I p 1, . . . , p 1) i mplies rank A(x 1, . . . , x )  < n.

By a con t inu i ty  a rgument , we ca n shrink “i

1 

and ~~~~~ to 
~ 

and

so that  rank A I x 1, . .  . , X )  is exactly n - 1 and assumption ( 2 . 2 2 )

is sat i s fj e i whe never x - g(p
1, . . . , p 1) in 

~ 2 x~~2 . We may even

include in the bar gain the fact that the firs t minor of A (x ) is invertible ,

so that  (p 1, - - 

~~~~ 
X

n
) enjoys all the properties of (p

1, - . . ~P l~
Xn )

~
By ( 2 .  38) and ( Z . 3~~), it  fol lows that ap /ex 0 , ~~P~ /OX~ � 0 ,

~~

L (~X = 0 , a 2 z (~X � 0 at every point (p 1, - ,p  i. xn ) ~ ~ 2 X~~ 2

such t hat  xn 
- g ( p 1 

it follow s that:

( 2 . 4 2 )  
~n = k 1 (p 1 , . . 

~~~~~~~~~ 
+ [ x  - g(p 1, . . . ,p  

1
fl h 1 (p 1, .. . , P n_ l , xn )

(2 .  43) z = k 2 (p 1 , .. . , p 1
j + [x  - g(p1, . . ., p 1) j 2 h 2 (p1, . .  p~~~, Xn

)

with

( 2 .  44) X
n 

= g(p 1, . . 
~~ ~n-I~ 

=> h 1(p1, .. P 1~ Xn
) h 2 (p 1, . . . , ~~~~ 

x )  ~ 0 . 
j

The point of V defined by (p1, . . . , ~~~~ Xn 
g(p 1, .. ., p ) )  yields

• ~n 
-
~ k 1

( p 1, . . ., p~~~) and z = k 2 (p 1, .  . . , p 1), so th at k 1 and k 2
‘Ci r .- C funct ions .  it follows from the C division theorem of Maigrange

that  h1 and h 2 can (~e chosen to be C’ functions also.

—2 1-
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Assume that h 1(p 1, .. 
~ 

rn-i’ X n ) > 0 . Then we can - l e f ine

= [x  - g J ~Ji7j and use (p 1. . ‘ rn -i’ ~~ as .
~ new system of local

coordinates in some smal ler  neighborhoo d ~r
2 

of p, x , z)  cc r r e s p o n i i n g

to (p 1, - . • , p 1 , y )  K 

~ 
X~~ 3 . Equations ( 2 .  4 2 )  an d  ( 2 .  4 3 )  become

(2.  45) p - k1(p 1, . . ., p 1) = y~

(2 .  46) z - k
2

(p1, . . ~n -i~ 
y~ h 3(p 1 , . - - 

~~~~~~~~~~~~ 
~~~~~~

with (p 1, ‘ ~n-i~ 
~ V 3 and 

~
‘n ~ ~~~ 

This im p lies that  p - k 1 be

nonnegative . Conversely , whe never p > k1, we can solve (2 .  45) by

= ± 

~~n 
- k 1, getti ng two dis t inct  values whenever the inequality is

strict; possibly shrinking V to 
~~

- we can arrange that both those

values are in so that Equation (2 .  46) becomes:

(2 .  47) z - k 2 = 
~~n 

- k1) h (p 1, ‘ ~n-l’ ± - k 1
)

which , together with (p 1, . . . , p 1) v , completely describes

If h1(p 1, . . - , p 1, x )  should be negative , then we simply reverse

p to — p ,  and we are back to the preceding case. So formulae (2.  23)

and ( 2 . 2 4 )  are proved .

For commodity ’s sake , denote by 12 the set of points (p 1, - . . , p )

such that p > k 1 , and by ~ its boundary, the equation of which is

p k
1
. Formula (2.24) yields along ~ :

~
3z

+ 
8z 8k 2 •l < i ~ Z n — 1

ap
1 

8p
1 

8p 1 
- —

(2 .48 )
8z + 8z

ap 
~~n

— 2 2 —



It fol lo ws also from formula  ( 2 . 4 )  tha t  wi th  any p Z and any

vector u ’ - (u  ~ ‘ )  po in t ing  to the in te r io r  of ~~-

n—i  ak
( i . e .  u ’ - rr~ > 0) we can associate  two cont inuous  paths

1= 1  8
~ i

t • (p( t ) ,  x ( t ) , z ( t ) )  and t - (p( t ) , x( t), z ( t ) )  in LV starting at (p ,  x , z)

and s a t i s f y i n g  ~~~~t) - u ’ as t — 0. From Pr p osi t ion 1. 4 ( tak i ng  care

that  x- and p-coordinates are interchanged) it follows that , when t — 0:
dz dz

( 2 .  ( a )  ( t )  -. x ur ’ and ( t )  -
~~ x . u ’ -

But fro m formul a ( 2 .  48) we get directly

dz - ( iZ 
-

(2.  50) ( t)  — ir ’ and (t)  .

wh ere denote s the common value of the n-vectors ( 2 . 48).  Thisdp

yiel ~s ~~~~~ 
- 

~~~
‘ x u ’ for every vector u ’ in some half - space , and

hence the desired formul a x = 8z/8p .  .

In other word s, If is not defined locally for 
~n < k 1(p 1, -

In the region p k1(p 1, . . . , p 1) , there ar e two well-defined br anches

for 5 f .  Along the bound ary they coincide and have the same tangent

hype rp lane , ari d their shape away iTrom the boundary is given by the

followi ng resu l t :

Cotollar~~ 2 . 7 .  We keep the assumpt ions  and nota t ions  of Proposition 2. 6,

and we set q = p - k(p1 p
1

). Then .~
‘ f can be expanded near

the boundary q 0 as:

— 2 3 —

~ 

~~~~~~~~~~~~~~~~~~ 
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~~~~~
. ~l )  z - k 2 i p 1 . - - . . p~~~1

) ~q I  a0
( p

1
, - ~~~~~~~~~~~~~~~~~ a 1

(p 1, . . . , 
~n-I~~~~n 1 4 0(q

3
~~ )

-.vhere the func t ions  k , , a0 , a 1 are C .  Moreover:

ci k
( 2 .  ~2) 2 

~~~ ~n-i~ 
= x~ for I < i  n - I

( 2 .  z. 3 )  a 0( p
1 ~n — i ~ 

= X n

The proof cons i s t s  s i m p l y  of replac ing h by its Taylor expansion

in i o r n w l a  ( 2 .  2 4 ) .  We see that  the two branches only intersect at the

boun ua ry  p k 1 of the admiss ib le  - i omain  p k 1 ( this  is true eve n

i n th c  spe c ial  case where a 1 0 , because then the third order term

± a 3q~~ takes preced ence . This is the classical  ‘ cu sp ” sit uation ,

so :h at  Proposit ion 2 . 6  can be loosely stated as follows: a simple

in f le xion p o int  of f gives rise to a simple cusp of y f .

Of - uur se , mo re degenerate inflexion points of f given rise to

mo re complicated s i tua t ions  in 5f.  A c lassif icat ion can be attempted

along th e l ines of Prop ost t an  2. 6 , but  we are not going to conduct it

any fur ther .  Let  us only p oint  out tha t , for ~iI1 funct ions  f 3 , where 3

‘ nis a d E n s e  G , subset  of C (J R ) in the Whitney topology, the space

1R~ ca n be pa r t i t i oned  as U U where :

consis t s  of all points x where A( x) is nondegenerate; it is

an open subset  of ~~~

consis t s  of all p o ints  x where A(x) has rank (n - 1) and

s a t i s f i e s  ( 2 .  22 ) ;  i t  ‘s a codimension one s u b m a n u f o l d .

- 2 1 —  
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consis~ .~ of all  oth er  points ;  i t  is  a s t r a t i f i e d  subse t  of

codimens ion > 2 .

W ithou .  going in to  - , e t a i l s , this  follows from Thom ’s tra nsversality

theorems .  So , for most  funct ions , the ana lys i s  performed thus far

describes e v e r y t h i n g  up to codimension two . In the one-dimensional

case , n = I , tha t  means precisely everything . Let us conclude by a

s imple  example .

Def ine  a function f on the real line by:

2 2
~2. ~-4) f( x) = (x -+ x

We want to know what  If looks l ike.  We need some data on f

which are summarized in the following :

f ’ ( x )  = 4x(x -t l) (x  + 
~~~~) 

= 4x 3 
+ 6x 2 

+ 2x

f”~x) 12x2 + 12x + 2

x f(x) p = f ’(x) P ’(x) z = f ’(x)x — f(x)

-~~~~ * +X

- l 0 0 * 0

-0.7 887 1/3 6 0 . 19245  0 — 0 . 1 7 9 6

—
~~~ I/ 1 t 0 —1 / 1 6

— 0 . 2 1 1 3  1 -0.  1~~24 S 0 0 .012 9

0 0 0 * 0

4 K  *

— 2 5 -  

~~~~~~~~~~~~ ~~~~~~~~~~  
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We now can draw the graphs  of f and If ( F i g u r e s  1 an i  2 . )  Note

t h a t  the z— axi s  p = 0 intersects SI a t  the s imple po int  z

an d  the double point z = 0. This means that  there are two d i s t i n c t

ta ngents to t with slope p = 0: the f i r s t  one is t angent  to f at

x = -1/2 only, the second one is tangent to f both et x = -i and

x 0. From formula (2.17), the tangent  to .~f at (p  = 0 , z -1/ 16)

has slope -1/2 , and the two branches of £ f which intersect at

(p = 0 , z 0) have dist inct  tangents of slopes -l and 0 respectively.

Moreover I f  features two cusps at (0 .1945 , -0 . l79 ’~) an~

( - 0 . 1 9 4 5 , 0. 0l2~ ) .  By Proposition 2 . 6 , the tangents at those cusps are

well-de fined, and have slopes -0.7887 and -0.2113 respectively.

Note the pa rametric equations for If :

p = 2x(x + 1)(2x + 1)

~2. 55) ç 2L z x(x + l)(3x x)

so that th e graph of I! is the cemi-algebraic set obtained by writing

that the two algebr aic Equations (2 .  55) have a common solution in x-

i.e. by eliminating x between the two equations.

-2 6-
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I I I .  E x t r e m i z a t i o n  ~~ t 1 - n ~s a n - I  au a1i ~y .

Whenev er  V is a subset  of x X IR, we shall denote by:

~l )  ext V

pr~ hi  -m o~ R- t ~ rr n i n 1 ng all couples (x , z) fl~n X JR su ch that

( 3 . 1) (x , 0 , z) V .

( P i wi l l  be t e i n c - ~ an ext r eniization problem , and any  couple (x , z)

s a t i s f yin g  ( 3 .  1) -.vi l l  be called a solution of ( 2 ) .  The value of (P) , denoted

by ~ext 2 , will be the set of all z K JR such that  there is an x €

wit h ( 3 . 1 )  sat is 1i~- d .

An impor t an t  spe : ia I  case occurs when V is the Lagrangian

nsubmanifo ld  a s s oc i a t e  i with  some C function f : R:

( 3 . 2 )  ~~~= { x , f ’( x) , f( x ) ) I x (  fl~n )

In th a t  case formula ( 3 . 1 )  becomes:

(3 .  3) f ’( x) = 0 , z = f (x )

so that (c) is simply the problem of determining the critical points and

values of I . We shall write i t

(2 ) ext f (x)
x

and call it an unconstrained smooth extremization problem.

Another impor tan t  special case occur s when:

3 . 4 )  V {( x , f ’( x) - 

~ 

\ g ( x ) ,  1(x)) I g ( x ) = 0 , X . ~~~~, l~~ i ~ k }

where I and the g ,  I < k , are C functions on ~~~~~~~
. We set:

-29-
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( 3 . 5) S - - ~x I  i~ (x) 0 , 1 j < k )  -

~~~w f l h 1  3. 1. If the g ’ x), I < j ~ k , ar e l inea r ly  independe nt at  every

t S. then S is a clo~ u subi ~i a n i l o l  of JRn a nd V is a Lagran g ian

n ns u b m an i t o l - I  of JR )( JR X JR.

Proof. The fact  tha t  S and V are closed n - k) -  and n -d imens iona l

submanitolds follows easily from the impl ic i t  func t ion  theorem . We

check condi t ion 1. 3) for V:

(3. 6) i~~ df( x) - ( f ’ (x )  - ~ X g ’( x))dx

= (df(x) - f’ x)dx) + ~~\ g ’(x)dx -

The first  term vani she s identically ,  and along V we h ave g ’( x)dx - 0

since g (x) is a constant.  e

The solutions of (i’) are alk couples (x , 1(x) ) such that :

( 3 . 7 )  x S and 
~k : f’ ( x) - 

~ 
\ g ’(X ) 0

If the g (x) ,  1 ~ j < k , are linearly independent at every p oint

x S, condition ( 3 . 5 )  means that x is a critical point of the

restriction of I to S. For that reason , we shall  write 9) as:

( ext f( x)
(() )

g , ( x )  = 0 , 1 ’ ( ) < k

and call It a constrpined smooth extremizat ion problem.

Any critical point of a smooth convex (or concave ) function is a

min imum (or a max imum ) . For that reason , the various extremization

-30 -
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pro~ I~- tn s  we stated t o  lu ce to op t imiza t ion  problems wh e n  f is convex

( 1  u ncave)  and the g .  l inear .  So ext remiz at i on  i .~ a na tu ra l  generaliza-

tion t up t l m i z a t i o n  to ~he nonconvex case .  Now i t  is a we l l -known  fac t  that

t b - re Is a dua l i ty  theory for convex o p t i m i z a t i o n  problems , and we want

to ~-x t e nd it to nonconvex ex t remiza t ion  problems.

Fro m now on we are given a linear map  A : JRn 
- JRm We shall

n n~~ m m *denote by x , p, y, q the vecto rs u f JR , ( IR ) , JR , (JR ) re spec t ive ly .

n -+ m n-F mWith any subset V of JR x JR x JR we associate  the subset  V
A

n n -of JR JR -~ JR I c t i n e d  by:

(3.?~) V
A 

= {(x , p + A q ,  z)I (x . Ax;p,q;z) ~ V }

* m * n ’~ 1Applying this  i e f i n i t i o n  to the tra nspose A : (JR ) 
— ( JR )

and to any subset  V of JRn + m  )< JRn + m  X IR , we get:

* * * m m( 3 .  ~‘)  V {(q , y + Ax , z) I ( A q, q;x , y;z) V ) C JR X JR x JR -

A

We now state  the main  resul t  of this  section:

I h e o r u m  ~~2 - Let A : JRn 
-• JR m 

be a l inear  map  and V any subset of

n ’m n~ mJR x JR ~ h~. Consider the extremization problems:

( f) ) ext VA
(~~ ) ex t ( SV) 

~-A

~~From now on we shall omi t  the s tar .
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The f o r m u l a e

( 3 . 10) ( x , Ax ;— A q, q ; z )  V, z’ — z

( 3 . 1 1 ) ( -A q, q;x ,Ax;z ’) IV , z -z ’

are eq uiv a len t .  Whenever x , z) is a solution of (P ) ,  the set of (q,  z ’

sat i s fy ing  (3 .11)  or ( 3 . 1 2 )  is nonempty, and all of them are solut ions of

i2 ) .  Whenever (q, z ’) is a solution of (p ), the set of (x , z)

s a t i s f y i n g  (3 . 11)  or (3.12) is nonempty,  and all of the m are solut ions of (P ).

Proof. 1 . say that  ( x , z) is a solution of (P) means that  there exists

(p , q) such that:

*( 3 . 1 2 )  ( x , Ax;p ,q ;z )  V, p + A q = 0

which we may  writ e in a more symmetric form :

*( 3 . 13)  (x , y;p, q; z) E V, y — Ax 0 , p + A q = 0

Applying the Legendre transformation , this becomes:

*( 3 .1- fl (p , q;x ,y ; p x + qy - z) K IV , y — Ax 0 , p + A q = 0 -

The last two equations imply that:

( 3 . 1 5 )  z ’ = p x + q y - z - A q  - x + q  - A x - z  = — z

and formula  ( L I - i ) becomes:

*( 3 . 16) p , q ; x ,y ; - z) IV , y - Ax 0 , p + A q 0

Breaking the symmetry,  we get:

( 3 . 1 7 )  ( - A q ,q ; x ,y ; -z )  IV , y - Ax 0

*which means precisely that (q , -z) is a solution of (P ). Since the

Legendre t ransformat ion is an InvolutIon , formulae (3 .1 2 )  and (3 .17 )  are

— 1 2 —
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e q u i v i 1 e n ~ , in set up a one— to - ( ne pa i r ing  between so lu t ions  (x , z)

*of 2) m l  ( q ,  — z )  of  2 ).  But ( 3 . 1 2 )  is j u s t  ( 3 .  10), ana ( 3 . 1 7 )  is (3.11) .  •

The ~c 1 lo w inj  is an easy  consequence of the fact  that  the Legendre

*t r an s t o r m a t i o n  .1’ an i the operation A -A are involut ions :

**Co r o l l a r y  ~ . 
~~
. (f) ) (P) .

1’ rv~ 1 - : : .~ 0) and  ( p )  wil l  be said to he dual to each other.

Another easy consequence of Theorem 3. 2 is the following :

~oro 11ar~~~. 1 -  ~ext p
1 = -{ext p~ 1

Theorem 3 .2  is more readily understandable in the case of

u r i c - n stn in e d smooth extremizat ion problems. It reads:

- n m - n+m
hro~~o S t t f t f l  - . ~~. Let A : IR -

~~ JR be a linear map  and f : JR — JR

-ç
a C function . Consider the extremization problems:

tO )  ext f(x , Ax)
x

*(2 ) ext lb - A  q , q )
q

The formulae .

( 3 . 18) _A *q = f ’ ( x , Ax) , q = f ’ ( x , Ax), z ’ - f (x , Ax)

set up a on e - t o - o n e  pairing between solutions (x, f(x, Ax)) of (P) and

(q, z’) of  (0 ) .  Whenever the matrix of second derivatives f’ has

*rank (n + m)  at x , Ax) , there is a neighborhood V of (-A q ,q )  and

a C’ selection of If over ~ such that:

( 3 .  b )) I) x , Ax) -U~~ J ( -A q ,  q) 

*
( 3 .  20) x (s~ f ) ’ ( — A  q, q),  Ax (IV

f ) ’ ( _ A q, q) .

-3 -3-

A 
_____________________________________ _____________

- - 5  .- .- - - ~~~~~~~~~~~ 
— —— 

-- . 1 — b —,.—— -. ~~~~~~~~~~ T—1 W~~~~



This  fol lows eas i ly  r u t ~ t a k i n g  V V1 , the L a gr an g i an  s u b m an i f o l d

associate d with I , in Theorem 3 . 2 .  The l a ; t  part  is a consequence

of Proposition 2 .  S . Note th at  re la t ions  analogous to 1 .20  hold whenever

ç f ) ’  can be def ined in a consis tent  way at (p,  q;z ’);  th i s  would be

the ca.~ e for the cusp points  - i e su r ib e  in Proposition 2 . ~~~ -

Let us give an important special  case:

n m -,

Corollary 3 . 6 .  Let ~~‘ JR JR and ~ IR -. JR be C funct ions ,

an d  consider the extremization pr oblems:

(2) ext c ( x )  + j~(Ax )
x

* *(P ) ext £ ‘~(-A q) £q ’(q) -

q

Then (e x t 2 )  = {e xt 2 ) ,  and there is a one-to-one pairing

between solut ions (x , Q (x) + ~dA x ) )  of (2) and (q , z ’) of (P ) ,

described by the relation :

(3.  20) - A q  Q’( x) , q = ~ ‘(Ax) , z ’ = ~ (x) +

Whenever u” has rank n at x and ~~~
“ has rank m at Ax ,

there are neighborhoods and V
2 

of -A q  and q, selections

£~~q’ and of £q’ ari d t~ over and V2, such that:

(3. 21) ~~ q,( A*q) + c~~i(~ ) = ç~(x) + ~(Ax )

(3.  22) x = (~~~~)~( _ A *q), Ax = (~~~~ ) ‘(~~)

We now give two examples of applications of Theorem 3 . 2 .  They

are both related to the problem of finding the elgenvectors and elgenvalues

-34-
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of a - i :  — 3 i h  an t  operator:  we w r i t e  i t  as an ‘- x t r e m i z a t i o n  problem in

two d i f f e r e n t  ways , and dua l i ze  both of them.

i.i t us s ta r t  wi th  the constrained smooth ex t r emiza t ion  p rob lem:

2
ext Ax

t O )
x = 1 .

A :~c ’ 1ut ion to (P )  is a couple Lx , z) such tha t :

2 *( 3 . 2 3 )  !!x I I  = 1, ~~ JR : A A x —  \ x  = 0

( 3 . 2 4 )  z = 11 Ax 11 2 
=

*i . e .  x is an eigenvector of A A and z is the corresponding e igenva lue .

Consider the subset V C lR~~
m >,~ JR

n+m x JR def ined by:

(~~~
. 2 S )  V = ~(x , y ; -2 \ x , 2y; Il y J 2 ) I l i x  11 2 

= 1, X

By Lemma 3. 1 it is a Lagrangian  submani fo ld .  It is clear that

problem (2 )  is s imply  ext VA . For commodity ’ s sake , we will cut

out part  ot V; indeed , it is apparent  from formula ( 3 . 2 4 )  tha t  
~~ .? 0

for any  solut ion (x , z) of P .  So we introduce the “Lagrangian sub-

m a n i f o l d  wi th  boundary ”:

( 3 . 2 ~a V’ {(x , y ;-2x x , 2y; li y ii
2 ) I  i l x f l 2 1, x > o }

and we state problem (p) as:

(P )  ext V~~.

The Legendre transform of V’ is again a Lagrangian submanifold

with boundary. Going through the computations, we write it as a disjoint

union j~ V - - c~ U r , whe re V Is the boundary :

-35 
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I ~~~~7) 1 ) ( p . q ; - p ’  II p iI ,q/~;- li p 11 iIq li z - f l i p � O }

(3 .  28 ) 1 ( ( 0 , ;~~, q - ’2; Jiq iJ ~~ 4 ) 1  li~ 11 2 
= 1)

~~~ . is 1- - i r l y  ass c i a tc ’ d  wi th  the funct ion (p , q) - lip ii + II~ 11 2/4

The ~u : . . ion p — l i p  Ii is t o t  di fferentiable at the or ig in , but let us

~1qrec that :

( 3 .  ~~~~J )  -

~~~ 

H l I P  II ) p = O  = IR~~t II~~ liz 
= 1) -

This  being agreed upo n , we can now state the dual problem (p ) in

t~ac fo l lowing way:

* 2(P ) ext - h A  q + j i q  Ii /4
q

* 2Theorem 3 .2  implies that whenever (q, - I A q ii + I n II /4) is

* 2
a solution to (P ) ,  all couples (x, 11 Axi1 ) given by:

0 * * 2
(3.31) x = A q/ l i A ~ ii if A g  s o , Ax = q/2, fi x 1! 1

2 *
3. 32) IIAX II = h A  q — j I g ii /4

*are solutions to ( c ) ;  in other words x is an eigenvector of A A with

* 2
norm one, and I A q hi - Ii q Ii /4 Is the corresponding eigenvalue . For

*i ns tance , for mula  (3.29) shows us that (0 , 0) is a solution to (P

provided there exist  ~ K IRn with Il~ i I 2 1 and A~ = 0. Formulae (3 .  31)

and ( 3 .  12) then yield the tr ivial  ~ac- t tha t  every such ~ is an elgenvector

* *of A A with eige nva lue 0. Note as a conc lu ;ion that  - ( e x t  ~ ‘ I is jus t

the spectrum of A A.

We now treat the same problem in another way .  We define a subset

W of JR n + m  x JRn + m 
~ D~ by:

—



I 3. 13) W f ix , ~~~~~ I y I I 2 /~ x I j  1~ 
~~~ IPx 11 2 ; II y 1 2 / I l x i I 2 ) I x  o }

U (0 , 0;0 , ~;O) I ~
l~ c- i n  A checked tha t  W is a L agrangian  s u b m a n i f o l d .  We

associate w it h  i t  t h € -  extrem ization problem:

2) ext WA

w hi c h  we s ta te  somewhat  loosely as:

2) ext IlAx h1 2/ ll x IV .

Ot course , solving (-0) is j u s t  looking for the e igenspaces  of A A .

‘~V~ now cons t ruc t  the -dual  problem (2 ).  A simple computat ion yields:

( 3 . 34) L V ~ {( p , q ; -z p / lj q hh
2
, 2q II p j I 2/ I i q i i 4 ;-ii p lI 2/ 11q 11 2 ) h q � o}

U {(O , 0;r ~, 0;0) i ~~ ]R~ )

*The -dual problem (p ) , which is ext W ,
~~ 

will be stated
-A

somewhat  loosely as:

* 2 2
( i.  35) ext - I I A  q i l  / li~ Ii

We leave it to th e reader to see what becomes of formulae (3 . lO) - (3 . 11) .

* *They tell us essen t ia liy  that  the eigenvalues of A A and AA coincide -

a t r iv ia l  f ac t .

We conclude this section by pointing out a technicali ty:  even if V

is a Lagrangian  ~ubm an i fo l d  of lR n f m  X JRn -4- m 
~ JR, the set VA need

not be a Lagrangian submanufold of iR’~ X JR
m x JR. Indeed , it need neither

be c1o~ ei nor be a su brnan i fo ld .  As a simple example , take

( 3 . 0 j  V ~t x ,y ;-y /x 2 , l/x;y/x) i x � 0)
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a Lag :an g ian  subman ifo ld  of JR
2 x JR

2 x JR. Setting A : x mx , we ;et:

(3.  37) VA = ( i x , 0 , m)  i x  ~ 0 3

which is not closed in JR X JR X JR.

However , we have the followi ng ;

Lern rna 3 .7 .  If V is a Lagr angian  submani fo ld  and if VA is a closed

subman i fo ld , then VA is Lagrangian .

Proof. We check condition ( 1. 3) for VA :

(3.  38) i~~w = dz - (p + A q)dx

= dz - pdx - qd(Ax )

whi ch is zero since (x , Ax;p, q;z)  V, and the restriction of -~~ to V

vanishes.

Not e also that if V is the Lagrangian subman i fo ld  associated with

a C. ’ function f : )< JRm 
— JR , then VA is the Lagrang ian subman i fo ld

nas sociated with the C function x ‘-. f~x , Ax) from JR to JR - a f act

we have u~;ed rep~~ tedly in this section .
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‘
~ IV . Ap~~1 i - t t o n . -; to the ca1cuIu ~— v a r i a t i o n s .

r(~ c w~~ n , t2 JR~ -~‘~- i 11 in n— n u i ~~n s i on a 1  C — s u h m a n i f o l d

wi th  )o i tndc i ry  !~ . ~~ ~et ~2 - — F , an ope n subset  01 JR n , we

en low wi th  the Lebesgue measure d~ and F wi th  the induced

fl - 1) d imens iona l  measure d~ .

W- - ‘Of lSi  fo r  a cont inuous  l inear  map  A : V L , whe re E = L~ (~ l ; J R m )

a n i  V i c  some Hilberti an subspace of H = L2 (~~;JR k ) ( i . e .  V i s a

linear subspace of H endowed with some Hilberti an structure such that

the inclusion mapping V -
~~ H is continuous).  We assume that  there

is some Hu bert space T and some Continuous linear map  T : V T

such that  T is surject ive and V0 = T 1(O) is dense in H. In practical

examples , A will be some di f ferent i a l  operator , V0 will be f-.( c2) ,

the closure in V of the set of C; functions with compact support in

U , and T will  associate  with  every funct ion  in V its “trace ” on the

boundary F . We sha l l  s tate an abstract Green ’s formula for later use:

Theorem L i  . There exist a H ilbert ian subspace V of E , and

* * * *cont inuous linear maps A V • H and T : V T’ , the topological

*dual of T , su ch that , for every x ~ V and q ~ V , we have :

(4 . 1) (q, Ax) - (A~~q, x) = (T q, TX )

whe re ( . , ~) denotes scalar product in L
2 

and (., . ) denotes the

dual i ty  pairing between T’ and T.

— 1’) —
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Wi .- flO W t u r n  to c x t r e n i i - o ~t ion problems in the calculus  of va r i a t ions .

I i-e m n~ v.- n , we arc give n a f a m i l y  W , t U , of L agrang ian  sub-

k+m k+m
m a n i t o l - I s  of JR X JR x IR , and we deno te by F ( x , y) the

ass ociated ch arac ter i s t i c maps . Moreover , we are given a convex lower

s e m i- con t i n u o u s  func t ion  ~ : T F U {+~~ ); as usual  in convex analysis ,

i ts  su b d i t t o r e n t i a l  will be denoted by i~~~. We n ow sta te:

Def in i t i on  4 . 2 .  The calculus of vari a tions problem ( 1) ;

( 2 )  ext f F (x (~~), Ax(w))d~~ +~~~(TX )
x V  ~2

consis ts  i n looking fo r all mappings  ~ — s - ( x ( w ) ,  p(~’) , q(w),  z(~ )) from ~2

k + m  k+m
to JR X JR X JR such that:

* 1
(4 .  2) x c ‘.-

, q V , z e L

*( 4 . 3 )  (x(1.4 , Ax(~~) ; — A  q(~~) ,q (~~);z(i ~)) W for a .e .  ~ 17

*( 4 . 4 )  T q K —~~~~~~ ( T X )

1 *
Any pair (x , z) E V X L such that there exists q e V satisfying

(4. 2)- (4 .  4) will be called an extrem~j . of (c). The number r, defi ned by:

(- 1 . 5) 
~
, f z( 4d~ + ~~(Tx)

17

will be the a ssociated value of (2). The set of values of problem (i’)

will be denoted by {e x t p ) .

The motivation for thi s definit ion is clear. In the case where

F (~ , i) f( ~~;~~, ri) , a function which is C in (~ , r~) for almost every

~
1
~Henceforth denoted by C. 

V. problem.
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U , a n t  measur able  in ~ for every (~ , 11) x JRm 
the n

Equations ( -4. . t ) — ( 4 .  ~~) become:

*( 4 .  ~‘) f ’. i~~;x(c.4 , Ax(t4 ) + A P (~~;x(~ ), Ax(t.4 ) = 0 a. e.
1

T [ P ( X , A X ) j  K -
~~~~~ ( x)

Equat io n (4.  6) is the Euler- Lagrange equation on 12 associated

with the i ntegral :

(-4 .8 )  f  f(w ;x(w ), Ax(~~))d~
12

and fo rmula  ( 4 . 7 )  yields the so-called transversality conditions on the

boundary F . In the case where f is convex in (s,, r i)  for every ~,

those are neces sary and sufficient conditions for optimality. If f is

nd convex , but satisfies some growth condition of inf ini ty,  we get the

fi rs t -order  conditions for stationarity.

We now state the duality theorem :

Theorem_4 . 3 .  Consider the C. V. problems:

( P) ext f  F (x(~ ), Ax(~ ))d~ + c Z ’ ( T x)
X E V  12

* 0 * * 1(2 ) ext f £ F (-A q(~ ), q(~~))d~ ~ ( -T q) (

* 1 2q~ V

Let (x , z) be an extremal of (p) with value ~~; then , for any q

* *sat is fying ( 4 . 2 ) — ( 4 . 4 ) ,  (q ,  —xA q + qAx — z) is an extremal of (p

( I )  
*

~ is the Fenchel conjug ate of ~ in the sense of convex analysis:

sup{~ 6,6’) — 4 ( 5 ) 1 6  T} , Y ô ’  T’

—4 1—
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with value -
~~~~. Conversely, let q , z ’) & V x L 1 be an extremal of ( 2 )

with value ç’ ; then , for any x & V sati s fying :

( 4 . 9 )  ~~~~~~~~~~~~~~~~~~~~~~~~~~~ r W  fo r n . e .  -~~ K 12 -c- ,

(4.10) TX K ~~ ( — T  q)

(x , z ’ -+ x.A q - qAx ) Is an extremal of (p )  with value -r,’ . Hence:

(4.11) { e x tp )  _ {ext p*}

Proof. The pointwise equation:

(4 . 12) (x(~ ), Ax(~ );_ A *q(~ ), q(~~); z (4 )  W

can be written:

( 4 . 1 3 )  (_ A *q(w ) ,q (~ );x(~ ), Ax(~ );_ x(w )A *q(~~) + Ax(~ )qfi~) - z( i~)) e

Moreover , formula ( 4 . 4 )  can also be written:

* *( 4 . 1 4 )  TX K 8~ (— T  q)

*But Equations (4.13)  and (4 .14) ,  together with x t V, q V . z L

* *simply mean that (q , -xA q + Axq - z) is an extremal of (P ). The

associated value is:

(4.1 5) ~~~
‘ = f (_ x( ~~)A*q(~~) + Ax(w)q(~ ) - z(w))dw + ~~*(_ T q)

Using Green ’s formula:

(4.16) ~~~‘ = - f z(~ )d~ + ( T *q, rx ) +~~ *( _ r *q) .

Making use of Equation (4.14), this becomes:

(4 .17)  ~~~
‘ = - f z ( ~~)d~~-~~(Tx) =

Hence the first part of the theorem . The converse Is proved along

the sames lines. .
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Typical ins tances  of such a mapping  A : V -
~~ E are

(4 . 1~ ) j r a I :  H~( 12) L Z ( iZ ;JRn )

~4 . l-~) ~~: F1 2 ( t 2 )  -- L 2 ( 12;JR)

In the f i r s t  case , T is H~”2( F ) ,  and Green’s formula reads:

( 4 . 2 0 )  f ( q r r i i’x . q +  x . div ~ )d~ z f  n ~x d~y
12 F

In the second case , T is H 3/’2 (F ), and Green ’ s fo rmula reads:

( 4 . 2 1) f ( ~~x - q + x  . 
~~q) dw f ( q n .  grad x + x ~~~ gra cf q)d ’y

ci ci

In both cases , we could define ~ as:

( - 4 . 2 2 )  ~~( 6 )  0 if 6 = 6~~, +~~~‘ otherwise

which giv es a Dirichi et  condition (f ixed boundary values).  We could

also defi ne:

(4. 23) ~(b) = 0 if f 6 = 0, +~ otherwise

~1~’

which is a ki nd of periodicity condition.

Let us give an example ,

ext f  f(w ;x(~~), grad x(~ ))dw
) 12

( 1’) ‘It

L x e H1(ci), (x(’~)d~ = 0
F

has the following dual:

* 
ext f.s~f( c~;-div q(~4 ,q ( 4)d&~,

( P )

q c H(12;div), q = constant on

—4 ~~
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where II , 
~~~~, i i v )  {u L2

i t ~ . JR fl ) ‘l i v  u & L ( U , JRfl ) }
~~ The t a sk  of

r e w r i t i n ;  ( . ; . ~~~~~ 4 ) and t .~~)—(4.ll) is left to the reader.

We - i i ’  now going to show th a t  we can get s imul taneously  the

*e x t r e m a l s  (x , z )  of (2 )  and the extremals  (q ,  z ’) of (P ) fro m the

extrem als of a s ing le  C. V. problem:

P~o~~~s it ion 4. -4. Consider the C.V . proble ms:
- * * *(~~~) ext I i—A q~-~) - x~~) + q(w )y( ~~) - F (x(~~) , y ( w ) ) J  + 4’ ( — T  q)

(x , y , q ) €  C.)

V x E x V

(~~ 
) ext f t  p~~)x (o~ + q(~~) .  Ax (4 - £F (p(C.)), q(~)) j ÷ 4’(TX) .

12
V X E  xV *

The following are equivalent statements :

(a) (x, y, q, z’) is an extremal of (i)

*(b)  ( x , p. q, z) is an extremal of (~
( c )  (x , q, z) sa t Isfy  (4 .  2 ) — (4 .  4)

(d) (q, x,z’) satisfy(4.9)-(4.lO) and z’ C

with z z’ = _A *q x + q • Ax. In par ticular (x , z) is an extrem al

of (2) and (q, z’) an extremal of (p *),

Proof. We have already shown that (c) and (d) are equivalent. We shall

be content with proving that (a) and (c) are equivalent; the proof that

(b) and (-i) are equivalent goes along the same lines.

Problem ()) can be written as:

(1’ ) ext f  ~~~~~~~~~~~~~~~~~~~~~~~
(x ,y,q) c 12
V X E x V ~
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;~ is the character is t ic  map associated with the Lagrangian

- 2 k+ 2m 2 k +2 m -Sut m a n i t o l i  ~ of JR x JR x JR def ined by:

( I . 2-1 ) ~~- {(
~~~, 

‘ j .  iT , p ; - TT — n~~ p — T~~ ~~ ~~~~ + pr )  —

liT K JRk 
~ ~ JRm 

(~~ 
1;a ,T ;t~) & W )

*\.V0 now apply Defini t ion 4. 2 to the Hu bert space ~r = V ) <  E X V

*and the m ap  ~ : - E def ined  by ~ (x , y, q) = -A q; its adjoint will

‘I’ *be the m ap  ~ : V H )< E x H defined by cJ (x ’) = (0 , 0 , -Ax ’).

Condi t ions  ( 4 .  2 ) - (  4 . 4 )  then become:

* I(4 . 2~ ) x V , y e E , q € V , x ’ & V, Z ’ & L

(4 . 26) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ € 
~~~ a . e .

( 4 . 2 7 )  TX~ K a 4 ’ (~Tq)

So (x , y, q, z ’) & V X  E x V* x L’ is an extremal of (~~~) 
if and

onl y if there exists x ’ & V such that (4 .  26) and ( 4 .  27) are satisfied.

Now , comparing (4 .  26) with ( 4 .  24) ,  we get:

*(4 . 28) —A q(C.J) =

(4.29) q(~ ) 
T

( 4 .  30) x ’(~ ) = x(C., )

( - 1 . 31) A.x’(c~) = y(~ )

*( - 1 .  L? ) z ’(i~ ) —A q(~) x(&. ) + q(~~)y (w) —

( 4 . 33 ) (x( i~) ,y ( 4 ; a , T ; t,) & W -
C.)

All this boils down to:

( 4 .  3 )  ( x ) , Ax(i.));-A q(~ ) , q ( ~ ) ;z(w ))  ( W a .e.

L 

_ _ _ _  _ _ _ _  _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _  

A

~ 
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*
wi th Z(&..i)  + z ’( ~~) —A q(~ ) 

. x(~~) ~ q(~~) . AxL.d . Taking (4. iO) into

accoun t , ( 4 . 2 7 )  be comes:

* *(4 .  ~s) TX  & o~ ( — T  q)

which can be inverted to:

*(4 . 36) —T q 4 .(Tx )

But ( 4 .  34) and (4.  36) are ju s t  (c) , and we have proved our claim .

Pro position 4 . 4  can be considered a smooth version of the saddle-

point property for Lagrange multipliers in convex optimization . Note

that  in the case where F ( ~~, ~
-
~) = f(~~;~ , g) , measurable in -~~~, C~ in

(~~~, 
g) , problem (p ) invo lve s Sf(~~;~ , g) which typic ally is mult ivalued

and cusped; working with problem (r i ) is a way of circumventing this

inconvenience at the cost of increasing the dimension.

We now apply this idea of “smoothing out” Legendre transforms to

another example .

PropositIon 4 . 5 .  We are given a C~ function q’ : [0 , TJ x IR~ JR

a measu rable function I : [0 , T j  — IRS, and a point K 1R~ . We

consider the differential  equation :

(e.) + ç’( t , x) = f , a . e .  on [0 , T ) ,  x ( O )  =

and the C. ~~~. problems:

ext f [ ~~(t , x) + S~ (t ; f  - 
~~~~~~

) + x(~~~ - f ) J d t

(p) ‘S 
0

L x H1(O , T;JR~5, x(O) =

-46-



ext  f t  ~( t , x) - q~ t , y) (~~~~~ 
- f ) ( x  - 

~~) J u t

(~~~) 
0

L x Hl (0 , T;JRn ) ,y  HI (O , T ;JRn ), x( 0)  =

If Equation (i’) has rio solut ion , then problems (0) and ( ‘))

have no extremal s .  If Equation (~ ) has a solution x, then problem (p)

has a u nique extremal I x , 0) ,  and problem (~~~) has a unique extremal

(x , x , 0).

Proof. Problem (~~~) arises from problem U’) by replacing r~’( f - 
~~~~~) by

y ( f - 
~~~~~) - oy ) , i .e .  by smoothing out that part of the integrand which

is a Legendre transform . Proposition 4.  4 does not readily apply to this

case , so we give a direct proof.

An extremal (x, y, z) of (~~~) is defined by the Euler equations:

( 4 .  37) Q~ (t , x) + - f = ~~~ [x  — y J

(4 . 38) -~~ (t , y) — + I = 0

and the boundary conditions x(0 ) = y(0) = x0 . Togeth er , they yield the

system of differential equations on [0, TI:

(4 .  39) + c~ (t , x) f , y(0) x0

( 4 . 4 0 ) q’~ (t ,y )  I , x(0) = x0 
.

Now this is to be compared with equation

(e) + c
~~

(t , x) 1, x(0) = x0

— 4 7 —
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The a s s u m p t i o n s  on ~ i m p l y  t h a t  both sys tem (-1 . l a ) — ( - 1. 40) u n I

e ~u a t 1 on  ~~) h ive at  most  one solu t ion .  If x is the so lu t ion  of ( e ) ,

O1. V 1 L U S 1 ~~ l x , x) i s  the  so lu t ion  of ( - I .  3 9 ) — ( - 1 . 40 ) .  Conversely, if (x , y)

is a - - l . .~t i on ot 1. ~ ) - (  1. 40 ) ,  then so is (y,  x) ;  from the uniqueness ,

I t  :cl1 -.’.-~ tha t  x = y, obviously the solution of (e). Writing x x = y = y

in ~he ~- 4 r a n  + , we see that it is identically zero We have proved the

e qu i c i l fi : of equation i f ’ )  and problem (a) .

The equiva lence  of problems (2) and (?) goes along the lines set

up in Proposit ion 4.4. Indeed , equation (4 .  38) means s imply that :

dx - dx(-I . ; l i  — p ( t ,y) — — t ) y  = $~‘(t; f — )

and the integrands in (2) and (~~~) become equal.  With x = y, form ula (4 .41 )

j i~~Lis , with a slight misuse of notations:

- dx( 4 .  4 2 )  [ SQJ ~~(t , f — 
~~~~~~ = x

and the Euler  equa t ion  for (P) turn s out to be exactl y equation (e). •

Note that  we have defined di rect ly  the extremals of a problem in the

ca lcu l u s  of var ia t ions , without reference to any extremizatlon problem .

Thi~. is because the natural  extremizatiori  problem Involved is infinite-

i im e n si o n a l , and the results of the preceding sections do not extend

r eu - l i ly  to this  case; indeed , smoothness assumptions which are natural

in f ini te  di m ensions become preposterous in this new setting . In some

particul ar cases , however , It can be made to work . Let us give an example ,

which will he recognized as an Infinite-dimensional version of the

L 

example concluding Section III. 

-
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We , -on:~iJer  the space V H~ (Q ) and the function :

(4.43 ) 1 : VVO} X L
2
(ci)~ JR

( 4 .  14) f ( x , y )  = 1y 1 2/ 1x 1 2

wi th  i -  -.i e no ting  the L 2 -norm . Obviously f is a C function , with :

( 4 . 4 c )  p = f ’( x,y) = - 2 x [y J 2
/ J x i 4 

& L2 ( 17)

( 4 . 4 t ) q = f ’~ x ,y )  2y/ 1x 1 2 
C L2 ( c i )~

We now set:

(4.  47)  y = grad x

to get the extremization problem:

ext grad x i
2
/ l xL

(2)
X C  H ( 12), x � 0 .0

Let us write out the equation for a critical point, taking Into account

the fac t  tha t  the transpose of grad : 14(ci ) — L
Z
(12)n is -div : L

Z
(12)

n 
—

(4 . 48) 0 = p - dlv q = -2 (x jg rad  x i 2
/ 1x i 2 

+ dlv grad x)/1x1
2

Note that  Igrad x~ cannot be zero unless x is, so (4. 48) becomes:

2
( 4 . 4 9 )  = — ~xi 

~~~~, ~ �
Igrad x 1

2

In other words , the solutions of (2) are the pairs (x , 1/X ) where

-\ Is a nonzero eigenvalue of the Laplacian under homogeneous boundary

conditions , and x any nonzero elgenvector.

To get the dual problem , we note that (4.  45) and (4. 46) are

inverti ble whenever y 1 0, yieldi ng:

— 4 9—
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( 4 .  50) x = -2 p / I qj 2 , y = 2 q j p J 2
/ ~q J 1

so we are in the particularly simple case where the Legendre t ransf orm a -

tion is one-to-one . Equations (4 .  48) and (4 . 47) become:

(-1 . 51) p = div q

2 2 2(4.  S2) 2(q p / q + grad div q)/ q = 0

But this means exactly that  q � 0 is a critical point of the

f unction q — - I d i v q J 2
/ iq~

2 over the space :

(4.~~3) H( 12;div) = ~q C ~~~~~~~~~~~ C

Finally, we get the dual problem :

I . 2 2ext - div q / q j
( 1~~)

q C H(Q;dlv)

with the usual rel a tIonship (4. 4 5 ) — ( 4 .  46) or ( 4 .  50). Note in particular that:

*(4. 54) {extp} = — {ext p }

— 50-
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V. Comments .

The not ion a Legr angian submanifo ld  is central to tn e t h e o r y  o

Fourier integral  opera tu r — -- . It is at tr ibuted to V. Arnold [ I J  or V. Mas lc~’ [ i  3 J ,

and has been p a i n s t a k i n g l y  invest igated ( [ 1 1 J ,  [ 16 1,  [ 9 !) .  However ,

these author s de f ine  a Lagrangian submanifold of a sym plectic manifold

( d ime nsion 2n , f undamental  2-form ci)  as an n -dimensional  sub-

manifold  on which -i pulls back to zero . In our framework , this wo uld

mea n an n -d imens iona l  submanifold  of x on which ~� = 

~ 
dp, ~ dx .

pulls back to zero . N -  t~ng dz - p. dx. as in ( 1 .  3), we see th a t

¶ 2 = ~L. It follows tha t  if V C~ IR’~ X JR’1 X JR is a Lagrangian submanifold

in the sense of - b t iril tion 1. 1 , i i  the projec tion iT : ~ JRn 
~~

proper and if its tangent  map TiT : TV — T(JR~ x~~~ ) has rank n

everywhere , then i T V  is a Lagrangian submanifold of JR’~ x JRn in the

preceding sense. Our def in i t ion  has the advantage of incorp orating z ,

which is very useful  for practical purposes.

For basic information about proper maps , we refer to any book on
00

general topology, e.g. [ 4 ] .  Sard ’s theorem In the C case , as well

as basic information on submanifolds and the implicit function theorem ,

can be found in [ 1 2 J .

The def ini t I on (2 .1 )  of the Legendre transformation Is given in [ 6 ]

(15 a p ar t icular  case of a contact t ransformat ion.  The contact transformation

i: n n
associated with a given C function H(x , z;x ’, z ’) on JR X JR X JR X P

— 5 1—
- ~
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is th e ~i~~:~~ i I ~ w h i c h  a ssoc iat e s  wi th  any p oint (x , p 4 ~ n 
~< JRn 

~

the point ( x ’ . p ’ . z ’) dot inc by the formulae :

I H(x ’ , z ’ ;x , z) 0

a H/dx ’ p ’a H/~3z ’ = 0

L RH/ax + p a H/az = 0 -

Fro m the two last equations it follows ( formally) that p = az/ ax

a n b  p ’ c)z ’/~ x ’ . It follows (still  formally) from the first  one that

dz ’ + p’dx ’ = 0 if and only if dz + pdx 0. In other words , if we

have no trouble with cusps or closedness , a contact transformation will

send a Lagra ngian manifold onto a Lagrangian manifold.  It need not be

involutive . in the special case where H(x ’, z ’ ;x , z) = z + z ’ - xx ’ , we

get the Leg endre transformation .

Also related to the Legendre transform is the notion of dual varietie s

i n algebraic geometry. Let a projective variety C be given by its

eq uation P (X 1, - . . , X )  0 , where P is a homogeneous polynomial

of degree d. The dual variety C is the set of tangents to C; its

equation ~(u 1, . . ., u n ) = 0 has as zeroes all (u 1, . . . , u )  such that the

hyperplane u , X 1 ~ + u X is tangent to C. In particular , C C.
i i  n f l  x x

For instance , ~f f IRn -~ JR is a polynomial , setting z = x . =

n-f Z n+2
as is usual  in project ive geometry yields:

graph f ((X 1~ . . . , X +2
)
~ x~~~

’ = f ( x
1 , .  . .,~

x
n ) )

— 5 2 —
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The iua l  v ar i e t y  is sim~ -1y the graph of the Legendre t rans form :

graph £f

A par t ic ular l y  interesting case arises when n = I and complex

num be rs  are used.  It can be shown that , if C (resp. C) is a complex

algebraic curve of degree d (resp .  d) , ha ving r (resp .  
~
) double points

and s (re sp .  s )  cusps , wi th  no other s ingular i t ies , then we have the

following symmetric relat ionship (Plucker ’s formulae):

d = d(d - 1) - 2r - 3s

d = d(d - l) - 2; - 3s

s - s 3(d - d)

I am indebted to P. Deligne for this elementary algebraic geometry.

Now let us proceed to providing Sections II , III , IV with bibliographical

refere nces.

Fundamentals  of convex analysis  are given in [ l 4 J  or [ 8 ] .  Modern

tools of d i f ferent ia l  topology, included the Malgrange division theorem ,

Thom ’s t ransversal i ty  theorem and notions on stratifications , will be

foun i in [ 15 J ;  see [10 f o r  a textbook on the subject .  Note that  the proof
00

of Proposition 2. 6 for n I does not require the C division theorem.

Condition (~~~~
. 7) can be interpreted as a necessary condition for

op t ima l i ty  in a much broader context than Indicated , I .e .  the space needs

not he f ini te-dimensional  and the g ’ need not be linearly independent;

see I 7 1. Du a lI ty  th eo ry fo r finite -dimensional convex optimization

problems will be found In ( 14  J .

- 53—
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Theorem 4.1 is due to J. -P. Aubin . Its proof will be found in ( 2 ]

or [ 3] .  Duality theory for convex problems in the calculus of variat ions

is treated in [ s J ,  but here we follow rather the approach of [ 3] .  Proposi-

tion 4. 5 Is a nonconvex analogue of [ 5 ] .  I am indebted to R . Temam

for suggesting to me the elgenvalue examples concluding Sections III and IV.

‘-5
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