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EXECUTIVE SUMMARY
by
Daniel F. Huck and Kenneth D. Midlam

BACKGROUND
In recent years several studies have been undertaken to estimate the
relationships between certain key economic and policy variables and the
supply of enlistees to the armed forces. The impetus for most of the early
studies came from the need to determine the feasibility of an all-volunteer
force and the subsequent need to know cost-effective ways to obtain the
enlistment levels necessary to sustain such an all-volunteer force.
Of primary interest in these studies were the effects on the voluntary
enlistment supply of the following variables:
e Compensation ~ expressed either in absolute terms for
civilian pay and military pay (including in kind as well
as subsistence and quarters allowances), or as the ratio
of military to civilian pay for the age groups which
constitute the apparent preferred supply groups.
o Unemployment Rate - usually estimated specifically for
the 17-21 year old age group either by conversion from
overall unemployment rates or by direct measurement.
Occarionally the overall unemployment rate is used.
o Draft Pressure - expressed as the fraction of enlistees
motivated to enlist by an apparent likelihood of being
drafted. This had been estimated or scaled in various

ways by the several studies.




® Recruiting Resources - usually measured in terms of the

number of active duty recruiters.

Though' these definitions appear reasonably consistent here, a major
potential source of variation in the results of past studies has been the L
different ways these variables have actually been measured or estimated.

The kinds of analyses that have heen attempted fall into two groups —
time -series and cross-sectional. Typically, the time-series analyses
have weasured variables at the gross, national level over time. The time
intervals have usually been quarterly, though some recent studies have !
used monthly data. The cross-sectional studies have measured the variables
over a single,fixed time interval for various geographic breakdowns

(usually, census regions; sometimes, states) -

OBJECTIVES OF THIS STUDY

This study has had two primary objectives. First, to conduct a
detailed review of the major, past, time-series analyses which covered the
1958-1965 time frame, attempting to discern differences among them in
methodology, time intervals, and in the data used. This review was
followed by an attempt to reconcile some of these differences and to
reproduce these analyses using a common data base and a more nearly
standardized set of variable specifications.

The second objective was to attempt a pooled,time series cross-
sectional analysis of enlistments. This was accomplished for certain
preferred enlistment groups for the Army and Navy using nine census
regions and five yearly time intervals (1970-1974). The results of this

model were to be compared to prior modelin3 efforts.
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Finally, the significance of these studies was re§iewed in qpe context

of the enlistment environment of the mid-1970's and forward into the 1980's.

REVIEW OF PREVIOUS TIME-SERIES STUDIES

Many of the studies reviewed were done as part of feasibility studies
on moving to an all-volunteer force. Particular attention in this review
was given to the analyses of A. C. Fisher,l A. E. Fechter,z B. J. Klotz,3
and D. W. Grissmer, et al.4 The first three studies attempted time series
analyses on quarterly data ccvering time intervals from 1958 to 1965
(basically prior to the major Vietnam build-up). In general, each used
eﬁliifmenta as ;-fracéibn of the Qualified Milit;ry Av#il;gléé‘(QﬁA;)’aﬁ
a dependent variable and used various functional formulations of compensa-
tion, unemployment and draft pressure as independent variables. Fisher and
Klotz dealt with total DOD enlistments; Fechter, with Army enlistments. All
used Mental Group I-III enlistees without further disaggregation by such

factors as race and education. The fourth study analyzed all four services

and broke enlistments down further by education. That study covered 1971-1S73.

The results of the various studies have yielded a wide variety of
estimates of the relationships between these factors and the supply of
enlistees. Generally speaking, they have found a statistically signifi-
cant relationship between levels of relative compensation and enlistment
levels and a large but statistically doubtful relationship between unem-
ployment and the enlistment supply. Those studies which included recruit-
ing variables found large, significant relationships between recruiting

levels and enlistment supply. Estimates of the fraction of éﬁlistcés‘

draft-induced ranged from 15-402 in the early 1960's.




Because of the gross level of aggregation of enlistments over sental
groups, education levels and services, the first three studies, though
important to the development of econometric analyses of enlistment behavior,
are not nearly as relevant under the current (1976) enlistment environment.
Better, more disaggregated data on more recent enlistments has led to the
clear conclusion (Grissmer and other recent studies) th.at both pay and
unemployment effects are inversely related to the quality level of the
enlistee, i.e., the preferred enlistment group (Mental Group I-III, high
school gr@utes) :Ls the least responsive to changes in relative military
pay and to civilian employment 61;i>ortun1ties. Also, this prefett;d-;r—m;’ —
appears more responsive to the activities of recruiters in the field and
to the availability of program options.

Based on the Grissmer analyses, the relative pay (ratio of military
to civilian compensation) elasticity for Army Mental Group I-III high school
graduates is about .6, and for the Navy, about .45. The elasticity is
defined as the rate of change in a dependent variable in response to a
change in ap independent variable. As an example, an elasticity of .45
for relative pay with respect to Navy enlistments means t}nt a 10 percent
increase in relative pay should result in a 4.5 percent increase in Navy
Mental Group I-III diploma enlistments. The employment rate elasticity
for the Army is estimated to be about 3.7 (about .5 for unemployment). No
significant unemployment relationship could be established for Navy enlist-

ments.

REVIEW OF PREVIOUS CROSS-SECTIONAL STUDIES

4,5,6

Three major cross-sectional studies are reviewed here. These

studies were all based on limited data from the early 1970's. As with



the time-series studies, serious inadequacies are appareat in those studies
which did not disaggregate enlistments on education and mental quality. In
general, they report elasticities for pay and employment wvhich, for the
gross aggregations of enlistments, are larger than found in Ref 4 using
only Mental Group I-III, high school graduates. This latter cross-sectiomnal

study, using 1973 data, estimates elasticities for relative pay and unem-

ployment of .68 and .70, respectively, for the Army's preferred enlistment }
group. As with all the time-series studies reviewed, statistical signifi-
cance wvas almost alwvays stronger for relative pay than for the unemployment
variable. é

RESULTS OF POOLED TIME-SERIES/CROSS-SECTIONAL ANALYSIS f
A pooled time-series, cross-sectional analysis was conducted by GRC to
attempt to capitalize on the best features of the separaie ar.alyses described
earlier. By combining the time-series and the cross-sectional data, a sig-

nificant increase in observations was obtained. This frequently yielded
sn increase in variability in some of the independent varisbles which may
have been quite "flat" in a time-series or singli cross-sectional set of o
cbservations. In this study, data were obtained on an annual basis for
1970-1974 enlistments, QMAs, civilian pay, youth unemployment, recruiting,
paid advertising and the black proportion of the MA for each of the nine
census regions for Army and Navy enlistees in the preferred quality groups.
The results of these analyses differ strikingly from those discussed
earlier. In no case was a statistically significant relative pay or employ-
ment effect obtained. In the Army analysis only two factors are statistically
significant — regional differences and recruiters per (MA. In other words,

regional variations in either propensity to enlist or in disqualification



rates are much more significant than variation in pay or unemployment rates
in measuring enlistment rates for these quality groups. Estimates of the
recruiter elasticity range from .1 to .? for Meantal Group I-III high school
graduates. Pay elasticities, though never statistically significant, range
from .10 to .18. Unemployment elasticities were usually in the wrong
direction, but not statistically significant.

In the analysis of Navy enlistments, the only ntatistically significant
factor was recruiters per QMA, with elasticities ir. the range of .60 - 1.0
for the preferred enlistment groups. Relative pay and unemployment effects
vere consistently in the wrong direction and not significant. Regional

differences were relatively minor.

SUMMARY OF FINDINGS

o Based on the previous studies reviewed, incrceases in the level of
military pay should cause some positive response in the Army and Navy's
supply of preferred enlistees. This response most probably has an elas-
ticity less than .5. The pooled time-series/cross-sectional model did not
find any statistically supportable relationship between pay and enlistment
rates as defined in this study for either Army or Navy. The appearance
of the recruiter variables in supply models has the effect of significantly
lessening the impact of relative pay measurements from those obtained in
other models which excluded the recruiting and advertising variables. It
seems probable that the pay and recruiting programs are supportive rather
than simply additive; increases in the recruiting program have effects which
are smplified by an improved 11111.:311 compensation systes.

o The increases in recruiter levels and distribution in recent years

appear to have had a significant impact on the level of enlistees. The
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observed measursments do not, however, preclude the possibility of a direct
tracking of the enlistment supply by the services. That is, it remains to
be determined how much this is a reflection of continuing improvemeats in
the geographical assignment of recruiters, or how much of this is due to the
ability of recruiters to foster a more favorable general propensity to eanlist.
o PFew of the studies discussed in this report were able to demonstrate
any statistically significant relationship between unemployment levels and
enlistment rates. The most reliable utila.tu show the higher quality en-
listee groups being responsive to chenges in employment levels; but these
estimates are not always obtained from stable parameters. Since it is
generally assumed that there must be some relationship, it must be concluded
that the specification of the unemployment variables has been inadequate.
Several difficulties with measuring unemployment effects have been discussed
by the various authors. A basic problem is simply that observed unemployment
rates may be poor estimators of an individual's perceived attractiveness of
his short-term, future, civilian employment opportunities. A second problea
arises in measuring the effects of unemployment on volunteer enlistment
rates vhen there is a sizeable variation in accession levels over time.
High levels of public sector employment are bound to affect employment con-
ditions in the private sector. This was particularly true during the Vietnam
era. Tracking the effects of unemployment on volunteer enlistments during
this period can lead to spurious results; it is better to obtain measure-
ments of unemployment effects during periods of stable accesrion rates with
varying unesployment rates. The 1972-76 time period is probably best for
this kind of measurement since accession levels were moving into a steady-

state period and unemployment wvas rising with the onset of the economic




recession. Possibly studies that incorporate more recent enlistment data
will provide more reliable results.

e Sociodemographic characteristics of potential enlistees are sig-
nificant determinants of enlistment levels and response to economic and
policy variables for the Army and Navy. Econometric models used in fore-
casting supply levels should disaggregate the supply by (at least) the
racial and educational characteristics of the population.

® A pooled time-series, cross-sectional model can be useful in pro-
viding estimates of supply parameters across census regions. The analyses
of Army accessions show clearly that regional differences in accession
levels are more clearly defined and persistent than the policy variables
included in the snalysis.

o These regional variations can represent several factors affecting
the supply eulistees, including differences in higher education enrollment
rates (vhich to some extent may also reflect differences in racial distri-
butions, as evidenced by the fact the pooled time-series, cross-sectional
analysis found the black percentage of the QMA a significant variable only
when basic regional variations were not included explicitly as independent

variables).

RELEVANCE OF FINDINGS TO CURRENT POLICY-MAKING ENVIROMMENT

The early econometric analyses of accessions were motivated by the
need to assess the feasibility of maintaining an all-volunteer force.
Primary attention was given to the question of the effects of military
compensation and civilian employment levels on accessions and the esti-

mation of the proportion of recent enlistees who had been draft-motivated.
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These feasibility studies gave little attention to questions of the quality
of the enlistees and seldom attempted to separate supply effects for the
individual services. -'rbcy did, in general, demonstrate that the all-
volunteer force was at least numerically feasible and that achieving a
more attractive balance between ={litary and civilian compensation could
significantly enhance the likelihood of success of :a all-volunteer force.

Cenerally speaking, the all-volunteer force has now been achieved
with increasingly favorable distributions of enlistees by education and
mental quality. Since it has been clearly shown that enlistments necessary
to sustain a force of the current size can be achieved, current attention
is focused more on raising the overall quality of ;ccouiom and on deter-
mining the most nearly optimal way of obtaining the desired higher quality
enlistees. Recent studies (e.g., Refs 7 and 8) have demonstrated that even
with an assumption of a large relative pay elzsticity, the cost-effectiveness
of a military pay increase as a tool for increasing accessions is very un-
favorable vhen compared to alternative ways of obtaining enlistees such as
paying quality snd/or skill specific enlistment bonuses or increasing
resource allocations to the recruiting and advertising programs. These
recent studies have clearly shown the attractiveness of selective adjust-
ments in military compensation when compared to the very costly across-the-
board increase. Table Sl compares the cost-effectiveness of several programs
for incressing high school graduate, Mental Group I-III enlistments based om
results in Refs & and 8;

The asjor reason for the impracticality of increasing basic pay to
attract msore volunteers is the compensation policies that are currently

in effect. The very; large marginal cost for basic pay is in large part

S

[




Table S1
MARGINAL COST PER ENLISTMENT
MENTAL GROUP I-III, HIGH SCHOOL GRADUATE

Program Cost of One Additional Eniistee
Army Navy
Increase velative pay
(slascieiy = g s $104,700 &’ $146,600Y
‘Increase recruiters 4,000 2,300
Increase paid advertising 7,000 5,200

Offer $1,500 combat arms bonus
for four-year enlistment 3 3,900 ——

2/ prssumes the increase is in enlisted pay only.

8 reflection of the need to inflate the entire pay structure to maintain
the integrity of the compensation system. Thus, if a pay raise were given
to nev entrants, all remaining enlisted members would be entitled to a
similar percentage increase if differential salaries among pay grades were
to be preserved.

Because the pay elasticities differ for each service, a free market
approach to compensation wculd yield radically different pay scales. Under
this approach, basic pay would be adjusted to bring supply and demand for
new accessions into rough balance for all services. Obviously this repre-
sents a lignific;ﬁc change in military compensation policy by DOD and we
are not suggesting that such a practice be adopted. We raise the point
only to demonstrate that manpower policies that are optimal in an economic

sense are often unacceptable by other criteria — social equity being one.

10 . g
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Whatever the time frame considered, the effect of variations in the
unemployment rate continues to be an important izsue and investigations
to refine estimates of the relationship between unemployment rates and

enlistments are clearly indicated. Recent investigations 7,9

are
shedding new light on this relationship and have produced results which
have been more statistically significant than the results of analyses re-

viewved in this study. These recent studies also show more clearly the

" substitution of higher quality enlistees for lower quality in the presence

of high unemployment rates.

Inasmuch as the size of ths QMA will be daclh?ing in future years, a
significant decline in the mqloy.unt rate comﬁd generate a serious
shortfall of high quality enlistees in those services with the least basic

attractiveness to the preferred quality group.

RECOMMENDATIONS FOR FUTURE ANALYSIS
Continuing studies of enlistment levels in the Armed Forces should
concentrate on the issues which curreantly occupy the attentions of policy
makers and program planners. Such studies should concentrate ou the
following:
o Understanding more thoroughly the effects of changes in unem-
‘ployunt rates on enlistment levels of the various quality groups.
e Projecting future enlistment levels with primary aitcation given
to current policy optioms.
e Evaluating the extent to which the significant effects of re-
cruiting on accessions are simply reflections of improved

positioning of recruiting resources by the services. This

can probably not be done using the methodologies which are

11 . :
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the subject of this study. It will recuire a more micro-
analytic cross-sectional study of the kind used to assess
the effectiveness of paid advertising campaigns. It may,
in fact, require planned experimental variation in regional
recruiter assignments rather than simply an analysis of
available historical data.

Refining the QMA and other key policy variables by explicitly
considering race, education and mental quality.

Determining the effect renewed emphasis on recruiting for
the Reserves is going to have on activc duty accessions.
Given the appropriate data, this issue could be studied

using many of the basic techniques discussed in this study.

Maki~s a more detailed assessment of inter-servicé competition
for quality enlistees.

Continuing to compare, in a2 more nearly uniform way, the
cost-effectiveness of enlistment policy options.

Continuing to recognize that responsiveness to economic as
well as policy variables differs widely among various quality
and socioeconomic subgroups of the total potential supply of

enlistees.

12
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Chapter I
INTRODUCTION
by
Dorothy Amey

The several econometric analyses of the supply of volunteer enlistments
to the Armed Forces which have surfaced over the past eight years have
reported a broad range of estimates for supply parameters. Most notable,
the estimates of military and civilian pay, and unemployment =2lasticities
have been as diverse as the methodologies employed by the different studies.
Consaquently, the decision maker analyst has been presented with a confusing
choice of options in deciding the best model specification to use for policy
making. The main accomplishment of this study has been to review, explain
and reconcile in many ways the breadth of findings resulting from the major
studies or enlistment supply that were performed in recent years.

This report consists of an extensive review of most of the published
studies on enlistment supply. A brief description of the types of econo-
metric models and methods employed to estimate supply parameters is pre-
sented in Chapter II. The basic assumptions that are made in studies on
the supply of enlistees to the services are explained and examined ia Chap-
ter II. In Chapter ITY, the different analyses reviewed are listed and
presented with the major findings from each. Some comparisons of variable
specifications, model structure and functional form, and methodology are
made in Chapter III. 1o addition, the detailing of the differences found
among the findings of these studies is set forth in Chapter III, thereby
providing the reader with the major discrepancies which have so concerned

decision makers.
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In an effort to reccncile all of the major differences among the
findings of the studies reviewed, a reworking of the analyses performed
by Fisher and Klotz is reported in Appendix C. The findings from these
analyses based on a uniform data base are compared with the results of
other studies which are reviewed but not duplicated here.

Perhaps the most disputed difference in the methodology of the vari-
ous econometric analyses of enlistment supply has been the choice of time
series models versus cross sectional models. In Chapter IV, results of an
analysis of the supply of volunteer enlistments using a pooled time series
cross sectional model are reported. The analysis was made in an effort to
determine measurements of variable impact which might bridge the gap be-
tween disputed findings of studies which differed mainly in the structural
form of the model.

Interpretations of the findings of this study and the conclusions made
from our survey of econometric analyses of enlistment supply are included

in the chapters and in the summary of this report.
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Chapter II
REVIEW OF LITERATURE: SOME METHODOLOGICAL ISSUES
by
Alan Fechter

Many of the enlistment supply studies reviewed here were generated as
part of the two major governmental studies of the feasibility of moving to an
all-volunteer armed force.1 These supply studies concencrated their efforts
on the derivation of estimates of two important factors required to calculate
the incremental cost to the government of moving tc an all-volunteer military;
the supply of enlistments in the absence of a draft and the responsiveness
of enlistments to changes in military pay.2 The move to an all-volunteer
armed force in Januarv 1973 has made moot the issue of draft-motivated
enlistments. In response to new policy issues, more recent studies, using
estirmates of voluntary enlistments, have concentrated their attenticn on
deriving estimates of the impact of other enlistment determinanvs, such as
recruiting effort and advertising, and on the socio-demogravhic distribution

of enlistments.3

THE THEORY OF ENLISTMENT SUPPLY

The studies of enlistment supply arc based on an economic theory of
occupational choice in which individuals are assumed to pick their occupa-
tions so as to maximize their utility. subject to the censtraint that they
can only engage in one occupation at a time and that they can only devote
some fraction of their time to working in that occupation. One of the
earliest erxpositions of this theory applied to enlistment behavior is the

. 4 . , , .
work of Fisher. Since most of the literature reviewed is based more or
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less on a model like the one developed by Fisher, general aspects of his
mnrdel are summarized below.

Fisher assumes that a potential enlistce is faced with two options:
to enlist or not to enlist. He defines the returns associated with these two
options as follows: Let VM be the present value of the pecuniary and

nonpecuniary returns to enlisting; let V., be the present value of the

C
pecuniary and nonpecuniary returns to nct enlisting. V., and V. can be
< M C
written as follows:
n W
Mt
= 2 ":
el (1L + 1)
n W
Ct
Vo L "
t=1 (L + 1)
where W is the expeccted pecrniary and nonpecuniary returnto enlisting
for any given yea- t, th is the expected pecuniary and nompecuniary return

to not enlisting in any given year t, and i is the subjective rate of discount.

He further refines his dzfinition of V., to account for the finite duration

M

of the first enlistment decision, m.

m W n W

VN - 2: Mt — m 2: MCt -
+

ey 3 FD eemty (L)
where wMCt is the expected post-military returns in year t to an enlistee
after completing his first term of enlistment. He assumes that wMC is roughly
equal to WC based on a comparison of earnings of veterans and nonveterans

made by Gilman.5 This allows him to conclude that the relevant cowmparison

for potential enlistees is between
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He further assumes that the time profiles of these two streams of return
are roughly similar. This allows him to ignore discounting and to conclude

that the appropriate ccuparison for potential enlistees is between

m m 6
L Wy =W and D W, =W, .
t=1 t=1

Given Fisher's assumptions, a potential enlistee will prefer enlisting over

not enlisting ii WM > wc .

In order to drive empirically testable implications from this model,
Fisher shifts nis attention to the pecuniaryreturus to enlisting and not
enlisting, wMP and NCP' He introduces a variable d, which represents the
net nonpecuniary disadvantage to enlisting. Thus, if ¥BE’> WCP (1) a
potential enlistee will prefer to enlist. He assumes that the distribution

of d among potential enlistees is lognormal and that it is stable cver time.

This allows him to derive an enlistment functicn of the following form:

(1) %sf(lnw In W

MP’® CP)

He further assumes that equation (1) is linear and that the enlistment
respcnse to a one percent change in wWP is equal in magnitude, but opposite
4

\A

in sign compared to the enlistment response to a one percent change in Wope

This allows him to derive the following explicit enlistment equation:

P \ W

£ Wyp Yip
(2) T =f£(ln = a"+B In;— +e¢
‘cP cp
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Fisher further assumes that W is full-tirnc earnings aand makes the
(& ]

cp
following modification for uncmplovment. He adjusts ch for unemployment
using the following identity:
= \j
(3 Weps = PNp + P Nepy
where W is full-time earnings, adjusted for the probabdility of not

cp*

being employed, Po is the probability of being employed, Py is the proba-

bility of not being employed, and W

CFU is the earnings received while

unenmploved.

If W = 0, then W

CPU And equation (2) can be rewritten:

cps = Pelcp

W
E » - :ﬂ,
(4) =S =a"+8 in + e
P 1 e

Equation (4) describes the enlistment function in a no-draft environ-
ment. T¢ account for the presence of the draft, Fisher mcdifies his

definition of the pecuniaryrerurns to not enlisting as follows:

(5) WwW.,.= p. ¥

N
cP cpx T Pg Yip

wvhere wC“' is the expected pecuniary return to not enlisting, P. is the

probability of remaining a civilian, and Py is the probability of not

o=y oo F1: 8 . 5 : » .
renaining a civilian. From equation (3) (assuming W is zero) and

CPU
equation (5), equation (2) can be rewritten to account for uneapleyment

and the draft as follows:

w\
(6) %=m’+£§'!n<,,’:p + €




R

Further manipulation of (6) produccs:9

W
) Eeo 42 (1n p.+1lnp + 1n ) R
P c c HMP

Fisher further assumes the following:

62
(8) P. = 61 (1-A/P)

Y2
9 p, =Y, 1-01)

where A/P is the observed military accession rate, deiined to include
enlistments and inductions, and U is the observed unemplovment rate.

This allows him to rewrite (7) as follows:

E wC P
(10) p=a ¢t Sl ln=— + 6, 1n (1 -V) + 63 1n (l -

-1

hkﬁ’

)+e

vhere:
a =oa + 61 +Y,

£

w w
n "

2617y
8] 9,

w
w
"

The relative pay elasticity, np, can be estimated frrm equation (10):

>
"
R o)
L ]
i~

The elasticity of expectatinns with respect to changes in protabilities
of teing employed (YZ) and remaining a civilian ({,) can also be computed

from equation (10):
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The effect on enlistments of eliminating the draft can bte derived from

8
3 10

ﬁ .

Practically all enlistment studies have included as arguments of the
enlistment function variables indexing military and civilian pay, employment
conditions in civilian labor markets, and the likelihood of being draftad.
Moreover, many of these studies have also included arguments that index factors
affecting (1 + d). Recall that Fisher assumed d was stable over time. Thus,
the general enlistment function estimated by econometric models can be described

as:

(11) E =e(M, C, U, D, P, X)

where:
E = enlistments

M

first term military pay

C = alternative first-term civilian pay
U = unemployment rates

D = draft probability

P = population of eligible enlistees

X = other enlistment determinants.

The testable hypotheses arc:

SE E
> O ip > O
o€ sE

GC < O’ GP > 0
¢E €E >
T O 5x < 0O
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SPECIFICATION OF AN ESTIMATING LEQUATION

A number of decisions must be made in moving from (11) to an estimating
equation. First, an explicit functional form must be chosen; then meticds for
estimation of the variables must be decided on; finally, an appropriate

estimation technique must be cnployed.

Choosing a Functional Form

The theory of enlistment supply developed by Fisher suggests that the
enlistment have a nonlinear form. Fisher selects a semilogarithmic function

v

based on an assumed lognormal distribution of hCP and (1 + d). Other studies

have not constrained themselves to this particular functional form. By selecting

alternative functional forms, these studies imply alternative, but unspecified,

assumptions about these distributions.

Specifying the Dependent Variable

Most other studies, following Fisher's lead, assume that the enlistment

function is homogeneous of degree one in P and use an enlistment rate as their

dependent variable.

Specifying the Effect of Pay

Fisher assumes that equiproportionate changes in M and C will generate
equal, but opposite in sign, responses in enlistments. This allows him to
specify his enlistment function in terms of the ratio, M/C. This particular
specification of enlistment behavior was convenient for many of the studies
reviewed here because they lacked sufficient variation in M to derive a
statistically reliable estimate of the enlistment response to changes in M.
The problem was particularly acute in the cross section studies, in which

M was assumed to be a constant that was independent of region. The relative
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pay epecification was also convenient to the carly time series studices because
of the limited amount of variatien in military pay observed during the period
of their anulyses.ll This data limitation necessitated reliance on the
variation irn C for estinating the cffect of military pay oun enlistuents.
However, there are reascns for questicning the validity of this assumption.

Fechter argues that the pecuniary return to nct cnlisting is not fully
captured by C. He suggests that the expected pecuniary return to rvemaining
in school is a particu.iarly relevant return to not enlisting and that failure
to account for it could conceivably bias estimctes of military pay elasticity
derived only from variations in C.12

These argunments can ba used to defend an alternative specification
of the effect on enlistments of M and C that does not rest on the assumption
of symmetri:zal enlistment response to equiproportionate changes in M and C.
An alternative specification would describe the enlistment function in terms
of the levels of both M and C. Two studies, thuse of Fechter and %“ithers,
experiment with enlistment functions specificd in terms of absolute pay.

An additional zrgument in opposition to the assumption can be based
on an assunmption that nonpecuniary factors, such as working conditions, are
superior goods.13 The military can be characterized as comparatively risky
and regimented. There is evidence that, on the average, workers want to be
compensated for such risks as the likelihood of injury or death.la On this
account alone, the expected ncnpecuniary return to enlisting might be lower
than the expected nonpecuniary return to not enlisting. Thus, if non-
pecuniary returns are assumed to be superior goeds and if the military can
be characterized as oifering relatively small anocunts of nonpecuniary returns,

one could expect enlistment rates to decline with equiproportionate changes
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in M and C even when C is corrcctly specified. This would imply that the
enlistment response to changes in C would be greater in absolute terms cthan

the enlistment response to equiproportionate changes in M.

METHODS OF ESTIMATING VARIABLES

The studies of enlistment supply differ most dramatically in their
methods of estimating the arguments of equation (11). Since these dif-
ferences could be a major reason for variations in findings ;ummarized
above, they are discussed in some detail.

Enlistments

Enlistments were assumed to be demand determined during the period of
the draft. 1In general, most of the .studies followed Fisher in assuming that
enlistments from the lowest two of the five mental categories, category 4
and category 5, were demand determined.15 Some studics limited their
estimate of enlistments tv mental categories 1-3;16 others uscd enlistments
classified by mental category and level of school corpleted (high school
graduate vs. non high school graduate);l7 still others used all enlistces
and controlled for quotas by including a screcning variable in their enlict-
ment function.18

Eligible Population

The population of eligibles (®) can, in principle, be identified as the
product of the total population (TP) and the fraction of the total population
who are able to mcet the mental and physical standards for enlistment (q).
The time series studies, following Fisher, assunc a stablc q and estimate P
from the civilian noninstitutional male population age 17-20. (A notable
exception is the time series study by Kim, et al., in which P is estimated
as the number of Selective Service registrants between the ages of 19 and
26 who arc classificd as 1-A.) The crouss section studies gencrally adjust

their estimates of TP by an cstimate of q derived from the results
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of preinduction examinations or examinations of enlistment applicants. A
problem with this procedure is that potential inductees or cnlistment
applicants are not a represcentative sample of TP because they exclude those
who have becn prescreencd before their exams and those who are able to ob-
tain deferments. One cross scction study, by Altman, further restricts its

estimate of P to full-time members of the civi)ian labor [orce.

Time Horizons, Discounr Rates, and Expectations Functions for Pay Varfables

Estimates of M and C require assuapuions about the time horizon of the
potential enlistee. All studies follow Fisher in assuming that the tire
horizon is the term of the initial enlistment contract. With the exception
of Cook, who uses a 4 vear time horizon, the studies uniformly assume a
3 year time horizon. Recall that Fisher is able to limit the time horizon
to this perici by assuming that the present value of post-military returns
to enlisting is equal to the present value of post-military returns to not
enlisting.

His evidence in support of this assumption is an unpublished study by
Gilman which compares earnings of veterans and nonveterans. This comparison
was made for comperable males standardized by agze and education. It is poss-
ible that there are systematic differences between enlistces and nonenlistees
in the amount of school they complcte. Some nonenlistees may choose not

to enlist in order to remain in school because of the perceived higher
present value of post-school returns relative to the valuc of comparable
returns to enlisting. Other noncnlistees may remain in school as a means
of avoiding the draft. bBoth sets of behavior on the part of noncn-
listees would be consistent with a higher amount of school completed by

nonenlistees -- and a resultant greater post-military return to not enlisting.
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Offsetting this tendency however, many enlistecs take advantage of the pro-
visicns of the G.I. Bill and return to school upon completion of their
military service.

It 1s not clear, a priori, which of these tendencies would be dominant;
however, both tendencies operate on Fisher's assumption of equality in post-
military returns. Therefore, factors affecting these tendencies ought to be
considered in evaluating this formulation of M and C. In particular,
policy changes with respect to the G.I. Bill and evidence related to the
returns to additional schooling would be relevant, particularly to the time-
series studies.

An additional factor to consider in estimating M and C is the appro-
priate discount rate to use. Studies have varied in their choice of discount
rates to apply to first term pay. Some studies hava eschewed discount rates
for siaple averages;19 others have used rates of 20 and 30 per cenC.Zo A
final factor relevant to estimation of both M and C is the nature of the
expectations function used to form the variables. Most studies-particularly
the cross-section studies-use a static formulation in which expected future
values of M and C are based solely on the current value. Some of the time-
series studies use linear interpolation of annual values of M and C to derive
quarterly values.21 Still other time-series studies utilize a more dynamic
procedure in which current trends are extrapolated to produce estimates of M

and C beyond the initial year of enlistment.22

Military Pay

Methods of estimating M have differed mainly in the coomponents of pay
included. A unique feature of military pay is the subitantial amount of

pay that is provided in-kind in the form of quarters, subsistance, and
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medical services. Roughly half of military pay was providcd in the form of .
these in-kind benefits in the early 1960's. This fraction has fallen as

a result of the pay increases instituted to move to an all-volunteer force;
but it is still considerably larger than it is in the civilian sector.
Studies have varied considerably in their assessment of these in-kind benefits,
Most studies have valved these benefits according to the allowances awarded
for them by the military for enlistces who must purchase thiem on the open
market.23 Other studies, notably the Cook study, completely excluded

them from their estimates of M.z4 The cross-section studies form a unique
sub-set by assuming that their estimates of M, however defined, are constant
over regions. This means their estimates of military pay elasticity nust

be derived from variations in estimates of C. The analytic problems and

potential biases associated with the method of estimation are discussed

below.

Fstimating Civilian Pay: The Risk of Unemployment

Estimaticn of C involves a slightly different set of analytic issues.
First, while enlisting assures employment in the military, not enlisting
i-vcives the risk of erduring some periods of unemployment. One must there-
fore determine a method for accounting for the effects of these periods of
unemployment on C. Recall that Fisher discounted an estimate of full-time
earnings by the complement of the unemployment rate (1-U) to account f»Hr
unermployment. An alternative method, used by Hause, adjusts full-time
earnings according to the duration of unemployment (DL').25

These methods of accounting for unemployment assume that the risk of

unemployment opcrates on enlistments primarily through its effects ou C.

Under these conditions, C can be measured as the product of full-time earnings,



C*, and the dvration of cmployment, proxied by (1-U) or (1-DU). Somc have
argued that the risk of unemployment also operates on enlistments through it:
effects on d. Assuming risk~aversion on the part of potential enlistues,
variations in the risk of unemployment can be expected to be inversely
related to d; i.e., the higher the risk of uncmployment, the smaller the

net nonpecuniary disadventage to enlisting. Under these conditions, the
enlistment response to changes in the risk of unemployment that are equivalent
to a given change in C will be greater than the enlistment response to an
equivalent change in C*,

The argument that the risk of unemployment is a determinant of the net
nonpecuniary disadvantage to enlisting can be used to justify specifying an
enlistment function in which C* and (1-U) are included as separatec arguments.
Recall that Fisher's estimating equation is so specified--only Fisher's
justificaticn is based on differences between measured and expected values
of his variable, Pe: which he proxies by (1-U). Both assumptions, risk
aversion »nd differences in expectations, lead to formulation of an enlistment
function like (11) in which U appears as an explicit argument. However,

the risk aversion assumption leads to an expectation that:

6E &
6 (1-U) 8C*

Most enlistment studies include U or 1-U as an explicit independent argument
in their enlistment functions. Most studies use global unemployment rates
for teenagers to index U; some stulies have used unemployment rates of youth

whose major activity was other than school.26
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Civilian Pay: Full-Time Earnings

{ost studies have followed Fisher in estimating C* from the incemes
of age-specific year round full-time workers. Some studics base their estimates
on C* on manufacturing payroll datu. Some use manufacturing payrolls bench-
marked to age-specific statistics. A1l estimates are biased in that thcy
include the earnings experience of jotential enlistces in mental category
5 and in other excluded mental categories. Consequently, the estimated en-
listment response to a given change in measured C* may be a biased estimate
of the enlistment response to a given change in the mental-group-specific C%,
In addition, the studies which base their estimate of C* on manufacturing pay-
rolls are further biasz2d by their exclusion of potential enlistces in noa-
manufacturing industries. These biases may be important in evaluating the
validity of estimates of nilitary pay elasticitices gencrated from variations
in civilian earnings only. They will be particularly relevant for the cross
section studies; they will also be important in both time series and cross
section to understanding differences in pay elasticities gencrated for
different enlistment groups from estimates of relative military pay (M/C¥%).

Draft Probability

There are a number of methodological issues associated with estinmating
this probability. First, the rules by which Selective Service is administered
would lead one to expect little or no regional variation in D. Thus, some
cross section studies were constrained to estimates of the enlistment
effect of the draft that are derived from survey data. Enlistees who in-
dicated on the survey that they would not have enlisted in the absence of
the draft are considered '"draft-motivated" enlistces. These draft-mocivated
enlistees, expressed as a proportion of all cnlistees, can be considered an

estimate of the enlistment elasticity with respect to D; i.e., the proportional
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change in enlistments that can be expected from a 100 per cent decline in
draft probability. These studies relied on a 1964 survey of first-term
enlistee for their estimates of draft-motivated enlistments. Thus, their
findings reflect the factors affecting D that were prevalent during the
1961-64 period. Estimates of the enlistment elasticity with respect to
D derived from surveys taken at other periods might differ from those used
in these cross-section studies. A fortiori, estimates gencrated frem time-
series analyses based on observed variations in indexes of D can also be
expected to differ from those generated from the 1964 survey.

The time ser.es studies relied mainly on an induction rate as an index
of draft-probability. As noted earlier, some of the time series studies,
in order to minimize the possibility of simultaneous equations bias, used
an overall accession rate as their index of D, While these rates are
undoubtedly important elements in an index of D, they are not necessarily
the only elements. The effect of a given draft-probability on the enlistment
behavior of a potential draft-motivated enlistee will depend on the options
he has available to avoid the draft. Historically, these options included
staying in school, getting married and having children, and, for a brief
period, just getting married. Considering draft-avoidance as an cption
to enlisting can result in a more complex formulation of D. In principle,
the effect of any draft-avoidance option may depend on the level of D; i.e.,
the effort one makes to take advantage of these options may depend on the
perceived likelihood of being drafted. Moreover, the effect may differ between
peacetime and wartime environments. This would suggest some sort of inter-
active model of D. Some studies have tried to include draft-avoidance options
in their analysis in relatively simple way327; most time-series studies do not

address the issue.
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Other Enlistment Determinants

A number of studies have assumed that d varies with race, region, risk
of injury, level of school completed, public opinion, or resources devoted
to advertising and recruiting. Cross section studies focussed on race, region
and recruiting;28 time series studies examined the effects of risk, public
opinion, and level of school completed.29 The race effect was estimated by
including an estimate of the racial composition of a region as an additional
argument in the enlistment function. The regional effect was estimated by
Gray as a South-nonSouth effect. He used a dummy variable to indicate Southern
states. The recruiting effect was estimated through a recruiter variable, the
ratio of recruiters to P, the number of qualified military available. The
effect of risk was estimated through dummy variables indexing the Berlin crisis,
the Cuban missile crisis and the involvement of U.S. forces in Viet Nam. Viet

Nam involvement was also proxied by the total number of U.S. military casualties

in Southeast Asia.

Seasonality in Enlistments. Time series enlistments display strong

seasonal patterns reflecting two kinds of seasonal events; 1) the surge in
enlistments in June, when most enlistment eligibles complete school, and
2) the seasonal dip in enlistments in December, when the Armed Forces Ernlist- -
ment and Examination Stations (AFEES) are closed fo:- the Christmas and Ne&
Years holidays, followed by a éurge in January, when the AFEES catches up
on the backlog created by the December holidays.

With one notable cxception, the Klotz study, all the tinme series
studies control for this seasonal pattern in enlistments by including
seasornal dummy variables. As we shall see, the method of dealing w'th

secasonality has a strong effect on estimates of several key parameters,
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the estimated coc[ficicnt.or U and the estimated cocfficicat of D. More-
over, the scnsitivity of these paramcters also affects the estimates of
the voluntary enlistment supply glasticity of M and C.

The rcason for this sensitivity lics in the strong seasonal components
found in the series used to'escimate U and D. This seasonality makes them
highly collinear with the scasonal dummies included to control for the
seasonal effects on enlistments described above. Including the
scasonal dummies assumes that there is enough independent nonsecasonal
variations in them. Excluding the scasonal dummies results in attribution
of the catire seasonal effect on enlistments to these seasonally sensitive
variables. One could speculate that_including the seascnal duzaies should
produce a lower-bound estimate of the effects of D and U, whercas excluding

the seasonal dummies should produce an upper-bound estimate of tneir effects.

SIMULTANEOUS ZGUATLONS BIAS

The issue of potential sizmultaneous equations bias arises from the
possibility that some of the variables on the right hand side of (11) may
be affected by enlistments, in which casc ordinary least squares techniques
of estimating the parameters (11) may be biased. The possibility of such
bias is strongest in the case of the variables C, U, and D.

The potentiality of an erlistment effect on C and U arises from the
role of énlistmcnts as a shift variable in the civilian labor supply
function of potential enlisteces. Other things equal, this supply can be
cxpected to be inversely related to the number of enlistments; i.c., an
increase ‘n enlistments is expected to shift the civilian labor supply
schedule to the left. This shift is expected to reduce uncmployment rates
and, under the appropriate demand conditions, to increase C. Given the

first-order partials hypothesized for (11), the result of this reverse
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causality would be to bias ;he estimated effect of U and C toward zero. The
bias could be expected to be more pronounced for the variable U because of
short-run wage rigidities and fairly elastic long-run demand functioas for
potential enlistees in the civilian sector. Some of the time-series studies
(notably, Fisher, Klotz, and Kim, et al.) have attempted to minimize the
potential simultaneous equations bias t7 lagging their estimates of C, U, and
M nne quarter. Otherwise, the studies have not attempted to deal with the
problem of simultaneous equation bias in C and U. From the evidence, ve shall
see that such neglect i{s probably justifiable in the case of C, but is riskier

in the case of U.

The issue of simultaneous determination of E and D would arise from an
assumed fixed demand for military accessions. GCiven this demand, one would expect
to find an inverse relationship between enlistments and inductions, i.e., givgn
the demand for accessions, higher enlistments are expected to result in a smaller
number of inductions. The result of this reverse causality would be to bias
the estimated impact of inductions on enlistments toward zero. Steady-state
accession demand arises from the need to replace individuals who are expected
to separate fro= service. This steady-state replacenent demand is modified
by an appropriate increment (or decrement) when the desired stock of
military manpover changes. Thus, steady-state acccssions are augmented
for force build-ups and are reduced for force reductions. Replaccment deaand
is determined largely by first-term accessions lagged an appropriate nuzmber
of years. The length of the lag would be the length of obligzted service
of the average first-term accession. Force build-ups and reductions can
be assumed to be cxogenously determined. Thus, the issue of simultaneity
betwcen £ and D does not appear to be ounc that requires special treatment.

Somc studics attempt to minimize the problem by using accessions as an

index of D.Jo
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FCOTNOTES, CILAPTER Il

The first, initiated by President Johnson, was undertaken by the
Departuent of Dcofense in 1964, The second, initiated by I'resident
Nixon, was undertaken by the President's Commission on an All-
Volunteer Armed Force (hereafter referred to as the Gates Cormission)
in 1969. The findings of these analyses are summarized in: US
Congress, Housc Committce on Armed Service, Hearingms, Revicw of the
Administration and Operation of the Sclective Scrvice System (8%9ch
Congress, 2d Session, 1966), pp. 9923-35 (Lereaiter abbreviated
House hearines): US President's Commissicn on an All-Volunteer Armed
Force, The Renort of the President's Cormmission on an All-Volunteer
Armed Force (Washington: US Government Printing Ofiice, 1970),
(hereaster abbreviated Report).

The literature pertaining to these studies includes: A.C. Fisher,
“The Cost of the Draft and the Cost of Eanding the Draft," American
Economic Review, LIX, No. 3 (June 196%), pp. 239-255; S.H. Altman,
“f;tnings, Lnemployment, and the Supply of Enlisted Voluntears,"
Journal of Human Resourses, IV, No. 1 (Winter 1909), pp. 38-59;

B.J. Klotz, "The Cost of Lnding the Jraft: Comment," American
Eccnomic Review, LX, No. 5 (December 1970), pp. $70-979; A.C. Fisher,
""The Cost of Ending the Draft: Reply," loc. cit., pp. 979-°Sl

B.C. Gray, "Supply of First-Term Military Enlistces," Studies Prepared
For the President's Cormission on an All-Volunteer Armod Fercz, Vol, 1
(Washington: US Government Printing Orfice, 1970), (hereaiter
abbreviated Studies); A.E. Fechter, "Impact of Pay and Draft Policy
on Army Enlistment Behavior," loc. cit.; and Armv Enlistments and the
All-Volunteers Force: The Apnlicaticn of an Econometric lodel,
Institute for Dafense Analysis Paper P-845 (Arlington, Va.: Institute
for Defense Analysis, February 1972); A.A. Cook, Jr., "Supply of Air
Force Volunteers," Studies;and "Quality Adjustments and the Lxcess
Supply of Air Force Volunteers," Review of Econcmics and Statistics,
LIV, (May, 1972), No. 2, pp. 166-171; A.A. Cook, Jr., and J.P. White,
"Estimating the Quality of Airman Recruits,”" Studies, K.H. Kim,

S. Farrell, E. Clague, The All-Volunteer Armv: An Analvsis of Demand
and Supply (New York: Praeger Publishers, 1971), pp. 79-120,

Sce, for example, J.T. Bennett, S.E. Haber and P.J. Kinn, "The Supply
of Volunteers to the Armed Forces Revisited," unpub. ms., George
Washington University, School of Engineering and Applied Science
Institute for Management Science and Engineering, March, 1972; D.W.
Grissmer, D.M. Amey, R.L. Arms, D.F. Huck, J.F. Imperial, L.D. Koenig,
W.S. Moore, G.P. Sica, R. Szymanski, An Econometric Analyvsis of
Volunteer Enlistments by Service and Cost Effectiveness Comparison

of Service Incentive Prosrams, General Research Corporation Report
OAD-CR-66, October, 1974. Glenn A. Withers, "International Comparisons
in Hanpower Supply," Unpub. ms., Institure of Advanced Studies,
Australian National University, Decembet. 1975.

Fisher, "The Cost of the Draft...," loc. cit., esp. pp. 240-246.
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10.

11,

12,

13.

Ibid., p. 241.

Ibid.

The lognormal distribution also allows him to define "JCP as median
rather tihan mean ecarnings. Ibid., pp. 243-244.

Fisher further assumes that the draftee and the volunteer receive
the same compensation, w‘u,.
Full details of the derivation arc presented in A.C. Fisher,

The Supply of Enlisted Voluateecrs for Military Service, unpublished
Ph.D. dissertation, Cofumbia University, 1563.

1£ %ls close to zero, in ln(l.-:-) can be approximated by ? Thus,

equation (10) can be written:

W
vy E. 3 -u) -8, A
(10 3 a+311nwm+e21n(1w By 5

since % is the sum of the enlistrment rate, %, and the induction rate,

-lI;, we can rewrite (10) in terms of the induction rate as follows:
8 W 8 8
E a 1 cp 2 3 1
(10") = —— + —=— 1ln == + —— 1n (1-U) = —— —
P 1+ﬁo3 1+33 wm, 1+;$3 l'l'B3 P

8
Thus, 1if % becomes zero, %will fall by an amount equal to l+g

3
times the current level of %

First term military pay, indexed by the basic pay of an E-1, was unchanged
from 1952 to 1965. It rose by zbout ten percent in 1965 and at above five
percent per year in 1966-67. Major pay increascs were not experienced
until 1969, when basic pay was raised by about ten perceat. The most
dramatic pay increase cccured in 1971 vhen basic pay was doubled %o

move to an all-volunteer force. See U.S. Congzress, House Armed Services
Committee, Pay and Allowances of theUniformed Services, (Washington: US$S
Government Printing Office, 1973, pp. 91-93.

Fechter, Army Enlistments ..., pp. 61-62, and Appendix C. The exact
nature of the bias will depend on the first order partial differenti:zl
between Rs and C, holding constant the other independent variables in the
enlistment function.

Richard B. Freeman, The Market for College Trained Manpcwer: A Study
in _the Eccnomics of Career Choice (Caxbridge: Harvard University Press,
1969), pp. 14-15.
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14.

16.

17.
18.
19.
20.
21.
22.
23,

Richard Thaler and Sherwin Rosen, "Estimating che Value of a Life,"
unpub. ms., October, 1973; Robert S. Smith, "Compensating Wage
Differentials and Hazardous Work," Technical Analysis Paper No. 5,
Office of Lvaluation, Office of the Assistant Secretary for Policy
and Research, August, 1973,

Mental categories are percentile distributions based on performance
of enlistment applicants and potential inductees on tests designed

to assess the ability of new recruits to absorb training within a
specified period. The five mental categories used by the military in
classifying potential recruits are

Mental Category Percentile
1. 93-100
2. 66-92
3. 31-65
4, 11-30
5. 0-10

A discussion of the tests used to generate these mental categoriaes can
be found in B, Karpinos, 'Mental Test Failures,"” in S. Tax, ed., The
Draft: A Handbook of Facts and Alteranatives, (Chicago: University of
Chicago Press, 1967), pp. 35. 35-49. Applicants in mental category

S were not qualified for either induction or enlistment. For several
years--between January, 1959 and May, 1963--the Army accepted no
regular enlistments from mental category 4. The other services accepted
applicants from the upper half of mental catezory 4, but only if thev
achieved minimum scores on aptitude test batteries or if they had high
school diplomas. The Army adopted a siailar policy in 1962. A detailed
chronology of mental standards since 1948 can be found in H. Wool, The
Military Specialist: Skilled Manpcwer for the Armed Forcas, (Baltimore:
Johns Hopkins University Prass: 1938), pp. 63-69; See also Hearirnzs
before the House Committee on Avnaed Services, Review ol the adniaistra-

tion and Operation of the Sclective Service Svwstem, Juite, 1906 (Wasaing-

ton: Government Printing Offica, 19€6), pp. 10019-1CC20.

Fisher; op. cit.; Klotz, op. cit.; Kim et 2l., op. cit.; Fechter, op. cit.;
Altman, op. cit.; Gray, op. cit.

Grissmer, et al., op. cit.; Grissaer, op. cit.
Cook, op. cit.

Fisher, op. cit.; Altman, op. cit.; Klotz, cp. cit.; Kim, et al., op. cit.
Fechter, op. cit.; Cook, op. cit.; Gray, op. cit.; Grissmer, op. cit.

Fechter, op. cit.

Cook, op. cit.

Fechter, on. cit.; also includes the tax advantage on these allowances.
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25.

26.
27.
28’

29.

Cook, op. cit.

John C. Hause, "Enlistment Rates for Military Service and Unemployment,"
Journal of Human Resources, VIII, (Winter, 1973), No. 1l; pp. 98-109.

Altman, op. cit.; Gray, op. cit.

Fechter, op. cit.; Cook, op. cit.

Altman, op. cit.; Gray, op. cit.; Bennett, et al., op. cit.; Grissmer,
et al., op. cit.

Fechter, op. cit.; Cook, op. cit.; Withers, op. cit.; Grissmer, op. cit.
Fisher, op. cit.; Klotz, op. cit.; Kim, et al., op. cit.
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Chapter III
REVIEW OF LITERATURE: SUMMARY OF FINDINGS

by
Alan Fechter and Dorothy Amey

The findings of 17 Aacrican enlistument studioel arc summarized in
this chepter. Studies selected for revicw were thuse in which thoere was
somc cconometric modcel either explicitly or implicitly stated from which
the porameters of the variables summarized in (11) were estimated. Table
1 catalogs those studies and provides information about the service for
which the analysis vas performed, thc time peried of the analysis, the
units of observation, and the particular enlistees studied. Four a number
of reasons, it is desirable to stratify the studies into those based on
time serics data and those based on cross section data.

First, the cross seciion studies faced problems in deriving estiaaies
of military pav elasticities because they could not observe variazion in
military pay at a moment in time. They were therefore constrained to deriving
their estimate of military pay elasticity from the enlistnent effect of the
civilian pay variable. To scme extenz, the earlicer time serics analyses
were also so constrained. As noted earlier, derivaticn of =military pay
elasticities from civilian pay parameters creates the possibility of bias
arising from the assumption of symmetric enlistment responsaes to equi-
proportioanate pay changes and {rom potential systenatic measurezent error
in the civilian pay variable. The time serics analyses, on the cther
hand, were able to observe at least socme variability in the military pay
variable. Thus, they were able to basc their estimates on scnc of the

observed variation.

37

hddaaciiih . |



Table 1

SUMMARY OF ENLISIMENT STUDIES

Period of |, Units of ! |
Author ' Service® = Analysis  Observation | Units of Analysis '
Time series
T T '
Fisher ! D 3:57-4:65 | Quarters Enlistees, Mental ;
; Grougs I-IIIP '
Klotz D 3:57-4:65 | Quarters Enlistees, Metnal
i ' ! | Groups I=-ILL
Kia, et al. | D, A 3:57-4:65 Quarters l Enlistees, Mental '
? | Groups I-III
Fechter A ! 1:58-3:68 | Quarters White enlistees in
’ i i ' Mental Groups I-III
Cook Ar 1:59-2:67 | Quarters Enlistees in Mencal |
| | Groups I-1I, Y-III,
| I-IV
Hause D I 1357-4:63 Quarters . Enlistees in Menial
; ! Groups II.
r |
Withers . Dy A 2:66~4:713 Quarters Znliste s, Mental
. ! | Groups I-IV
| Grissmer, A, N, MC, 1:71-12:73 ‘ Months . Voluntary enlistees
| et al. 'ar : ! by Mental Group and |
. ' | level of school !
! ! ! ! completed !
t f
| Grissmer | A N, MC, ' 1:70-12875 | Moaths ! Voluntary enlistees
RF, D } by mental group and |
| level of school
i | completed
Croes Section
| Alcman, 01 D, A | 1963 : Census Ealistees in Mental
) i : tegions Groups I-II, I-III
Kim, et al. D, A | 1963 | Inliscees in Mencal
| i i Groups 1-III
, Gray | D, A, N, | 1964 | State-groups White ealistees fn |
: MC, AF Mantal Groups I-III :
| T 1967 State-groups | Enlistees by level
' ' of school completed !
Bennect, D, A, ¥, 1970 5
‘t uo m. ” )
[ i
i Grissmer, A, M, MC, ' 1972, 1973 | State-groups ' Enlistees by age
' i i (17-18, 19-21)
| | Ealistees by Mental
] Groups (I-II, I-IIX)
: Enlistees by level
' i of school completed
: ‘ ' H  (high school grad.-
d | ! - Black enlisteas by
j ! level of school com-
! ' ’ . pleted
Lockman, et al.; ¥ , 1973 Xavy recrui- All enlisteess, l
[ | ! ; Districes . School-eligible high-
’ j f , school graduates.
Wotes: a. Deall Services; A=Army; ¥sNavy; MCeMarine Corps; AFeAir Porce.
b. See Fechter, op. cit., p. 48, fn 8, for a descripcion of Mental

Groups.
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Second, the cross section and the time series studics differed in
methods uscd to estimate the impact of D on enlistments. Most of the time
series studies derived their estimates from the estimated regression
coefficient of some index (or indexes) of draft probability. (A few even
tried to control for other changes in draft policy, such as shifts in priority
of enlistment). With the advent of the lottery draft, direct estimation
of voluntary enlistments became possible, e¢liminating the nced to cstimate
the impact of D. Thus, the later time scries analyses (notably those of
Grissmer et al. and Grissmer) finesse the problem by estimating voluntary
enlistments from the fraction of total enlistees with low-priority lottery
numbers. As noted in the preceding chapters, most of the early cross section
studies, notably those of Fisher, Kim et al., and Gray, used responses of
first-term enlistees to a survey question about their enlistment motivation
to derive their estimates of voluatary enlistments.z

Third, the time series studies had to come to grips with the problem
of seasonality in the enlistment series and in the series used to estimate
D and U. In contrast, the cross section studias were able to work with
observed variability that was by and large nonseasonal in nature. Thus,
the time series results reflects in cne way or another, depending cn how
seasonality is handled in the study, this seasonal factor, whereas the cross
section results can be considered relatively frce of seasonal influences.

In addition, there is reason to expect the all-service results to differ
from the service-specific results because of what may be called the "interservice™
effect. This effect can be attributed in large part to changes in the return
to enlisting in service i relative to the return to enlisting in the other

services. This variation in relative returns should result in a change in the
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share of total enlistment supply going to service i. The presence of an inter-
service effect implies that total service elasticities should be no larger
than service-specific elasticities and frequeatly, they should be smaller.
Moreover, results can be expected to differ from service to service
according to the amount of excess supply faced by any individual service.
The conventional wisdom of military manpower experts is that the Air Force
and Navy, because of their relatively good conditions of service (and the
relatively high nonpecuniary returns they imply), are most likely to enjoy
circumstances of cxcess supply.
For these reasons, it would also be desirable to analyze the results

by service.

TIME SERIES STUDIES

There are really four distinct sets of data on which time series analysis
were performed; the Fisher, Klotz, and Kim et al. studies were performed
on total enlistment data for the period 1958-1965; the Fechter and the Cook
studies were performed on total enlistment data for the period 1958-1968 and
1959 and 1967, respectively; the Withers study was performed on total enlist-
ment data for the period 1966-1973; and the Grissmer et al. and the Grissmer
study was of voluntary enlistments for cthe periods 1971-1973 and 1970-1975,
respectively and used monthly rather than quarterly data. Moreover, these
monthly studies were able to stratify by level of school completed. The
results are reported for high school graduates in Mental Groups 1-3. In
addition, the Fechter and the Cook studies were of individual services; the
Fisher and Klotz studies were for all services. And Withers and Kim
et al. studied both Arrmy and DOD enlistments. Finally, because of the

peculiar nature of the Air Force enlistment market, Cook had to deal with the
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pussibility of an excess supply of enlistment applicants.

The results of these studics are summarizcd in Table 2. In order to
standavdize for methrdological differences among models, the findings
related to enlistments in Mental Croups 1-3 are reported, a group that
has generally been assumed to be supply-dctermined. Morecover, the summarcy
ia restricted to relative pay models that assume instantancous adjustmen .
Finally, only the results of models in which male civilian populations {(ur
their equivalents) are used to estimate P are discussed. Other findinss
are rcported only when they differ notably from the findings summarized
in Table 2. e

Several general aspects of these findings are notable at the outset.
First, there is a consistent tendency to find a significantly positive
relative pay elasticity, a regative but statistically insignificant employ-
ment rate elasticity, and a significant enlistment elasticity with respect to
draft pressure. Klotz is the only exception to the relative pay and employ-
went rate findings. Withers is the only exception to the draft pressure
finding. Only Fisher and Withers find a pay elasticity consistently less
than onc.3

Third, although generally not statistically significant, the employ-
ment rate elasticities excecd the relative pay elasticities in eight of
the twelve cases displayed in Table 2, and these employment rate elasticities
exceed one in ten of these twelve cases.a The tendency for the employment
rate elasticity to exceed the relative pay elasticity is consistent with the
risk averting behavior on the part of potential enlistees with respect to
employment discussed in the preceeding chapter.s

The statistical insignificance of the coefficient of (1-U) may be the

result of measurement error; i.e., (1-U) may be a very poor proxy for Poe

41



T

SIMMARY OF TIME-SERIES FINDLNGS:

PECUNIALY RETURNS 7O LILIS1iNG (W

able 2

CIASTICITIES WITHl RESPECT TO LXPLCILD

s

OF BEING EMPLOYED (1-0) AND THE PROLASILITY OF
BEING INDUCIED (A/P OR I/P)

/NCP). THD EXPCCTED IROBAZILITY

Elasticitie;
p/Vep (1-0)
Equation Type of ! With No wich | No Proportion
Study estimated |Service?' draft {drafe draf:: draft /Crafi-motivated
Fisher Semi-log D 47 | .62 | -.59b] - 78b 24
Klotz Semi-log D .87b | 1,47b1-2.08 |-3.53 41
Kim, et al. | Semi-log D 1.68 [2.78 (-1.92b-3.18> .38
A 1.946 } 2,40 (-2,88 {-3.56 .20
Fechter Linear A 1.39 |1.74 c ¢ .20
Cook Log-linear | AF 2.23 |2.23 }-1.36b-1.36b n.a.
Withers Linear D .52 .55 c c .05
A .28% | 3P ¢ c .18
Crissmer, Non-lincard! A n.a. .62 | n.a. | 3.67 n.a.
Ll N n.a. .44 | n.a. | n.a. n.a.
MC n.a. +15 | n.a. | 2.09 n.a.
AF n.a. .53 | n.a. | 2.16 n.a.
Crissmer Log-linear | A n.a. [1.33 | n.a. | 1.475.¢ n.a.
N n.a. |1.45 | n.a. | n.a. n.a,
MC n.a. .38 | n.a. c n.a.
AF n.a. .94 | n.,a, | 3.40¢ n.a,.
Sources: risher, "The Cost of the Drafs...," p. 248; Klotz, "The Cost of

Ending the Drafc...,”

op. 972-373; Kia, et al., The All-Volunrear Arav...,

PP. 94-95, 2C0-201; Fechter, Armz Ealiszt-ents..., pp. 93-35, 9i; "I=zact

°t ’.’..o." PP- 2‘. 27. 29' 35' 3’;

Coun,

‘Supply of Air Torce Volunteers...,”

p. 17; Withers, "International Co=parisons...,” p. 12; Grisszer, et al.,

"An Econozetric Analysis...," pp.

Notes: a.
b.

C.
d.

D=all Services (LCD);
Based on a regression
siguificant froa zero
Regression coefficient hid “wrong
Grissaer, et al., "An Econcsetric Analvsis...,” p. 189,
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108, 111, 128, 140, 153, 1l6l.

A*Army; AF=Aflr Force
coefficienc that was not statistically
at the .05 leval.

sizn.
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It secms reasonable to assume that Po which is a long-run concept, would be
better approximated by a function that included lagged values oi (1-U) (such
as a moving average or a distributed lag function).

These general tendencies with respect to sign and significance hide a
considerable amount of variation amcng these studies ip the magnitude of the
relationships. Much of the variation arises from differences in units of

analysis. To standardize for this, comparisons are made of the findings

from the all-service enlistment equations estimated by Fisher, Klotz, Kiwm:
et al., and Withers; then findings from the Army cquations estimated by
Kim et al., Fechter, and Withers are compared. Finally differences betwccen
the all-service and the specific-service enlistment equations are discusscd.
Within the all-service cnlistment equations there were several notable
differences in research methods that could generate differences in findings.
Klotz, f{or example, cxcludes seasonal dummies from this estimating equations
and derives his estimate of draft-zmotivated enlistments from the coefficient
of the induction rate (rather than from the coefficient of the military
accession rete). Kim, et al. use an estimate of P that encompasses a broader
age group, but excludes potential inductees who were found to be ineligible
for induction. Withers uses a different method of estimating pay, includes
variables to account for quality and taste variation, and estimates his
paraneters from a later sample used. Both Fisher and Withers derive éelative
pay elasticitiés that range between 0.47 and 0.62. The effect of Klotz's
modification of Fisher's analysis is susmarized in Table 3. His use of an
induction rate to estimate draft-motivated enlistees raises the pay and the
employment elasticities.6 However, it lowers the estimate of the fraction |

of enlistees who were draft-motivated. The latter finding can be attributed |
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to biases inherent in the alternative specifications of draft pressure. In
Fisher's case, A/P is equal to the sum of E/P and I/P. Thus, regresssing
(1-A/P) on E/P produces a certain amount of spurious built-in negative
correlation that biases I'isher's estimated proportion of draft-motivated
enlistees upward. In Klotz's case, given a level of required accessions, one
would expect to find a negative correlation between E/P and I/P., Thus,
deriving draft-motivated enlistments from I/P could bias Klotz's estimated

proportion of draft-motivated enlistces downward.

Table 3

SUMMARY OF EFFECTS OF KLOTZ MODIFICATIONS

P q
Elasticities
"vp/Vep (1-U)
With No With No Proportion
draft draft draft draft | draft-motivated
Klotz - using I/P .67 .83 -.84  =1,05 .20b
Klotz - excluding seasonal 87 1.47 -2.08 -3.53 .41P

Source: Fisher, loc. cit.; Xlotz, loc. cit,

Notes: a. Estimate based on equation using ln (1-A/P).
b. Estimate based on using as the appropriate argument of the original
enlistment function.

Klotz's exclusion of the seasonal dummies increases all elasticities
and also increases his estimate of draft-motivated enlistments. In additiom,
it makes his pay coefficient statistically insignificant and his unemployment
coefficient statistically significant--exactly the reverse of Fisher's findings

(see Table 2). The effects are most dramatic for the prubability of being
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employed (1-U) and for the induction rate (1-I/F), sugsest.n:; that seasonal
variations in unemployment and induction activity have been importaat
determinants of the seasonal pattern of enlistmeuts and that Fisher's use of
seasonal dumnies tended tc obscure this relationship.

The pay elasticities dcrivad from the Kim, et al. study are considerzbly
larger than those derived by Fisher and Klotz. Ia part, this is the result
of differences between the two studies in their method of estimating the
eligible population. Fisher uses a male civilian population age 17-20,
whereas Kim, et al. use an estimate of qualified and available Selective
Service registrants age 19-26. A comparison of the two estimates shows that
the Kim, et al. estimate is consistently larger than the Fisher estimate and
that the difference increases from slightly under 4 percent in 1958 to
slightly over 40 percent in 1965, averaging around 10 percent.

Since estimates of elasticities zre inversely related to estimates
of E/P in semi~lozarithmic functicns, one would expect part of the difference
between these two studies to reflect the smaller E/P of the Kiz, et al. studr.
Moreover, the secular widening of the differen:{al could have caused differences
in some of the estimated parameters of variables displaying strnngz treads,
such as the relative pay variable. Since the average enlistment rates of
the two studies differ by only ten percent, it is apparent that only a small
fraction of the observed difference in pay elasticities can be attributed to
differences in estimated population. The remainder must be due to factors
that produce differences in estimated parameters of the enlistment function.

Turning to the Arzy studies, we find that the Kim et al. pay elastlici-
ties are roughly 35 percent higher than Fechter's, vhercas the Withers o!:2;-
ticities are 80 percent lower than Fechter's. Again, part of the differcvrce

can be attributed to differences between Kim et al. and the others in =echsds
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of estimating P. The employnicnt rate elasticities of Kim, et al. are
over 150 percent hizher then tiose of Feciiter and Witiiers and are statistically
significant. Ian contrast, their induction rate elasticicies are cxactly
the same as Fechter's, and both clasticitivs are substanzially below those
of all scrvice enlistzent studies. The Fechter and Withers study diiffer from
the Kim, et al., study in their use of the civilian male population, age
17-20, to estizate P. And the Fechter study also diifers from the Kim, et al,
study in its restriction to white enlistecs, and in its coverage of a longer
time period. Both Feciicer and Withers also include addictional independent
variables in their analyses. Reconciliation of these findings can be accomp-
lished by reestinating these Arzy cnlistment equations in a manner that
standardizes for the differences discussed above.

Fechter also experiments with absolute pay models and distributed
lag mcdals and finds that his escimates of pay clasticity are sensitive
to model specificatica. Ia particular, he fiads that military pay elasticities
estimated from absolut2 pay models are higher than military pay elasticities
estimated from equivaleat relative pay models. He also finds that, in the
absolute pay models, tha point estimate of the military pay elasticity exceeds
the point estizate of the civilian pay elasticity in three of the four cases
presented. This finding is inconsisteat with the hypothesis that the net
nonpecuniary returns to enlistinz would result in a decliaing ealistzent
rates vith equiproportionate increased in UMP and a correctly specified
"cr' However, since wCP may not be correctly specified, this finding can
not be considered strong evidence refuting this hypothesis. The distributed
lag model increases Fechter's estinate of the proportion of enlistees who

are draft-motivated.
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The most direct compariscn between DOD enlistments and specific scervice
enlistments can be made by examining the findings of Kim, et al. They £find
that point estimates of the fractivn of NOD enlistzments that are draft-
notivated is almost double that of the Army. This finding is strengthened
when one broidens the comparison to include the less comparable specific-
service study of Fechter and DOD studies of Fisher aad Klotz.

Their finding vith respect to pay elasticity is less clear. The point
estimate of the no-draft DOD pay elasticity exceeds the point estimate of
the no-draft Army pay elasticity by i6 percent, but the point estimate
of the LOD pay elasticity of enlistment in a draft environment is 13 percent
less than the point estimate of the equivalent Army pay elasticity.
Extending the ccmparicon to the less comparzble studies noted earlier, we
find that the specific-service studies of Fechter and Cook produce point
estinates of pay elasticities that exceed those of the DOD studies of
Fisher and Klotz, but fall short of the DOD pay elasticity estimated by
Kim, et al. Recall that a major difference between the Kim, et al. study
and the other studies in their estinmates of P. Also note that the Fechter
and Cook studies extend their samples beyond 1965, whereas the sanples of
the other studies stop with 1965. Finally, consider the fact that both
Fechter and Cook include variables to control for the influence of the
cold wvar, and the hot war in Southeast Asia, and that Coox also includes
variables to control for a pcssible excess supply of enlistment applicants
and for the effects of a chinge in the draft-priority of married men. Thus,
while the comparisons betweer Fechter-Cook and Fisher-Klotz arec standardized
so that there are no differencz2s in their estimates of P, one cannot
standardize then for differences in periods of analysis and model specification

without reestimating the enlist=cnt equationms.
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A hypothesis explaining the observed difference in pay elasticities
is the longer period of analysis in the studies ty Cock and Focheer.
Military pay remained virtually unchanged during the years 1958-1963 and
began to advance rapidly thereafter. Since military pay is not estimated
precisely it is possible that its error ccmpcnent was a larger fraction
of its total variation from 1958-1965 than it was from 1958-1965. Table &
sumnarizies some of the salient aspects of military pay variation for the
two periods discussed above. By any criterion, the studies by Cook and
Fechter had more pay variation to work with than did the earlier studies.
Measurement errors in variables can, under the appropriate circumstances,
bias estimated regression coefficients toward zero. And this bias will
be stronger, the larger is the proportion of the observed variation that
can be attributed to the error component. Thus, it is conceivable that the
observed higher pay elasticities estimated by Cook and Fechter can be
attributed in part to larger awmounts of military pay variation in their data.

Unfortunately, there is no way to test this hypothesis directly. One
must either reestimate the parameters of the Cook and Fechter equations on
a subset of their data or one must reestimate the parameters of the earlier
studies using the more recent data. In addition, comparisions between Kixm
et al., and Fechter and Cook will require further adjust=ents for differerces
in their estimates of P.

The Cook study also departs from earlier studies by accounting for
the possibility of excess supplies of enlistment applicants to the Air
Force. He assumes that recruiters "crecam" enlistment applicants by taking
applicants from the top mental group first, and attempts to control for

this effect by using an estimate of average score on the mental test as
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an additionul indepondent variable in his analysis. Unfortunately, it is
not possiblce to determine whether inclusion of this variable significantly
effects his estizmaic of the military pay elasticity since e does not present

results in which the test score variadle is excluded freo= his analysis.

Table 4

CORMPARISON OF MILITARY PAY VARIATION, 1958-65 AND 1958-68

ol | 1958-65 1956-63 |
Average 4688 4987
Variaace (in thousands) 20 301
Standard deviation 143 548
Coefficient of variation .03 .11
Range 659 1872

Svurce: A. Fechiter. Arav Enlist=ents..., p. 93.

CROSS S:CTION STUDIES

The major cross scction studics are those of Altman, 0i, Kim et ai.,
Cray, Bennett et al., and Crissmer et al. Altmaa, 0i, acd Kim ot i,
each fit enlistz=ent functions to nine regional observations for the yecr
1964. CGray fit ealisiment functions to the sam2 ninc regional observations
and to 34 ‘"state" observations for the same year. Bennet:, et al. and
Crisszer, ct al. arc the first s:tudies to use direct estimazes of voluntary
enlistzmants in their analvsis. Bennett, et al. fit enlistzeat functions to
29-33 state groups using data for the year 1970, Grissmer, et al. f{it enlist-

ment functions to 47 state observations for the years 1972 and 1973.



In addition to being able to fit enlistment functions to voluntary enlist-
ment data, these latter two studiecs also included measures of recruiting
resources spent by the services in cach of these areas. However, offsetting
their strength in the superior cnlistment data they use, they are weak in
the methods used to estimating their pay variables.

Table 5 summarizes the cross section findings. We confine ourselves
to the findings for all services and for the Army since the findings for
the other services were either statistically insignificant or had the wrong
sign., Like the time series studies, the pay elasticities are positive and,
by and large, significant whereas the employment rate clasticitics are gen-
erally positive, but based on coefficients that are not stacistically dif-
ferent from zero. Eighteen of the twenty-two pay coefficients reperted were
significantly positive, whereas only five of the sixtecen employment rate
coefficients are significantly positive. The cross section pay elasticities
are considerably lower than the time series elasticities, exceeding one in only
six of the cases reported. However, as in the time series findings, the
pay elasticity for the Army consistently exceeds the pay elasticity for
all services and the pay elasticities for volunteers exceeds the pay
elasticity for total enlistees. Only Gray reports reasonably consistent
pay elasticities in excess of one. Like the time series findings, the
point estimates of the employment rate coefficient, although generally
not statistically different from zero, usually exceed the point estimates
of the relative pay coefficient, falling short of one in only four of the
cases reported. These employment rate findings are also consistent with
the speculations concerning risk and measurement error discussed above in

the interprectation of time series findings. The lower relative pay coefficients

50



G Guue) ooy Smnf OENY

Tablec 5

SIMLLRY OF CROSS-SECTICN FINDINGS: FLASTICITINT WITH RLSPECT TO
EXPECTED PSCLNIARY REIUTC.S TO CULISTING (Weessi'ep), THL LIPECIED
PROBABILITY OF BEING I'MPLGYED (1-U), AMD Tiii PROPORTICH OF
TOTAL EXLISTILS Lii0 WERE i T-MOTIVALD (DM)

>-

1 _| 3 Elasticitic-s“';
E C wle L aew
| Equacton 'Tvpe of | With 10 ' With  No
Study ! estimated Sorvice? | Jdraft draft  draft drafc M
Altman Log-xxnearf D ! .18 ,80° :-1.5; 22,730 | .39
. LA .S4b 1,100 1 -2,025 -3.23 | .45
Log- D 44 .88b -1.130 -2.08 | .39
complement, X
A 1 .62 1.8  1.35b -2.59b | .45
Kin, et al. Seat-log D .12b .82  n.a.  -2.44b | .39
I A 46 1.19 | n.a.  =2.44b | 45
Gray Linear D .84 1,05 i c c .39
| A lise 1wl c | .45
Bennett, et al. ‘ Leg-linear ad ; .35 .65 ; 720 - 48 n.a.
: A® ; 4575 } 960 -.48 ' n.a.
Crissmer, et al. Log-linear af .20 i -2.30 n.a.
i A .68 -.70b | m.a.

O

¥ ]

Sources: Altaan, “Earnings, Unemployment and the Supply of Volunteers,"
p. 56; Kin, et al., The All Voluntoer Armv..., p. 105; Gray, "Supply of
First-Tera Military Eniistees,’ pp. l5-in; Bennett, et al., "The Supply
of Volunteers to the Armed Forces Revisited,” p. 9; CGrissmer, et al.,

An Econometric Analvsis..., pp. 21=22.

Notes: a. D=all services (DCD); A=aray.

b. Based on a regression coefficient that was nct significantly
different from zero at the .10 level.

c. Not inciuded in this estimating equation.

d. Recruiting ef{fort is iancluded as a rearessor,

e. Recruiting effort is excluded as a regressor.

f. Estimates are for fiscal vear 1972; recruiting effort is
excluded as a regressor.,

g. Estimates are for f{iscal year 1973,

n.a. Not applicadle.
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seem to be the rosult of the tendency in the cross section studies to adjust
P for potential cnlistees who may not )Jc qualificd to enlist.

As in the Lirne secries f;ndings, these general tendencies with respect
to sign and significance hide a considcrable amount of variation among
studies in their findings with respect to magnitude of the relationships.
(e.g., Army vs. DOD) and some of these differences reflect methodological
differences or differences in periods or units of observations among studics.
To standardize for these difference, like services are compared witiiin sim-
ilar time periods. First the findings of the three carly studics (Alcaan,
Kim et al., and Cray) are compared and then the two later studics (Bennett
et al. and Crissmer et al.) are compared.

The findings of the Altman study and the Kim, et al., study diffecr
only because of the difference between them in the assumed explicit functicnal
form of the enlistment function. Gray, however, differs from these studies
in several ways., He estimates a different functional form; he confines
his analysis to white enlistees only; he uses state rather than regional

data; and he estimates W directly rather than estimating separate

CP*

components of W (i.e., and pe). He finds much higher pay elasticities

cp Mee
than the other two early cross section studies. He reports that his findings
are not sensitive to alternative specifications of functional form. This
makes intuitive sense. Unless there is a large variance in the independent
variables, elasticities estimated at mean values will not differ by much
even if one functional form might better describe the entire range of

the function than do the others. Moreover, the relatively small difference
between Altman and Kim, et al., in their findings reinforces the likelihood

that Gray's higher elasticity is not merely a reflection of the functional

form he used.

52



The effect on Gray's findings using state data is summarized in
Table 6. This table also summarizes the combined effect on Gray's findings
of his use of white enlistces only, his inclusion of enroll.d persons in
his estimate of eligible enlistees, and his use of NCP* as his independent
variable. The effects of these methodological differences between Altman
and Gray (other than their choice of units of observation) can be ohserved
by comparing the first two rows of the table. The combined effcct of the
three major differences between these studies i3 to raise the estimated
pay elasticity in three of the five cases presented--and to raise their
elasticities by a substantial amount for the DOD enlistment functions.
The effect of using state data can be determined by comparing the second
and third row of the table. His use of state data substantially increases
his estimated pay elasticities for Army enlistees, but reduces his estimates

for DOD enlistees.

Table 6

COMPARISON OF ALTIAN AND GRAY ESTIMATES OF RELATIVE PAY ELASTICITY
AND COMPARISON OF GRAY ESTIMATES OF RELATIVE PAY ELASTICITILS
DERIVED FROM REGIONAL AND STATE-GROUP DATA

All Services ! Army |

With draf: | No draft | With draft | No draft |

Altman .38 .80 .34 1.10 |
Cray ~ 9 Census regions 91 1,78 .43 1.31 !
Gray - 34 state-groups .84 1.05 1.54 1.77 ?
oL

Source: Table 5 and Gray, Table 4.
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Based on cvidence prescnted above, we would expeoct Gray's inclusion
of school enrollees in his ostimate ol eligibles aud his use of wCP* to
increases his rclative pay clasticity. The inclusion of school enrollees
raises his estimate of P, loverfug his estimate of C/P. If enlistment
elasticities are inversely rclated to L/P, this should raise the pay
elasticity. The use of "CP* should increase the estimated pay celasticities
because the employment rute elasticitwv, althouth statisticallv insignificant,
has been shown to be substantially larger than the elasticity of uur’“cp
in the cross section studies (Table 5).

On a priori grounds, we would not be able to predict the effect of
race on enlistoent elasticities. We would expect enlistment elasticities
for blacks t> be smaller than enlistment elasticities for whites if black
enlistment rates c:ceed white enlistuacnt rates. One aight expect black
enlistment rates to ciiceed vhite enlictment rates because of discrimination
against blacks in civilian labor markets. However, offsetiing this tendency,
one might expect black enlistnent rates to be lower than white enlistment
rates because of higher disqualification rates for ‘tlacks (resulting in
a smaller nucber of eligiblcs..other things equal.)7 There is evidence from
the Crissmer, et al. study that enlistment elasticitics are larger for bla:ks.s
suggesting that the disqualification rate effect overwhelms the discriaination
effect. However, methodological shortcomings in this particular study make
this evidence very weak.

In contrast to the earlier cross section studics, the studies of
Aray enlistments by Bennet, et al. and Grissmer, et al. find substantially
lower pay and unemployment rate elasticities. Major difference betieen

the earlier and later cross section studies include differences in the tize

period of the analysis and the inclusion in the latter studies of variables
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to control for recruiting ctfort. Comparisons of fiundings from the Bennetct,
et al. study (:able 6) suggest that inclusion of the recruiter variable

lowers the estinate pay elusticities slightly. However, their estimates of
pay elasticity from the cquation that excludes the recruiter variable suggests
that the other differences arc also important. To standardize for differences
in estimates of eligibles, co.pare thie Dennett, ot al. findings with those

of Gray. GCray's estimatad pay elasticitics are three times as large as the
elasticities of Lennett, et al, Gray's study is restricted to white enlistees

only and Gray estimates wc In addition, Bennett, et al. use a much cruder

ps’
proxy for wCP’ the year-round, full-time equivalent of average hourly wages
in manufacturing. Gray's restriction of his analysis to white enlistees
only should have resulted in a lower pay elasticity, other things equal,

if one is willing to accept the validity of the findings of Grissmer, et
al. noted carlier. Thus, the lower pay elasticities of Kennett, et al.

are probably attributable to differences in methods of estimatiny KC?'

The lower pay elasticity estimated by Bennett et al. appears to retflect
l?asurcncnt error in their estimate of pr.

Similar conclusions apply to the study of Grissmer, et al., except

that their proxy for W,._ is even cruder than the one used by Bennett, et

cp
al., In brief, they create estinates of wCP by adiusting national benchmarks
of inccaes of 17-21 year olds by the ratio of state-specific to national
vages in nnnufactuting.9 They estimated the national benchmarks on the
basis of incomes of all persons 14-19 and 20-24 rather than on the basis

of incomes of year-round, full-time workers. This biases their estizate

downwvard since many persons in these age groups are voluntarily working

part-time or part-year whifé they attend school.
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In addition, Grissmcr, et al. include variables proxying for the effect
of enrollment in college and the presence of military facilities im their
analysis. They find that both variables have significant effects on
Army enlistments; college enrollment tends to inhibit enlistment and a
military presence tends to encourage enlistments. Both of these variables
can be justificd as appropriate enlistments determinants. The college
enrollment variable reflects an aspect of the return to not enlisting that
is not captured by wCP; the return to investment in higher education.

The military presence variable can be interpreted as reflecting differences
in perceived nonpecuniary returns to enlisting (i.e., taste differences)
arising from exposure to the military environment. Since both are found

by Crissmer, et al. to be statistically significant, they could have
affected the coefficient of the relative pay variable-particularly if

they are statistically related to relative pay.

36



L

3.

7.

FOOTNOTES, CHAPTER IlI

There have been scveral studics of foreign cnlistment behavior which have

been excluded from his review on the grounds that differences across

countrics enlistment --'ndards and practicces would make it Jifficult

to recoucile the findinys of the foreign culistment expericnce with the

findings of the studies of U.S. cnlistment experience. For further 1
information on the forcign enlistment studies, see Withers, "Intcrnational

Comparisons ...," E.S. Lightman, "Cconomics of Supply of Cauada's

Military Manpower," Industrial kelarions, May, 197 , pp. 209-219.

See supra.

Fisher only reports the relative pay elasticity with a draft. 1 derive
the no-draft pay elasticity as follows:

ND B1
" % aayE
P
ND

vhere: np = no-draft enlistment rate elasticity with respect to
] \J v
Fisher's estimate of kcplkm_
To derive the employment rate elasticities from the uncmployment rate
elasticities. the following transformation was used:

E E E
% .aw % . w oLaw % v, e
W0 ©OE P o= AT W "E U
. F P

See supra.

I should ncte that nv estinmates of Klotz's nv-drafe elasticities
differ fren his reported estimates. This is because his cstimaies

are bascd on an estimated 62 percent true volunteer enlistment,
derived from survey daza (Klotz, on. e¢it., p. 972, vhercas =v
estinatcs are based on an estirated 20 and 41 percent true voluntecrs,
derived from the estimated paraczeters of the cquation reperted

by Klotz for the Army and for all services, respectively.

Disqualification ratcs by racc are summarized below for 1972,

Mental &
Mental Only Physical Only Physical Adainistrative Total
Nonblack 4.6 37.5 2.4 1.2 45.7
Black 31.8 12.6 11.8 1.4 62.6

Source: Office of the Surncon Ceneral, Department of The Arny,
"Results of the Examination of Youths for Military Service,
1972"; Suppleaent to Health of the Armv, Scptecber 1973, p. 3.
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CGrissmer, ct al., op. cit,, pp. 85-90. :
Ibid., pp. 184-195. Unfortunately, dctails of how they generated

the income estimate for 17-21 years old and of exactly which manu-
facturing wage statistic was uscd are not presented.
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Chapter IV
RECONCILIATION OF THE FINDINGS OF THE FISHER AND KLOTZ STUDIES
by
Alan Fechter

In this chapter, the Fisher and Klotz studies are reviewed in great
detail. An attempt is made to reconcile the differences among their find-
ings with respect to the impact of military and civilian pay, employment
conditions and the draft, and the results of other studies discussed in the
lZterature review of Chapter III. Among the differences investigated are
differences in functional form, differences in sample period, differences in
units of analysis, and differences in the model and variable specificatioms.

In Chapter III, a wide range in published estimates of the impact of
pay, employment conditions and other variables was reported. The process of
reconciliation of the findings consists of attempts to standardize for the
methodological differences among the studies by means of a uniform data base
compiled for this purpose. First, the original data for each of the studies
are replicated whenever possible. The findings are then benchmarked to the
uniform data base. The uniform data base is then used to investigate the
sensitivity of the findings to a number of methodological differences among

the studies in deriving parameter estimates.
THE FISHER STUDY
The estimating equation from the original Fisher model had the fora:

E ¥ A
(1) 7383 inE; +3, el -1) + 5 n(l -3+

vhere:
E = DOD enlistments, ail races, Meatal Groups 1-3

P = Civilian male population, age 18-19
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"C = Average earnings of civilian male year-round, full-time workers,
age 18—201
H! = Average earnings of first-term enlistcesz

U = Unemployment rate, male civilian labor force, age 18-19

A = Total DOD accenions3

vV = Error cem"

The equation was fit to quarterly data in which the variables HC/HM
and (1-U) were lagged one quarter in order to reduce possible simultaneous
equations bias. Dummy variables were also included to control for seasonal
effects. Fisher reports he fit this equation to guarterly data for the period
starting with the third quarter of calendar year 1957 ( :57) and ending with
the fourth quarter of 1965 (4:65).

In analyzing the Fisher data base, it was discovered that Fisher deflated
his estimate of Wc by the Consumer Price Index (CPI) so that civilian earn-
ings are expressed in real terms. (Details of this analysis are described
in Appendix A.) In contrast, Fisher does not deflate his estimate of H)l by
the CPI; rather, he leaves his cstimate of military pay in current dollars.
There is no published explanation of why he opted for this method of esti-
mating relative military pay. However, Fisher has indicated that he chose
this method of account for income in kind. An alternative procedure would
express both Uc and "H in either real or nominal dollars. Consequently,
his estimating equation wvas fit using alternative estimates of 'JCIHH. More-
over, the size of Fisher's sample was uncertain. While he reports having
fit the equation to a sample beginning in 3:57, experiments with that
sample did not confora very well to the results he reported. Conscquently,

experiments were made with two sample frames: one begianing ia 3:57, and

one beginniag in 4:57.
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Results with Original Fisher Data Base

Table 7 compares the findings reported by Fisher with the findings
generated by the GRC experiments. FISH A summarizes the results using
Fisher's estimate of relative pay on a sample beginning in 3:57; FISH B
summarizes the resulcs of the experiment using Fisher's estimate of rela-
tive pay on a sample beginning in 4:57; FISH C summarizes the results
using GRC's estimate of relative pay on a sample beginning in 4:57.

FISH B produces a better approximation of Fisher's findings than
FISH A. Also, vhile the relative pay coefficient is sensitive to the
method used to estimate relative pay, the other results are relatively
insensitive to this issue. The estimated relative pay coefficient falls
from -0.00706 in FISH B to -0.00502 in FISH C, a drop of 29 percent. This
reduces the relative pay elasticity estimated using the Fisher model on
the Fisher data base from .67 to .48 with a drafc, and from .82 to .59
wvithout a draft.

Table 8 summarizes estimates of the elasticities of wc/wx and (1-U)
both with and without a draft. The pay elasticities are less than unity.
The elasticities with respect to (1-U), although derived from regression
coefficients that were not statistically significant, alwvays exceed, in
absolute terms, the relative pay elasticities. The voluntary enlistment
elasticities with respect to (1-U) exceed unity.

Fisher's model attributes the differences between the variables
“C/HH and (1-U) in estimated elasticities to differences in the way expec-
tations are formulated about the two variables. Recall that Fisher assumes
the coefficient of (1-U) is composed cf two components: a pecuniary com-

ponent, reflected by the coefficient of 'Jc/'.'q, and an “expectations”
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Table 7

COMPARISON OF ESTIMATED ENLISTMENT SUPPLY PARAMETERS
DERIVED USING ORIGINAL FISHER DATA BASE

Estimated coefficients Fisher b g d
(and t-statistics) (AER)2 FISH A FISH B FISH C
Lo (W /¥ -.00709°  -.00619°  -.00706°  -.00502°
SR (-2.19)  (-2.02)  (-2.17)  (-2.27)
£ £ £ £
(-7.61) (~7.56) (~7.54) (~7.57)
Q- -.00891 -.01160 -.00901 -.00881
(-.87) (-1.20) (-.89) (-.87)
R2 .90 .91 .90 .91
Durbin-Watson Statistic .31 .28 .28 .29

allgpor:t:csd in Klotz, op. cit., p. 971.

bComputer from the sample, 3:57-4:65, using Fisher's estimate of
"c/“u;

Same as FISH A, only sample is 4:57-4:65.

dSm as FISH B, only WCIWH is estimated using nominal values of both
W, and "H'

C
®¢-statistic > |2.0|
fe-staristic > [3.0]
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Table 8
COMPARISON OF ELASTICITIES WITH RESPECT TO Hc/Hx AND (1-U) WITH AND
WITHOUT DRAFT AND OF THE PROPORTION OF ENLISTEES IN MENTAL
GROUPS 1-3 WHO WERE DRAFT MOTIVATED (FROM FISHER MODEL
USING ORIGINAL DATA BASE AND ALTERNATIVE SAMPLE PERIODS)

Fisher

(AER) FIsH A® risu B* FIsu ¢’

Elasticities (with dtaft)b

"C/"H -.68 -.58 -.67 -.48

(1-v) -.85 -1.10 -.86 -.84
Proportion draft sotivated® .19 .19 .19 .19
Elasticities (no draft)':I

"C/HH -.83 -.71 -.82 -.59

(1-0) ‘ -1.04 -1.35 -1.25 -1.03

2See Table 1 notes b, ¢, and d for explanation of these models.
bDer:lved by dividing regression coefficient by (1+83) - e, where
83 is the regression coefficient of in(1-A/P and (I/P) and e is the

average enlistment rate for the sample period.
3
“Derived from the expression 1+g * (1/e)(1/P).
3

chrived by dividing the elasticities (with draft) by 1-D, vhere D
is the proportion of total enlistees in Mental Groups 1-) who are draft

motivated.
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coefficient which relates the conceptual variable, the probability of
employment (p‘) to the observable variable, (1-U).

Alternative explanations of the difference include the possible
effects of risk-aversion or timing. As noted earlier, the variable (1-U)
may be indexing the relative variability of expected returns to not enlist-
ing as well as being a component of the expected value of these returns.
This should serve to strengthen the effect of (1-U) on enlistments if
potential enlistees tend to be risk-averse. In addition, it can be argued
that employment conditions affect the timing of the enlistment decision as
well as the decision whether or not to enlist. (That is, given a decision
to enlist based on long-run expectations, it is best to enlist when oppor-
tunities are not good.) If the variable (1-U) reflects a timing decision
as vell as an enlistment choice decision, then its coefficient can be
expected to be greater than that of other pecuniary variables reflecting
only the enlistment choice decision.

Fisher derives his estimate of draft-motivated enlistments for the

coefficient of 1n(1-A/P). He makes the following assumptions:

(a) a(l - %) - - % for-% close to zero.

Given (a) and (b), equation (1) can be rewritten:

(p)E.i,i’_znw_c+s_2;n(1.u)-.83 e
= 3 =
P L4, 143, Wy 1+€3 143, P 1+83

and the voluntary enlistment rate can be derived by subtracting
(63/1+£3)(I/P) {rom the observed E/P. Fisher reports a voluntarv enlistc-

aent raze of 0.0l17. Given a total enlistment rate of 0.01533, it can be
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estimated, as Fisher does, that 24 percent of enlistees in Mental Cate-
gories 1-3 are draft motivated. However, an estimate of 19 percent based
on average values of enlistment and induction rates is derived at GRC.
The differences between GRC's estimates and Fisher's appears to be due to
Fisher's use of the third and fourth quarter of 1965 for his estimates of
I/P. These were quarters in which inductions were very high.

When reestimating the parameters of Fisher's enlistment supply func-
tion using his data base, the following assumptions are modified: (1) the
assumption of symmetry of enlistment response to equiproportionate changes
in W, and W

c M
distribution; and (3) the assumption of instantaneous supply adjustment.

3 (2) the assumption of stability in the mean of the taste

The assumption of symmetry is tested by including as separate argu-
ments in the estimating equation the real values of "H and "C (in place of
the ratio, Wc/Hﬁ). This estimating equation is not strictly comparable to
the original Fisher estimating equation since Fisher uses the real value
of "C and the nominal value of "M'

A major factor that could have caused a change in the taste distribu-
tion is the perceived risk of death or injury associated with enlisting.
An event that occurred during Fisher's sample period that could have
changes this perception was the U.S.-Russian confrontation in late 1961~
early 1962 over the erection of the Berlin Wall. A dummy variable for
this period of tension, during which draft calls were increased dramat-
ically and 75,000 reservists were called to active duty, wvas added tc the
estimating equation to deteraine wnether the conflict had any independen:

effect on enlistment behavior. Recall that both Fechter and Cook utilize

this variable in their enlistaent analvses.
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The assumption of instantaneous adjustment is tested by adopting a
distributed lag model of supply adjustment. This adjustment model was
used with some success by Fechter in his analysis of Army enlistments.
It assumes that the observed quarterly enlistment response to exogenous
changes in enlistment determinants only represents some fraction of the
long-run equilibrium response and that this fraction can be estimated by
adding the enlistment rate (E/P) lagged one quarter as an additional inde-
pendent argument to the enlistment function. Its estimated regression
coefficient can be used to derive estimates of the fraction of the observed
enlistment response that represents the long-run equilibrating response and
can also be used, together with the other estimated regression coefficients,
to estimate long-run response coefficients for the other independent vari-
ables included in the estimating equation.s

The parameters of the eight estimating equations representing the
various combinations and permutations of these assumptions are displayed
in Table 9. The results are disappointing. Relaxation of the symmetry
assumption consistently produces military pay coefficients with the '"wrong"
sig; (i.e., coefficients that differ in sign from what the theoretical
model predicts). While these models produce the theoretically expec:ed
negative coefficients for civilian pay, these coefficients are only statis-
tically significant in the mode!s vhich assume instantaneous adjustaent.
Pay elasticities estimated from the significant coefficients are only
slightly larger than the pay elasticities estizmated from comparable rela-
tive pay models. Recall, hovever, that the estiszating equations for the
absolute pay a30dels (equations (5)-(8)) are not stricily comparable to the
original Ti{sher equation represeated by equations (l)-(e). EIguations (5)-

(8) are expressed {n ceras of the real values of W, and 5, wvhereas equaticns
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(1)-(4) are expressed ir. terms of the nominal value of "H'

The consistently negative coefficient for "H may be due in part to the
lack of statistical variation in HM over Fisher's sample period. It is
possible that the results with respect to wx will be sensitive to a longer
sampling period over which there will be enough statistical variation in Hh
to produce coefficients with the theoretically expected signs.

The Berlin dummy is statistically significant in only one of the four
estimating equations in which it appears, suggesting that it was not an
important independent enlistaent factor during this pcriod.6 Not surpris-
inglv, therefore, it had little impact on the parameters of the other
enlistment variables.

The coefficient of E/P lagged one quarter was statistically signifi-
cant with the theoretically expected positive value between zero and one
in all four estimating equations in which it appears. The magnitude of the
coefficients suggests an adjustment lag tha: ranges from four to seven
quarters. The coefficient of E/P lagged on quarter is particularly sensi-
tive to the presence of serial correlation and can be a biased estimator
of the adjustment process on this account. Since the estimating equations
that assume instantaneous adjustaent display significant positive serial
correlation, these results should be treated with some caution. Introduc-
tiom of the lagged enlistaent rate also reduces the estizated effects of
the pav variables 2o the point where thev are no longer statistically sig-
aifi{icant and raises the estiz=ated long-run effect of inductions on enlist-
ents and the proporzion of enlistees who were drafz-mctivated that is esti-
2a%ed {voz thls long-run effec: fronm a range that varies detireen 0.17 and

0.23 22 3 Tange chat varies bHesween (0.2l and 0O....
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The most satisfying results from a theoretical point of view are pro-
duced by the mcdel using the original Fisher assumptions. This model pro-
duces statistically significant coefficients with the theoretically expected
signs for the relative pay and the accession rate variables. The assumption
of symmetrv is not supported by the findings of equations (5)-(8); moreover,
the unsatisfactory findings with respect to the miiitary pay variable con-
strain us to deriving implications about the effects of military pay vari-
able from the coefficient of the civilian pay variables -- which is equiva-
lent to the assumption of symmetry that we are trying to relax in this
experiment — in which case, the equations embodying the original Fisher
assumption would seem more appealing.

The evidence from the Berlin dummy does not strongly support any shift
in the distribution of tastes for military service during the Berlin crisis.
And the addition of the variable E/P, lagged one quarter, while increasing
the explanatory power of the estimating equations and reducing the degree of
positive serial correlation produced by these equations, also reduces the
estimated coefficients of the pay variables to the point where they are no
longer statistically significant.

The most satisfying results from the statistical point of view are
those produced by the assumption of a lagged supply adjustment. These
aodels produce uniforaly higher R-squares and uniformly lower degrees of
serial correlation.

None of the results described above alter two of the fundamental find-
ings of the original Fisher study: pay elasticities that are less than one
and statistically insignificant employment rate effects. However, the
assuariion of a lagged supply adjustaen: raises the estimated proportion
of enlistees who are draft-motivated froe around .20 to around .35. The
latter estizmates accord more closelr 2o the findings based cn survey data.
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Next, Fisher's findings are benchmarked to those of the uniform data
base. Table 10 compares the regression coefficients derived using the
Fisher estimating equation and the Fisher data base over two sample periods: X
the Fisher sample period (3:57-4:65) and the sample period of the common
base (2:58-4:65). Dropping 1957 from the sample period raises the relative
pay elasticity from -0.68 to -0.99, an increase of almost 50 percent. Other-
wise, dropping these observations has little effect on the findings.

Table 4 also summarizes the results of experiments with the original
Fisher data base in which the original Fisher enlistaent function is esti-
mated using alternative nonlinear functional forms. The relative pay
elasticity is also slightly sensitive to the choice of functional form.
Fisher's semi-log function produces the highest elasticity; estimates of
relative pay elasticity derived from the log linear and logit functions
are -0.75 and -0.70, respectively, roughly 15-20 percent below the -0.99
estimate generated from the semi-log function. The estimated proportion
of enlistees who are draft-motivated is also sensitive to choice of func-
tional form. Estimates generated bv the log-linear and logit functions
range around 0.14, roughly 25 percent lower than the 0.19 estisated from
the semi-log function.

The semi-log function produces a slightly larger Rz and a slightly
lower Durbin-Watson statistic, indicating more positive serial correlation
than the log~linear and logit functiomns.

The findings from the Fisher data base aav be summarized as follows:

1. Relatively inelastic pay elasticities whi:h are somevhat sensi-
tive to sample period and functional foras.

2. Relatively low estizices of drafz-motivated ealistments which

are quite sensitive to sample period and functional fora.
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3. No evidence of a statistically significant employment rate
effect.

Results with Uniform Data Base

The Fisher model parameters are reestimated now using the quarterly
time series data base compiled at GRC for th’s study. The sensitivity of
these parameters is investigated for variation in the size of the sample
period, functional form, model assumptions, and estimates of variables.
The particular sample periods that are examined include the Kim et al.
sample (3:58-4:65), the Fechter sample (2:58-3:68), and the Cook sample
(1:59-2:67). There are three additional time series studies: one by
Withers, a quarterly time series for the years 1966-1973, one by Grissmer
and others using monthly time series data for the period 1979-1973, and
ore by Grissmer using monthly time series data for the period 1970-1975.
The latter two time series studies are unique in that they estimate enlist-
sent functions for voluntary enlistees only. Separate enlistment functions
are estimated for DOD, Army and Air Force enlistments in order to compare
findings from Fisher's model with those of Fechter and Cook.

The theory of occupational choice used to generate our enlistment
supply functions suggests a non-linear functiona) form. A number of func-
tional forms (including a linear function) have been used to estimate
enlistment supply equations. As part of this investivation, analyses are
made vith the folloving types of functional form: log linear, semi-log,
and logit. We have seen that the choice of functional form has some
effect on the estimated proportion of enlistees who are draft-motivated.
Different furctional foras :ay also produce different results when it
comes to forecasting accuracy -- particularly in cases where the data in
the forecasting period go beyond the range of the data used to estimate

the original enlistment equation.



The most important factor to consider in exteadiag the Fisher sample
period is probably the effects of the Viet Nam war. Earlier studies pro-
duced inconclusive evidence about the effect of this war on ealistment
behavior. Fechter 13und no effect on Armsy enlistaents when he acasured
the war in terms of casualties; Cook found a significant aegazive effec:
on Air Force enlistments wvhen he nsasured the wr as a dummy variadie.

The impact of the war on the Fisher results i{s evaluated {a two
ways: (1) by including a Viet Nam war dummv variadble ia equations esti-
mated over the larger sample period: aad (I) Sr testing fcr lastadilicy
in the estimated enlistment supply parameters betveen the period encompas-
sing the war and the remainder of the sample. (Parameter {astability will
be evaluated on the basis of the Chow test.)

althovgh tie models that do0 not assume symmetric pay resovonse and
inssantaceous supply adjustaent produce disappointiag results whea £i: ¢
the original Fisher data base, tetter results aasy be obtained vhen a longer
sample period is used. Therefore, these assumptions are tested again using
the new data base. 1In addition co the three assumprions tested earlier,
the assumption of no excess enlistment supply is alcc examined by follow-
ing Cook's model and including an enlistment quality variable as an addi-
tional argument to capture the potential effect of "creaming."

Finally, the effects of alternative methods of estimating draft
pressure, employment rates, and military pay on the estimated enlistment
supply parameters was investigated. Recall that Fisher estimated draft
pressure in terms of the accession rate (1-A/P), a method that tends to
produce an upward bias in the estimated draft pressure coefficient because

of the inclusion of E/P as a sizable fraction of A/P.
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An alteraative specification would cast the draft pressure variable
in terms of the inductiom rate. (Xlot:z sakes this argument in his comment
on Fisher's studv.) Unforzunately, zhis formulation asy bias the msagnitude
of the draf: pressure variable downmward because of the possidle simultan-
eous deteraiaation of E/? and 1/?.

Tisher's peculiar treatsent o>f mil:tary and civilian pay raises iater-
esting juestioas abou? mocdel assumpticas with respect to these variadles.
The silizary is a uaique ocsupation ia tha? i pavs & considerahle amount
of its vages :ia-giad and 12 the fora cf medical services, food and lodging.
Fisher values zaese in-kind denefits oa the bdasis of allicwances zvarded for
the purchase of food and juarters by za0se 20t liviag on xilizary posts
and as a flat SI52 per vear iIcr sedical services. 3By refusing to deflate
Hx he {s {mplicizlvy (and corvectiv) arguing that, on the one hand, :n-xind
tenefits ougnt to be inflated to accoun: for their rising vaiue tc the
enlistee vhile, on the other hand, cash benefits ought to be deflated 2o
account for the erosion of their purchasing pover. He estimates that
roughly half of his estisated Rx is cash and half i{s in-kind. Therefore,
the need to inflate the value of in-kind benefits is just about offset by
the need to deflate the cash benefits, and the use of nominal (rather than

real) ailitary dollars {s justified. His estimate of W., on the other

o
hand, i{s in real dollars.

The issue is how should one treat military pay. Fisher has implicitly
argued that, while one should include both cash and in-kind pay, one should
use different methods ¢i adjusting them for changes in purchasing power.

Cook implicitly argued that only cash pay mattered and that potential

enlistees evaluated in-kind benefits at a constant value over his sample
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period. (This value could, in , incipie, be zero.) Fechter implicizly
argued that both cash and ia-kind pay were importamt., and that bdoth foras
of pay should bYe treated similarly. The resul:s of experiments with Tisher's
original sodel (discussed earlier) indicate tha: the jpav elasticities are
sensitive to how one treats silitary pay. Recall tha? the pay elasticities
estinated ‘rom the Tisher estimazing equatior {n vhic- .uth military and
civilian pay are treated similarly were roughly one-third lower than the
Pav elasticicv estimated using aomiaa. values of H! and real valuye of H:.
Estimazes of enlistment supply parameters derived from a givea esfi-
sating equation over a commor sample period usiag Fisher's origina! data
base are {irst compared with thcse obtained using the data base prepared
at GRC for zhis studv. Fisher's data base consists of six variables --
enlistments, accessions, unemployment rates, population, milizary pay, and
civilian pay. Detailed comparisons between Tisher's estimates and esti-
sates generated for this study indicate that they approximate each cther
quite well. The relative difference between them is rarely more than 3
percent. (For details of this comparison, see Appendix B.) This suggests
that there should be little difference between the estimated enlistment
supply parameters generated by the original Fisher data base and parameters
generated by the new data base. Table 1l compares these estimates. Qual-
itatively, the results are similar. The relative pay and the accession
rate parameters are both negative and statistically significant, while
the unemployment rate parameter is positive, but statistically insignifi-
cant. However, the point estimate of the relative pay elasticity derived
from the new data base is -0.85, or roughly 15 percent lower in absolute

terms than the -0.99 generated by the original Fisher data base.
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Standardizing for Dif{ferences ia Samples and Differemces ! Military Service
An {nvestigation of the effects of iifferences :2 sample per:od and

differences in the dranch of service csed as tde u=it of asalvsis & the

performance of the Fisher estimatiag equatioa (s asde zext. S5tandardiziag

s>aal {ora ssed

for differences ia performmnce due :: ¢ifferemces iz {umnce
28 hHe estimating equation (s accamplished v usiag s log-iizesr estimatiag
equation. Recall the experiments with fuactiomal fors usiag the oTigiaal
Fisher Zata Sase produced s.ight.y lower absolute values ¢ 25¢ 2cta. em-
.istment elasticity of 'JC/'-'! and sligatly smaller cstimates of the proper-
t2ioa of Mental Croup ] enlistees wiao were draft-motivated. The sensitivity

cf the findings to our silizary iavclvement :a Vie? Xam is also igvestigated.
' 4

Pffects of Vie: Nam

The analysis of the impact of Viet Nas ou erlistaent behavior comsisted
of {ncluding (1) a dummy variable fcr the period of our ailitary inve!vement
4s an independent argument {n the Fishe: estimatiag equation; and (2) test-
ing the parameters of the original Fisher estimating equation (excluding
the Viet Nam dummy) for structura. differences between the Viet Nam and
the non-Viet Nam periods of the n-ple.7

Table 12 summarizes the findings. Viet Nam did not appear to be an
important factor in enlistment behavior for any of the services analysed
and for any of the samples. The estimated parameter of the Viet Nam dummy
is generally negative, implying that, other things equal, enlistments were
lower during the Viet Nam era. However, the coefficient is statistically
significant in only one of the 12 cases exam:l.ned.8 The Chow test for dif-
ferences in enlistment parameters between the pre-Viet Nam sample and the

Viet Nam sample rejects the null hypothesis of no difference in only one
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fastance — for DOD enlistments ia the sample period 2:58-):64. Siace 2he
war grev i{acreasingly unpopular wizh the zassage of tims, 2 larger Viet

Xaa sample period (s likely to produce sircager fiadiags cf structural 8if-
{erences {2 enlistaeal parameters.

E€fects o2 Par Llasticities

Tadle (3 summarizes the pay elasticilies estimatel f{or each of the ser-
vices using alterzative saspie periads. The estimatiag eguatios for the
Arey gives the best resulls. The relative pay parametes s coasisteatly
aegative, as predicted by the model, and szatistically sigrificant, with
t=vailues {a excess of <.0. Poiat estimates of the relative pav elasticity
range between .18 and !.)5. Ia contrast, the estimatiag equatiocas for
00D are more disappciantiang. While the J0D estimating equazion gives con-
sistently negative relative pay parameters, they are not as stabie as the
Army elasticities. They are statistically significant in three of the
four sample periods, but with t-values ranging around 2.0. Point estimates
of the relative pay elasticity are considerably lower than chose estimated
for the Army, ranging between 0.19 ani 0.71. The Air Force results are
most disappointing. The relative pay parameter is consistently positive,
contrary to theoretical expectations, and significantly positive in oune
of the samples.

Based on the results described above, we conclude that the relative
pay parameters of the enlistment supply function are very sensitive to
the particular service for which they are estimated. Moreover, while
there are other methodological differences between Fechter and Fisher, it
would appear that choice of service (i.e., DOD vs. Army) explains a large

fraction of the difference in their relative pay findings.9 On the other
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hand, adjustmeat {of vpe Of servize (L.e., 20D wvs. Alr Force) widems the
dilference Setvem Fisher aad Cook {2 thelr Telilive pav f:um:.w Thts
suggesls that the difference Setween Figher and Cook (2 2heir relative pav
fiadiags arises {ram other methodological 4ifferezces Selweer the two
stadles.

A likely reasca for the uasatisfactory perfirmance of the Figher
sodel ce Alr Force data is the assumption ia Figher's ezlistment model of
30 excess supply of emlistees. TUils assumption is prodbadiv least zemable
for the Alr Force. 1ecall that Cook's ealistmeat sode! differs from
Fisher's in chat {: makes explici: provision for the effec: of rationing
on ealistaents.

Another possible rezson for the difference bdetween the Fisher and the
Covk findings is the difference in their sethods of estimating military
pay. Cook confines himself to base pay only and completely ignores mili-
tary pay received in kind, vhereas Fisher includes in-kind payv in his
estimate of military pay. Cook also forms his pay variables from a four-
year stream of income, whereas Fisher uses a three-year stream. Since
Air Force enlistment contracts are usually four-year contracts, Cook's
method would be more appropriate for Air Force enlistments. In addition,
Cook's formulation of civilian pay accounts for changes in the age com-
position of enlistments. Finally, his estimates of both military and
civilian pay account for expectations about future levels of pay. Fisher's
formulation ignores both age and expectatioms.

The causes of the difference among services in estimated relative
pay elasticities are further illuminated by examining the results of abso-

lute pay models estimated for these services over the same time periods.
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Milizary amd civilian pay elasticities es?imated from the Fisher 3:wdel are
summarized i Tadble l.. The military pav elasticizy is consisteally nega-
tive, CoRITAT™ %22 thecresical expeciazicas, for the Alir force and 20D; it
is alsc aegative (a2 1he Aray sample for zhe pre-Viez Naa period. The
ctvdilian pay elasticizry is consistently negative, as theoretically expected,
for che Arav: bdul L2 is consistensly aad significantly posizive, contrarw
to theoretical expectatioas, for the Air Force. It is negative, never
statiscicaily sign.fizanr, in two of the three sampie periods Jfor 2CO.

These resulis reveal that the azlor determinants of the relative pav
resul:s are a relatively well-behaved civilian pay variadble and a poorly
perforaing milizarv payv variable. These findings suppor: the speculatiocn
that the method used bv Fisher to formulate his payv variables may have been
inadequate. This speculation i{s reinforced by the fact (discussed in =ore
detail in later sections of this chapter) tha: both Fechter and Cook were
able to derive well-behaved and statistically significant military and
civilian pay elasticities from absolute pay models which they estimated

11

for the Army and the Air Force.

Effects on Employmenc Rate Elasticities

Table 15, Panel A, summarizes estimates of emplovment rate elasticities
by service for the sample periods of Fisher, Kim et al., Fechter, and C ‘ok.
The results stand in marked contrast to the pay results. Unlike the pay
elasticities, the employment rate elasticities are about the same across
services, given the sample period and vary considerably across sample
periods for a given service.

The Fechter and the Cook samples generally produce satisfactory re-

sults, The elasticities have the correct sign in all the equations, with
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absolute t-values that exceed 2.0 {n four of the six egquiations. Moreover,
the absolute value of the elasticity is greater than 2.0 1a four of the
six equations and is greater than 3.0 in one of these equazions.

The Fisher and the Kim et al. samples consistentlv produce unsatis-
factory results. The elasticity has the "wrong” sign in three of the six
equations and the absolute t-value never exceeds 0.6.

The results reflect the pattern of variation in unemplovment rates
during the period 2:38-3:68. These rates ranged between 15 and 20 percen:
from 2:58-2:65. They fell abruptly thercafter, ranging bdetween 9 and 12
percent from 3:65-3:68. While much of this decline can be attributed to
a surge in economic activily iz the late 1960's that reduced overall unem-
plovment rates to rates beiow + percent, some of the decline could be
attributed to our military involvement in Viet Nam. Quarterly military
accessions, while never exceeding an annual rate of 500,000 prior to 1965,
jumped to an annual rate that ranged between 750,000 and 1 million from
3:65 to 4:66. The annual rate ranged between 500,000 and 1 maillion in
1967 and 1968. The effect on enlistments of this increase in demand ,would
be most pronounced in the Fechter and the Cook sample periods.

This dramatic increase in the demand for military manpower pulled
substantial numbers of young men out of the civilian labor force and could
have had an impact on unemployment rates that was independent of the impact
of the expansion in business activity during this period. It is likely,
however, that the effect of the increase in demand for military manpower
was most pronounced on the unemployment rates of males in the 20-24 year

old age group, the group that would be most affected by the draft.
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In view of this, it is possidle that the negative employment rate
elasticity in the Fechter and the C-ok samples is merely reflecting the
negative enlistaent effect of the wvar. The sensitivity of the estimated
emplovment rate elasticity to the presence of a Viet Nam dummy variable in
the estimating equation on the grounds that the emplovment rate variable
might be picking up some of the enlistaent effects of the war is examined
next. The results are summarized in Panel B of Table 15. The effect of
the Viet Nam dummyv {s to reduce the employm®nt rate elasticities, espe-
cially for the Fechter and the Cook samples. In these samples, the elas-
ticities continue to have the "correct” signs in five of the six equatioms,
but the absolute t-values no longer exceed 2.0 in any of the equations and
exceed 1.8 in only one equation.

Effects on Estimated Proportion Draft-Motivated

Estimates of the proportion of enlistees in Mental Categories 1-3 who
are drafc-motivated for the Army, Air Force, and DOD {n each of the sample
periods are summarized in Table 15. The estimates are much lower than
comparable estimates reported in Tablell, The reason for the discrepancy
appears to be that Fisher used an induction rate that was substantially
larger than the average to compute his estimate. Fisher does not report
the value of the induction rate he used, but his estimate of the voluntary
enlistment rate is consistent with an induction rate of approximately 0.0147.
The mean induction rate for these quarters is 0.0137, calculated from the
common data base compiled for this study. The mear induction rate for the
period 2:58-%:65 calculated from the common data base is 0.00626.

The estimates do not vary much across services for a given sample
period. DOD generally has the largest proportion of draft-motivated en-

listees and the Air Force usually has the lowest proportion. A nntable
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Table 13

ESTIMATES OF ECLOYMENT RATE ELASTICITIES DERIVED FROM FISHER
ENLISTMENT MODEL FOR ARMY, AIR FORCE AND DOD ENLISTMENTS

Sample Armv Alir Force DOD
Period Coefficient t-value ' Coefficient t-value Coefficientit-value
Panel A (No Vietnam)
2:58-4:05 -.26 = .70 .3 .58 .6
3:58-4:65 -.0% -.6 -.4%2 -.2 .15 .2
2:58-3:68 -.89 -1.6 -2.13 -1.4 -1.3¢* 2.2
1:59-2:67 =2.01* 25 -3.42 -2.0 -2.05  -2.7
Panel 8 (Vietnam)

2:58-4:65 -.29 -.3 .48 o2 .66 .7
3:58-4:65 -.66 -.6 -.63 -.3 .23 .2
2:58-3:68 -.55 -.7 .96 .5 -.31 -.4
1:59-2:67 -1.76 -1.8 -1.44 -.7 -1.32 -1.5

3t-statistic > '2.0]
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exception is the Cook sample period, during which the Air Force had the
largest prooportion. A possible reason for the pattern observed in Table

16 is spurious correlation. Enlistments in Mental Categories 1-3 constitute
a part of total accessions, the variable used by Fisher to index draft pres-
sure. Consequently, there should be spurious negative correlation between
the enlistment rate and the complement of the accession rate tending to

bias the regression coefficient toward -1. Moreover, the larger enlistments
are as a fraction of accessions, the more serious this spurious correlation
will be. Thus, one would expect to find more negative spurious correlation
for DOD enlistments than for specific service enlistments. The findings

in Table 16 are consistent with the presence of such spurious correlation.

There also does not appear to be much variability in the estimates
over sample periods for a given service. The results from the Fechter and
the Cook sample periods consistently produce larger estimates that the
Fisher or the Kim et al. samples. This is especially notable for the Air
Force. There are a number of possible reasons for this finding. First,
as indicated in the footnote to Table 16, jinduction rates were higher dur-
ing the Fechter and the Cook sample periods. Indeed, 1if one cecatrolled
for differences in induction rates, one would find practically no dif-
ferences among sample periods for the Army and for DOD. Second, there
wae relatively less variability in the accession rate statistic during the
Fisher and the Kim et al. sample periods. Lack of variability could have
had the effect of biasing the estimated enlistment effect toward zero.

The results are not generally sensitive to inclusion of a Viet Nam

variable. Including a Viet Nam variable raises the estimated proportion
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slightly for the Army and for DOD; it has a more substantial effect on the
estimated proportion for the Air Force. The results for ihe Air Force are

summarized below:

Sample Period No Viet Nam Viet Nam
2:58-4:65 .09 .12
3:58-4:65 11 14
2:58-3:68 .12 .22
1:59-2:67 .20 .25

The results in Table 10 suggest that the draft had a relatively small
impact on enlistments much smaller than the impact suggested by the surveys.
A number of reasons can be offered to explain this finding. Among them is
the possibility that the parameters of the estimating equation are captur-
ing short-run effects. The existence of lags in enlistment response would
mean that long-run effects would be larger. The findings reported above
in Table 3 for estimating equations which assume a distributed lag partial
adjustment are consistent with this explanation. Estimates of the long-run
enlistment impact of the draft are roughly twice the estimates of the short-
run impact. An additional reason for expecting low estimates of the effects
of the draft on enlistments is the possibility of simultaneous equations
bias. This possibility was discussed earlier in Chapter II and was con-
sidered to be a highly unlikely pruspect. A final reason, suggested by
Klotz, is that the seasonal dummy variable may be picking up some of the
effect of the accession rate variable (which has a strong seasonal compo-
nent).

Effects of Differences in Estimates of Draft Probability

Recall that there are differences between Fisher and others in the

method used to estimate the effects of the draft. Fisher assumes that the
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appropriate theoretical variable is the probability of remaining a civil-
ian, P. His model has P. operate through the expected pecuniary return

to not enlisting:
! = -
WC chC + (1 pc)wM

where WC 1s the expected pecuniary return to enlisting in the absence of

a draft and WM is expected first-term military pay. Fisher approximates

P. by using the complement of the military accession rate, (1-A/P). As

we have noted, this estimate should tend to bias the regression coefficient
of (1-A/P) toward -1 because the enlistment rate is part of the accession
rate. Moreover, this bias should be more pronounced irn circumstances where
E/P represents a large fraction of A/P, such as in the case of DOD acces-
sions.,

Other studies have approximated P. by using the induction rate I/P
directly. As we have noted, this could blas the regression coefficient
toward zero .[f iaductions are not truly exogenous. Toikka has demonstrated
that these two methods of measuring draft pressure represent two alterna-
tive assumptions about the length of the military planning horizon.12
Using (1-A/P) assumes that military planners target their inductions to
meet accession requirements over a one pe;iod planning horizon; using
(1-1/P) assumes that military planners target their inductions to meet
accession requirements over a very long planning horizom.

GRC ‘nvestigates the effects of alternative methods of approximating
P, by substituting (1-I/P) for (1-A/P) in Fisher's estimating equation.
Table 17 summarizes these findings. Panel A describes the regression

coefficients and t-values derived from the modified estimating equation;
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Panel B compares estimates of the proportior of enlistees who are draft-
motivated derived from the Fisher model to comparable estimates generated
by the coefficients described in Panel A, Panel C compares estimates of
relative pay elasticities derived from the estimating equations summarized
in Panel B.

The t-values in Panel A are substantially lower in absolute value
than the t-values reported in Table 16. In part, this reflects the re-
moval of E/P from the estimating draft pressure variable in Table 11 and
the consequent reduction in built-in spurious correlation.

Estimates of the proportion of enlistees who are draft-motivated are
fairly similar to those found in Table 16 except for the Air Force, where
use of (1-I/P) reduces this proportion to levels where they are no longer
statistically significant for the Fisher and Fechter samples. The Air
Force results may be reflecting the existence of quotas which are biasing
the estimated regression coefficients toward zero. Panel B also indicates
that the results are not particularly sensitive to inclusion of a Viet Nam
dummy variable.

Panel C describes the sensitivity of the relative pay elasticities
to methods of estimating draft pressure and to Viet Nam. Use of (1-1/P)
raises the absolute value of the pay elasticities slightly for the Army
and for DOD; it makes the elasticity less positive for the Air Force,
which is moving it in the "right" direction. Adding the Viet Nam dummy
variable has little impact on these elasticities except for the Fisher
sample, where it raises the absolute values of the Army and DOD pay
elasticities by 66 percent tor DOD and by 23 percent for the Army. It

is interesting to note that the combined effect of using I/P to estimate
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draft pressure and accounting for Viet Nam by means of a dummy variable
is to raise Fisher's estimate of the DOD relative pay elasticity by almost
100 percent.

The Effects of Alternative Methods of Measuring Military Pay

In replicating Fisher's original findings, it was observed that Fisher's
relative pay variable was estimated as the ratio of the real value of wC

to the nominal value of wh. Further, the relative pay elasticity estimated
using Fisher's relative pay variable was found to be roughly 25 percent
lower in absolute terms than the relative pay elasticity estimated from a

relative pay measure which treats W, and l«l\4 consistently. Since the time

C
series studies that do not use the Fisher data base (i.e., Fechter, Coock,
Withers, Grissmer et al., and Grissmer) use the latter measure of relative
pay, we now report on findings derived from the Fisher estimating equation
modified so that the latter relative pay measure is substituted for the
Fisher relative pay measure.

Table 18 summarizes the effects of this substitution on estimated
relative pay elasticities by service over differing sample periods for
alternative measures of draft pressure and alternative assumptions about a
Viet Nam effect.13 The results are by and large similar to those reported
in Tablel3 the Army consistently shows the "best'" results (i.e., coef-
ficients that have the 'correct'" sign and t-values in excess of 3.0). The
Air Force consistently displays the "worst" results (i.e., coefficients
that have the "wrong" sign). And the DOD results, which reflect both the

Army and the Air Force results, tend to fall between the Army results and

the Air Force results.
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Table 18

EFFECTS OF USING REAL WM ON RELATIVE PAY ELASTICITIES FOR
ALTERNATIVE MEASURES OF DRAFT PRESSURE AND ALTERNATIVE
ASSUMPTIONS ABOUT A VIET NAM EFFECT FOR ARMY,

AIR FORCE, AND DOD ENLISTMENTS

Army Air Force DOD
Nominal Real Nominal Real Nominal Real

Sample Period wM WM wM WM WM WM
Panel A, A/P

No Viet Nam Effect
2:58-4:65 -1.32%  -.96% .51 .31 -.67°  —.s0°
2:58-3:68 -1.18%  -.94% 1.29 .34 -.19  -.40
1:59-2:67 -1.29® -1.03% .28 -.02 -.52  -.56°

Viet Nam Effect

2:58-4:65 1,29 -.92% .89 .51 ~.82° .5
2:58-3:68 -1.16  -.96 .79 .81 -1 -.56
1:59-2:67 -1.26% -1.06° .51 .27 —.42 =490
Panel B, I/P

No Viet Nam Effect
2:58-4:65 -1.39*  -.97° 63 .36 =76 -.60°
2:58-3:68 -1.32  -1.07  1.17 .31 ~.3 -.52
1:59-2:67 -1.47% -1.222 16 -.14 -.69 -7

#t-statistic > |3.0]
De_statistic > {2.0]
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The models which measure draft pressure in terms of I/P and which
assume a Viet Nam effect consistently produce the largest estimates of the
relative pay elasticity (in absolute terms). Neither factor, i.e., either
using I/P or accounting for Viet Nam, has an independent effect; it is
their joint effect that increases the relative pay elasticities.

Again, the original Fechter finding of an Army relative pay elasticity
of 0.87 may be compared to the Army relative pay elasticity of 1.16 reported
in Table 18. Similarly, the original Cook finding of an Air Force rela-
tive pay elasticity of 2.23 may be compared to the -0.16 reported in Table
18. These comparisons reinforce the earlier conclusion that the Fisher
model is probably not appropriate for explaining Air Force enlistment
behavicr because it fails to account for the existence of excess supply
of applicants to the Air Force and because it is deficient in its method

of estimating the military and civilian pay variables.

THE ¥LOTZ STUDY

Klotz modified Fisher's estimating equation (equation (1)) by dropping
the seasonal dummy variables and reestimating the enlistment supply param:
eters. He argues that seasonal dummies do not belong in the estimating
equation because they obscure the effects of the draft pressure surrogate,
(1-A/P), which he claims has a strong seasonal component.14 Although
Klotz does not make it, a similar argument could have been made for the
effects of the employment rate variable which, it can be argued, also has
a strong seasonal component.15

Klotz claims to fit his modification of Fisher's estimating equation

to Fisher's estimates of variables using Fisher's data base 2nd reports

that excluding the seasonal dummies raises the estimated impact of the
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draft pressure and the employment rate variables (Table 1). He further
reports that dropping the seasonal dummies has no effect on the estimated
relative pay coefficient. Finally, he reports that omitting the seasonal
dummies reduces the explanatory power of the estimating equation (from an
R2 of 0.9 to an R2 of 0.7) and eliminates serial correlation from the
residuals. Table 19 summarizes these differences.

Klotz reports estimates of relative pay elasticities with respect to
voluntary enlistments of -1.11 with seasonal dummies, and -1.44 excluding
seasonal dummies.16 The former estimate is based on the parameters of
Fisher's estimating equation (see Table 7), but is considerably higher

than the estimate of -0.74 reported by Fisher.17 This is because Klotz

estimates the adjustment factor for the draft differently than Fisher.

33
1+B3
the coefficient of the draft surrogate, in(l1-A/P). This adjustment factor

Recall that Fisher derives his adjustment factor as ), where 83 is
can be interpreted as the marginal effect of inductions on enlistments.l8
Using the parameters reported in Table 7, Klotz reports a value of .4394,
To derive voluntary enlistments, one subtracts .4394 - I/P, or .0065, from
the total enlistment rate of 0.015 reported by Klotz, giving a voluntary
enlistment rate of .0084.20 Dividing this voluntary rate into the struc-
tural estimate of the relative pay variable reported by Klotz, -0.01,
produces an estimated elasticity of 1.13; Klotz reports an estimated
elasticity of 1.11. The difference bet-ien GRC estimates and Klotz's
appears to be due to rounding. As noted earlier, the difference between
Fisher and Klotz in their reported estimates of relative pay elasticities

is due to Fisher's erroneous method of deriring his elasticity for volun-

tary enlistments, Although he does not state his method explicitly, we
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Table 19

COMPARISON OF ESTIMATED ENLISTMENT SUPPLY PARAMETERS

REPORTED BY FISHER AND KLOTZ

Estimated Coefficient
(t-statistic in parentheses)

Fisher Klotz
Qn(wc/wM)t_l -7.09 -7.0
(-2.19) (-1.4)
Qn(l-A/P)t -312. =444,
(-7.61) (-7.40)
R,n(l-U)t_1 -8.91 -17.
(-.87) (-1.89)
G .90 .70
Durbin-Watson Statistic .31 2,14




see that he estimated his voluntary enlistment elasticity by simply divid-
ing his total enlistment elasticity, -0.46, by .62, the estimated propor-
tion of enlistees who are true volunteers derived from a 1964 DOD survey.2
In addition, he should have adjusted his reduced form coefficient of
ln(wc/wM)t_l by the factor I%E; to derive an estimate of the structural
coefficient of Qn(WC/WM)t_l.

To summarize Klotz's empirical contribution, by excluding seasonal
variables from his estimating equation, Klotz allows all seasonal factors
to be captured by the included variables with large seasonal components,
Q,n(l-A/P)t and ln(l-U)t_l. The result is a dramatic increase in the abso-
lute size and statistical significance of the reduced form coefficients
of these variables. Moreover, the larger absolute value of the reduced
form parameters of R,n(l-A/P)t results in further increases in the volun-
tary enlistment rate elasticities of (WC/WM) and (1-U) that are independent
of any changes that might have been produced in their reduced form coef-

ficients.

Results with Original Data Base

The Klotz experiment is replicated using the same data base used in
replicating Fisher's results. Since Fisher's reported findings could be
duplicated with this data base, there should be no reason why one should
not be able to duplicate Klotz's findings. Unfortunately, simply dropping
the seasonal dummies from the estimating equation summarized in Table 7 as
FISH B does not produce the same results reported by Klotz. Therefore,
an experiment with alternative samples allows one to come closest to
reproducing Klotz's results when using the sample period 2:58-4:65.

Results of these experiments are summarized in Tatle 20 as KLOTZ A and
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Table 20

COMPARISON OF ENLISTMENT SUPPLY PARAMETERS DERIVED FROM KLOTZ MODEL
USING ORIGINAL DATA BASE AND ALTERNATIVE SAMPLE PERIODS

Estimated Coefficient
(t-statistic in parentheses)
Klotz (AER)2 KLOTZ AP KLOTZ B¢ KLOTZ CY

n(W, /W), g -7.0 -4.996  -7.054  =5.332
(-1.4) (-0.9) (-1.2) (-1.2)
n(1-A/P) -444 @ -452,¢ -450.8  -449.¢
(~7.4) (=7.7) (<7.3) (-7.3)
n(1-0) _; -17. -22.9 -17.2 -16.3
(-1.9) (-1.9) (-1.2) (-1.1)
R .70 .69 .68 .68
Durbin-Watson Statistic 2.14 2.05 2.05 2.08

aReported in Klotz, op. cit., p. 971.
bComputed from the sample 4:57-4:65 using Fisher's estimate of WC/WW'
CSame as KLOTZ A, only sample is 2:58-4:65.
dSame as KLOTZ B, only W./W,_is estimated using nominal values for
C''M
both WC and WM.

®t-statistic > 13.0]
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KLOTZ B. This table also summarizes the. results of an experiment in which
the seasonals are dropped from the results summarized in Table 7 as FISH C
(i.e., the estimating equation in which both WM and WC are measured in
nominal terms). These results are described as KLOTZ C.

Qualitatively, the results are about the same as the reported results.
Dropping the seasonal dummies increases the absolute values of the coef-
ficients of 2,n(1-A/P)t and ln(l-U)t_l. However, in KLOTZ B the coefficient
of Rn(l-U)t_1 is one-third larger (in absolute value than that reported by
Klotz, while the coefficient of R.n(WC/wM)c_1 is almost one-third lower (in
absolute value). In KLOTZ C, the coefficients are about the same as those
reported by Klotz, but the t-statistic for the coefficient of Zn(l-U)t_1
is -1.2 compared to the -1.9 reported by Klotz. As in FISHC, the coef-
ficient of ln(wC/wM)t_1 is notable lower in absolute terms when military
and civilian pay are both measured in nominal terms. The coefficient falls
from -7.054 in KLOTZ B to -5.332 in KLOTZ C. The explanatory power of the
estimating equations hover near =an R2 of 0.7 and there is no significant
serial correlation in the residuals.

These results alter the findings with respect to the effects of the
draft and of (1-U) on enlistment behavior (Table 21). Estimates of the
proportion of enlistees in Mental Groups 1-3 who were draft-motivated
hover around one-:hird, much closer to the 39 perce.t derived from the
1964 DOD survey. Estimates of the elasticity of (1-Y) both with and with-
out a draft exceed unity by substantial margins. Finally, the smaller
proportion of voluntary enlistees tends to further increase the voluntary
supply elasticities of WC/NM and (1-U) relative to those derived from the

Fisher estimating equation.
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Table 21

COMPARISON OF ENLISTMENT SUPPLY ELASTICITIES WITH AND WITHOUT A DRAFT
AND PROPORTION OF ENLISTEES [N MENTAL GROUPS 1-3 WHO WERE DRAFT
MOTIVATED DERIVED FROM KLOTZ MODEL USING ORIGINAL DATA
BASE AND ALTERNATIVE SAMPLE PERIODS

Klotz (AER) KLOTZ A KLOTZ B KLOTZ C

Elasticities (with draft)a

wC/Wh -.82 -.60 -.83 -.63
1-U -1.99 -2.73 -2.03 ~1.92
Proportion draft motivatedb .33 .34 .33 .33
Elasticities (without
draft)¢
WC/wM -1.22 -.91 -1.24 -.94
1-U -2.97 -4.14 -3.03 -2.87

3Estimated from the following formula:

5o
i l+83 3

€

where: ei = total enlistment elasticity of the ith variable; Bi =

regression coefficient of ith variable; 83 = regression coefficient of

ln(l-A/P)t; e = average enlistment rate for the sample period.

bEstimated from the formula:
LT
l+83 €

where: T = average induction rate for the sample period; D = propor-
tion of enlistees in Mental Groups 1-3 who are draft motivated.

CEstimated from the formula:

1
Vi1 " &4

where: Vi = voluntary enlistment elasticity of ith variable.
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While the magnitude of the parameters summarized in Table 21 are more
in accord with a priori reasoning and with evidence derived from related
sources, the larger degree of imprecision of the parameters of the Klotz
estimating equation (signified by their low t-values) is disaprointing and
may be reflecting the lack of statistical variation in WM/WC and (1-U)

discussed earlier in this chapter.

102

-



10.

11.

12.

13.

FOOTNOTES, CHAPTER IV

See Kim et al., pp. 196-197, for details of how this variable was
estimated.

Ibid., pp. 187-198 for details of the estimating procedure.
Presumably, this includes inductees and enlistees in Mental Group 4.
Assumed to have the standard stochastic properties.

For elaboration of the adjustment model and how one dervies these
estimates, see Fechter, op. cit., pp. 5-6.

The accession rate was unusually high during the period of the
Berlin crisis because of unusually high draft calls. Thus, the
major enlistment effect of this crisis appears to have been the
increase in draft-motivated enlistments prompted by the higher
draft calls.

The Viet Nam period is assumed to begin in 3:65, the quarter that
the United States Congress passed the Tonkin Gulf resolution.

Results derived from the absolute pay models of enlistment behavior
are somewhat different from those summarized in Table 6 for relative
pay models. The estimated coefficient of the Viet Nam dummy is
consistently positive, but never statistically significant.

Fechter's comparable Army relative pay elasticity with a draft was
.87. However, Fechter's estimate is derived from a model comparable
to FISH C in which both military and civilian pay are both estimated
in real (or nominal) dollars. Recall that the relative pay elas-
ticity estimated from FISH B was about 41.1 percent larger in abso-
lute terms than the relative pay elasticity estimated from FISH C.
Adjusting Fechter's relative pay elasticity to reflect this dif-
ference produces a comparable elasticity of 1.23.

Recall that Cook's Air Force relative pay elasticity was 2.23.

The Cook results for absolute pay models were not reported in the
original Cook study. They were found in unpublished tabulations
of regression results that were provided by Cook. The author is
indebted to him for his generosity aand assistance.

Richard S. Toikka, "A Note on Estimating the Fisher Model of Mili-
tary Enlistments," unpublished manuscript, undated.

Similar experiments were performed using absolute pay models but
the results were essentially the same as those summarized in Table
7; the military pay variable had a significantly negative coef-
ficient, contrary to theoretical expectations, in all the equa-
tions that were fit.
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15.

16.
17.
18.
19.
20.

21.

The simple correlations between 2n(1-A/P) and the seasonal dummies
for the period 4:57-4:65 were statistically significant.

The simple correlations between n(l1-U) and the seasonal dummies for
the period 4:57-~4:65 were statistically significant.

Klotz, op. cit., p. 972.

Fisher, op. cit., p. 249.

See supra, equation 1'.

Klotz, op. cit., p. 972, especially footnote 6.

It 1{s assumed in this exercise that I equals .0147.

Fisher, op. cit., p. 249.
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Chapter V
POOLED TIME-SERIES CROSS-SECTIONAL ANALYSIS

by

Dorothy Amey
and

Dale Midlam

PURPOSE AND SCOPE OF THE ANALYSIS

The focus of this chapter is on combined time series and cross-
sectional models for estimating the supply levels of Army and Navy vol-
unteers. The strength of the models being tested rests in their ability
to adequately account for the variance in enlistment patterns across the
nine census regions and variance due to longitudinal changes in the enlist-
ment data. The major purpose of this analysis, however, is to determine
the rates of change in the supply parameters given an effective pooled
time series cross-sectional model for different quality enlistment groups.

The models tested by regression analysis fall into two main categor-
ies: (1) strictly linear models and (2) log-linear models. The general
form of the models is given below.

(1) E, = xia+e

1 s L= 152, co.5 9

i
where:

Ei is a 5 x 1 vector representing the number of enlistees in region

i during the five years 1970-1974.

Xg is a 5 x K matrix of K independent variables in the analysis per-
taining to region 1.

a is a K x 1 vector representing the coefficients of the independe.:t
variables.

€y is an error term (5 x 1) for the equation representing regional

variation from the linear fit
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It should be noted that the general form of the model assumes a test
of the hypothesis of constant slopes and intercepts in the regressions.
This means that with a single set of coefficients & supply parameter
estimates will be made for each region. Hence regional variance exhibited

by €, becomes extremely important in determining the adequacy of a model

i
for use in regional forecasting. It is also important that the models
tested contain as many as possible of the independent variables which

r.y be significant variates in each region's enlistment pattern.

The set of variables used in the study are presented and explained in
detail in Appendix C. Brief descriptions of these variables are given
below.

o E/OMA = the ratio of 17-21 year old male volunteer enlistees to a
branch of service to the number of 17-21 year old qualified military avail-
ables as the dependent variable.

o PAYR = the ratio of average military pay and benefits to average
civilian iqcome for 17-21 year old males working full-time the year round.

o UNEMP = the unemploymnent rate for 17-21 year old males who were in
the full-time labor foree.

o ADY = the amount of money spent in print media advertising and
related advertising funds.

o REC/QMA = the ratio of recruiters assigned by a branch of service
to the number of 17-21 year old qualified military availables.

o PROB = the proportion of 17-21 year old black military availables

to the total number of 17-21 year old military availables.
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The necessary tests of significance for all of these variables to be
included in the original model were performed in studies performed prior
to this analysis.1 Equation (1) could therefore be written in the follow-

ing manner for strictly linear models:

(2) (E/QMA)i =0y + alPAYRi + a,UNEMP + 0.3ADVi + aa(REC/QMA)i

+ a.PROB, + € w1, 2, ..., 9

5 i e

The volunteer enlistee groups studied in this analysis were 1lir ‘ted
to high school graduates of Mental Category 1, 2 and 3 and non-high school
graduates of the same mental categcries. Regression results presented here
_are for the following separate classes as dependent variables:

1. Category 1-2 high school graduate enlistment rates

2. Category 3 high school graduate enlistment rates

3. Category 1-3 total volunteer enlistment rates

4. Category 1-3 non-high school graduate enlistment rates

The method for determining service volunteers prior to July 1973
is described in Appendix D. The traditional method for determining the
mental category groups is presented in Appendix D.

The analysis of Army enlistment rates included regressions on groups
1, 2, and 3 described above. The analysis of Navy enlistments included
groups 1, 2, and 4 above as dependent variables in regressions. An anal-
ysis of Mental Category 4 volunteer enlistees was not attempted since
enlistment levels for the group are usually determined by service policies

regarding quotas.

METHODOLOGY

The rationale for the use of models with constant slopes versus random

component models varies with different studies of time series cross-sectional
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structures. One major reason for constant slopes in this analysis is the
fact that the principal exogenous variables available for enlistment

supply estimation are policy variables such as pay, recruiting and advertis-
ing. It is important to test the likelihood of estimating all parameters
under the assumption of the same directional response to policies across
all regions. Other reasons for the use of a fixed parameter model includes
the desire on the part of analysts to measure the effectiveness of nation-
wide policies -- or policies in the aggregate.

To test the pooled time series cross-sectional models for significance
and adequacy, the following procedure was employed:

1. First, perform regressions by ordinary least squares ' <chniques
with toth linear and log-linear forms on only‘the exogenous variables most
highly correlated with the dependent variable.

2. Perform regressions including all exogenous variables.

3. Perform regressions with all variables and include dummy vari-
ables as proxies for regional components of variance.

4, Perform a two-stage analysis regressing the dependent variable on
the exogenous variables as in 2 above and then regress the residuals on
the regional dummy variables.

This approach to the analysis provided important and varied informa-
tion at each step. From steps 1 and 2, a determination was made on just
how well the national scale model performs without regional component
proxies. Steps 3 and 4 were employed to show the adequacy of the models
as forecasting tools.

The linear model employed in steps 1 and 2 will be referred to as

Model 1 in this chapter; the log-linear model for steps 1 and 2 is Model
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2. The respective models used in step 3 are Model 1-R and Model 2-R.

The step 4 process was designed as a check on residual variation.

RESULTS OF ARMY REGRESSIONS

The Army's concern for obtaining a sufficient supply of high school
graduate enlistees has prompted the analysis of Mental Category 1, 2 and
3 high school graduate enlistment levels in most recent studies. In this
analysis, regressions were run against Mental Category 1-2 high school
graduate enlistment levels separate from those run against Category 3
high school graduate enlistments. This was done in order to ectimate
variable elasticities pertaining to the most suppiy-limited group of vol-
unteer enlistees -~ Mental Category 1-2 high school graduates.

The results of the regressions are presented in Tables 22-25.
Tables 22 and 24 show the results of regiessions which did not include
regionals (regional dummy variables); Tables 23 and 25 show results on
regressions with regionals.2 The results for all variables in the same
table were obtained from the same regression. The following information
is provided in each table.

o The coefficient egtimated via the regrsssion.

o The significance level based on a t-statistic for that variable.

o The elasticity or rate of change for the dependent variable per
unit change in the independent variable.

Regression results for Army Mental Category 1-2 high school graduate

volunteer rates indicate no statistically significant response to increases

in military pay across regions.
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The recruiting variable appeared in all regressions without regional
components for Army enlistment rates with a coefficient significantly posi-
tive at the .05 level or better. Inclusion of regional components reducad
the significance of the recruiting variable substantially. In fact, the
regional components are, in general, of much higher statistical significance
than any of the exogenous variables as de:iined in this analysis. It is also
seen that including regional components significantly reduced the recruiter
elasticities from .60-.75 without regionals to a range of .10-.30 with
regional components.

The amount of advertising by the Army appears to have a significant
effect on only one enlistment group — the Category 3 high school graduates.
Advertising elasticities for this group range from .16 to .25 at the .05-.01
significance level. Other volunteer groups appear to be rather less respon-
sive to increases in advertising expenditures.

The unemployment rate variable did not appear in significant prop r-
tions in any of the regressions. The results for this variable do not
immediately rule out its in-ortance for enlistment projections where post
1974 unemployment data can be used in the analysis.

The variable used in the analysis to represent the proportion of black
male youth in the population enters the hizh school graduate regressions in
significant proportions. The percentage of blacks in a region, however, may
be only a partial proxy variable in effect for attitudes toward the military
or a particular branch of service. This is reinforced by the occurrence of a
significantly positive coefficient in regressions without regional dummy
variables and the occurrence of negative coefficients in regressions with
regional dummy variables with a decidedly reduced significance for the black

proportion variable.
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The overall significance of the Army pooled time series cross-sectional
models for Category 1-2 high school graduates is summarized in Table 26.
The amount of variation in the enlistment data explained by che models
with no regional components is slightly greater than 50 percent. The
standard error of the regression ranges between 6 and 23 percent on the
mean of the dependent variable. With the inclusion of regional proxy vari-
ables in all regressions, the variables explain an additional 28 to 30 per-
cent of the variance and the standard error of the regression is decreased.
R2 values for Model 1-R and Model 2-R are .80 and .82, respectively. R2
and standard error measures are almost identical for regressions on the
other mental category groups.

Pay ratio elasticities are generally the same for both sets of models
tested in the regressions; however, the recruiting variable elasticities
tend to be sensitive to the inclusion of dummy variables representing
regional components. The apparent reason for this occurrence is the
attempt by the Army to place recruiters where larger elements of the mili-
tary available population are to be found. Based or this assumption, the
recruiting variable elasticity ranges between .10 and .33 for Category 1-2
high school graduates.

Regional dummy variables for census regions 4, 8 and 9 entered the re-
gressions at a significance level of .0l consistently. These proxy variables
represent variation in enlistment patterns for the West North Centrél,
Mountain and Pacific census regions. Appendix E contains a list of the
census subdivisions or regions for population estimation and the states con-

tained within these regions.

113



I St

Table 26

REGRESSIONS FOR ARMY CATEGORY 1-2 HIGH SCHOOL GRADUATES
REGIONAL VARTATION

Standard
Error of the Black Prop. Recruiter
R Regression Elasticity Elasticity

Model 1 Regressions

Wwith regionals? .835  .0017 (15%) -.109 .329
Without regionals .517  .0026 (24%) -.204 .747

Model 2 Regressions

With regionals .813  .160 (3.5%) -.132 .104

Without regionals .490 .236 (5.2%) -.159 .628

aRegionals = regional dummy variables.
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RESULTS FOR NAVY ENLISTMENTS

Regressions were performed against three different Navy enlistment
levels: these were Mental Category 1-2 high school graduate, Mental
Category 3 high school graduate and Mental Category 1-3 non-high school
graduate volunteer rates. The results of the analysis showed a dominance
of the recruiters per QMA variable in explaining the variance in the pooled
data. The only other significant variable in the analysis was the percentage
black youth population variable when no regional components were considered.

The results of regressions on Navy enlistment levels are summarized
in Tables 27-30. It is not possible to estimate the true range of
elasticity measurements from the results for the pay ratio, advertising
and unemployment variables. However, since no pair of the exogenous variables
exhibited high multicollinearity, the implication is that the effect of
changes in military pay, the youth unemployment rate and the Navy advertising
effort are only supportive at best tc the service's recruiting effort.

The recruiting variable elasticity is measured at about .75-.90 for
Category 1-2 high school graduates and .85-1.20 for Category 2 high school
and Category 1-3 non—-high school graduates. The predominance of the recruit-
ing variable in all the regressions was tested by examining different forms
of the recruiter variable in regressions for Model 1 and Model 2. The number
of recruiters was always a significant variable in the regressions.

Another exogenous variable of importance in the Navy regression results
is the proportion of black youth in the population (PROB). This variable
enters most log-linear regression3 with a negative sign and is significan®

at the .01 or .05 level when no regional components are included. The
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results indicate a possible .2 percent decrease in the quality group enlist-
ment levels for 1 percent increase in the proportion of black youth in the Al
regional populations.
The regional dummy variables in the analysis were almost uniformly not
statistically significant for the Navy accessions groups analyzed here. The
overall results for the analysis on Navy enlistments are presented in
Table 31. The R2 measurements show that a significant proportion of the
variance in the enlistment data for Mental Category 1-2 high school graduates
is explained by the Model 1 equation alone. The addition of the regional
compnnents in Model 1-R account for only an additional 4 or 5 percent of the

variance.

SUMMARY 0/ FINDINGS

The pooled time series cross-sectional models used in this analysis
provide for an evaluation of the Army and Navy pay and recruiting policies
across the diverse nine census regions. The results obtained from testing
these models may be summarized with the following observations:

1. The number of recruiters per QMA variable is the most significant
factor in the pooled models. Recruiter elasticities range from .08 to .68
for Army results and from .70 to 1.20 for Navy results. It must be con-
sidered, though, that this observation of recruiter impact may be due to a
very successful tracking of enlistment potential supply by service recruiters
and not simply a productivity measure.

2. The pay ratio variable defined in this analysis elicits no sig-
nificant response in regressions on Army volunteers nor in regressions on

Navy volunteers. Since the standard error of regression is smaller for Army
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Table 31

REGRESSION RESULTS FOR NAVY CATEGORY 1-2 HIGH SCHOOL GRADUATES
REGIONAL VARIATION

Standard
Error of the Black Prop. Recruiter
R Regression Elasticity Elasticity

Model 1 Regressions

With regionals® .901 .0035 (27%)  -.077 .861

Without regionals .860 .0037 (29%) -.112 .908
Model 2 Regressions

With regionals .846  .315 (6.97%) -.201 .633

Without regionals .733 .370 (8.5%2) -.201 .758

aRegionals = regional dummy variables.
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regressions than for Navy regressions, it is possible that more conclusive
results for the Navy could be obtained via a different method, perhaps
separate regional (.me series models.

3. The youth uaexployment rate does not appear to have a significant
effect on enlistment patterns across geographic regions. The unemployment
rate variable enters regressions with a non-significant and usually negative
coefficient. A regional time series analysis could possibly dispute the
measured elasticities from this analysis provided the most recent trends
(1974~1975) in unemployment rates are considered.

4. The percentage of blacks in the male youth population enters re-
gressions on volunteer levels in statistically significant proportions.
This indicates a sensitivity of Army and Navy enlistment patterns to the
black population distribution. The presence of this variable in the re-
gressions is assumed to be that of a proxy variable for service attitudes
or attitudes toward the two branches of service. The variable occurs with
greater significance in Navy regressions than in Army regressions. This
variable also performs as a camouflage for quality levels within the
services.

5. The amount of advertising appears to be an important factor in
the volunteer supply level of Army Category 3 high school graduates. It
is not, however, of significant determination for other enlistee groups.

6. The tradeoffs between the use of type 1 and type 2 models are
not always apparent. In most regressions, the standard errors of the re-
gressions as well as the standard errors of the coefficients are less than
20 percent, generally about 14 percent for statistically significant coef-

ficients. R2 values are greater fotr Model 1 type regressions than for
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Model 2 types. Because there is also a iack of complexity in the structure
of the type 1 equation with regional component proxies, the use of Model 1-R
is considered the best choice as a forecasting tool among the pooled models

considered in this study.
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Appendix A

ANALYSIS OF FISHER'S METHOD OF ESTIMATING WC AND WM

Fisher's method of estimating WC using data from Census Current Popu-

lation Reports1 for year-round, full-time male workers, age 14-19 (Y14-19)

and 20-24 (Y20-24) is replicated in this analysis. Fisher's estimating
equation was:

e = Hi4m18 * Ya0-24
The results of GRC calculations and Fisher's estimates (as reported in
several publications)2 are summarized in Table Al, which also contains an
estimate of the Consumer Price Index derived from monthly data. Following

the description of Fisher's estimating procedure described in Kim, Farrell

and Clague, it was assumed that the statistics reported in the Current

Population Report for a given year were for the third quarter of that year.

c estimated from the CRP to Wc reported

by Fisher (column 3) with the Consumer Price Index for that quarter pro-

Comparison of the rates of W

duces strikingly similar numbers. This comparison constitutes strong

evidence in support of the notion that Fisher used the real value of W, as

C

his estimate of the returns to not enlisting.

lU.S. Bureau of the Census, Current Population Reports, Series R60,
Consumer Income.

2Kim, et al., pp. 200-201; Hause-Fisher, pp. 131-132.

123

EREppo—




Table Al
ESTIMATES OF W, DERIVED FROM CPR AND REPORTED BY FISHER, 1957-1965

C
We - Relative
Quarter CPR Fisher . difference? ce1b
and ycar (1) (2) (3) (4)
3:57 6,859 6,999 98.0 n.a.
3:58 7,128 7,018 100.7 100.8
. 3:59 7,201 7,095 101.5 101.4
" 3:60 7,860 7,628 103.0 103.2
361 7,921 . 7,602 104.2 104.0
3:62 8,457 8,024 105.4 105.3
3:63 8,671 8,127 106.7 106.6
3:64 9,067 8,388 108.1 = - 108.0
"3:65 10,854 9,876 109.9 110.2

Bpelative difference = [Col. (1) # Col. (2)] x 100.
brbr the conth of June; 1957-59 = 100.

Sources:
' Col. (1): Kim, et al., pp. 200-201 (1958-1965); Hause-Fisher, pp. 131-
132 (1957).
Col. (2): Unpublished calculations derived from U.S. Bureau of Census,
Current Population Reports, Series P-60, Consumer Income, Nos. 33, 35, 37,
39, 41, 43, 47, 51 and 53.
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Table A2 summarizes Fisher's estimate and is shown below. Since
nominal military pay rates are subject to Congressional control, they
would be expected to display a fairly discrete pattern of movement over
time, changing only when Congress approved changes in military pay rates.
There, one would expect to find an estimate of nominal WM to display a
step-line pattern of movement with the steps occurring at the time of
Congressionally approved pay increases. Until recently, the Congress has
not been inclined to award nominal pav increases to first-term enlistees.
Fisher's estimates, contained in Table Al display a step-function pattern
of movement that is consistent with the notion that his estimates of
nominal (as opposed to real) returns to enlisting. WM remains extremely
stable in the earlier quarter and begins to rise more rapidly in the later
quarter. This pattern is consistent with Congressional neglect of nominal
first-term W, in the earlier years of Fisher's analysis. Presumably an

M

estimate of real WM would have shown some decline in these early years

because of inflatiom.
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‘Table A2

ESTIMATES OF Wy REPORTED BY FISIER, 1957-1965

Quarter and year Wy Quarter and year Wy
3:58 6869 1:62 6933
4:58 6869 2:62 6933
1:59 6933 3:62 6933
2:59 6933 4:62 6933
3:59 6933 1:63 7074
4:59 6922 2262 7074
1:60 6933 3:63 7074
2:60 6933 4:63 7276
3:60 6933 l:64 7276
4:60 6933 2:64 7276
1:61 6933 3:64 7276
2:01 6933 4 ;64 7307
3:61 6933 1:65 7307
4:61 6933 2:65 7307

3:65 7884
4:65 7884

Source: Hause-Fisher, p. 132; sce also Kim, et.al., pp. 200-201.
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Appendix B

COMPARISON OF FISHER DATA BASE WITH COMMON DATA BASE

Fisher's data base consists of six variables: enlistments, accessions,
population, uncmployment rates, military pay, and civilian pay. Enlistmants
and accessions are generated on the same data source by both the Fisher
data base and the common data base. They therefore should -nct differ from
one another by any substantial amount. Table B! compares Fisher's enlist-
ment aad accession estimates with those derived fér this study. With the
exception of four quarters, 1:58, 3:58, 3:43 and 1:65, the estimates differ
by no more than three percent. Fisher estimates his population variable to
include the male civilian population in the age range 17 thrcugh 20. Fisher
reports that he derives his estinztes from the Current Population Reports,
vhich present annual observations. Quarterly estirmates of population are
derived from these annual observations by linear iuterpolation., The Current
Populatica Reports include two possible.sources of population statistics.
One source reports population estimates as of July; the other source,
derived from school enrollment reports, reports population figures as of
October. Unfortunately, Fisher does not report which of these two series
he uses to generata his population estimates. The common data base uses the
population series gecnerated from the October figures,

Estirmates of tha rmale civilian noninstitutional population age
17-20 were derived for the ccrzzon data base from the Current Population

Reports. These estimates were obtained by lincar interpolation of the
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Table Bl

COMPARISON OF DOD ENLISTMENTS AND ACCESSIONS, MENTAL
GROUPS 1-3 (IN THOUSANDS), 1957-1965

Enlistrments/(in thousands) Accessions (in thousands)
(1) (2) (3) %) (5) (6)
Fisher Comon 2 = (1) Fisher Common (5) + (&)
Data Base Data Base
1957:3 68.9
A 38.8
1958:1 60.5 60.7 1.003 ' 101.4 106.3 1.048
2 55.2 55.5 1.005 96.6 98.8 1.022
:3 81.2 77.5 ~ .954 124.3 121.8 .980
A 54.8 55.0 1.0C4 96.6 97.8 1.012
1959:1 63.4 63.6 1.003 93.7 9.9 1.012
:2 54.4 54.6 1.004 72.6 73.4 1.011
3 80.4 80.9 1.006 109.5 111.1 1.014
H 58.8 59.0 1.003 87.0 88.0 1.011
1960:1 69.5 69.6 1.001 90.4 91.4 1.011
22 67.7 67.8 1.001 97.6 98.8 1.012
:3 97.0 97.5 1.00 130.1 131.5 1,011
HA "63.7 63.8 1.001 94.0 95,2 1.013
1961:1 76.0 76.3 1.004 92.7 93.5 1.009
22 67.4 67.6 1.003 73.8 74.1 1.0C4
:3 108.9 109.6 1.006 158.8 161.8 1.018
HA 76.3 76.8 1,007 139.0 141.2 1.015
1962:1 83.7 84.1 1.005 1.2.8 124.9 « 1,017
12 66. . 66.6 1.008 89.1 90.1 1.010
:3 90.0 91.8 1.020 113.9 114.0 1,001
% 57.3 58.4 1.019 76.7 78.4 1.022
1963:1 67.2 69.3 1.030 91.5 92.6 1.012
) 57.8 59.6 1.031 88.3 88.7 1.004
53 91.4 91.4 1. 130.6 130.4 .598
HA 61.3 61.3 1. 115.3 115.3 1,000
1964:1 77.6 77.6 1. 129.6 129.4 .999
12 65.3 65.3 1. 95.8 95.7 .299
3 90.1 90.1 1. 112.9 112.6 .998
A 51.3 51.3 1. 78.7 78.6 .999
1965:1 £3.5 57.5 .9006 89.6 83.7 .935
12 66.7 66.7 1. 120.3 120.1 .999
3 113.9 113.9 1. 183.0 186.6 .993
4 102.7 102.7 % 220.0 216.0 .982

Source: (1), (4) Hause-Fisher, p. 129
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October statistics that are reported by the Census annually. Estimates
for 17-20 yecar olds were derived froa the following cquacion:
P1720 = 1/2 F1617 + P1819 + 1/2 P2021,

wvherc P1720 is the 17-20 year old civilian, noninstitutional population,

P1617 is the 16-17 year old civilian roninstitutional population, P1S19

is the 18-19 year old civilian noninstitutional population, and P2021 is

the 20-21 ycar old population. The equation is modified for the ycars 1957

and 1958 to accomodate the fact that 20 year olds are reported with 20-24

year olds (20-21 year olds are not reported separately). For these years,

1/2 P2021 i{s replaced by 0.2 P2024, where P2024 is the 20-24 yecar old population,
Fisher reports th. ' he derives his statistics from the Current

Population Reports, but does not provide any further details as to how his

series is constructed., Table B2 compares the twou population series, for

the period 3:57-4:65. ©On average, the serics developed for the comron

data base is one perceat higher than the series reported by Fisher. This

overstatement is quite prorounced in the early part of the series, where the

population estimates developed for the common data base are as much as sevea

percent above those developed by Fisher. This discrepancy narrows to less

than two percent by late 1959 and remains within two percent (in absolute

terms) thereafter, except for one quarter, when it reaches 2.5 percent,
Fisher's unecployment rate is the rate for all cales age 18

and 19. His series is taken frcam unpublished Bureau of Labor statistics

figures. Table B3 cczpares Fisher's unemployment rate estimates

with those derivad fcor this study. The estimates are exactly the saze

in all but ono quazter (2:9635).
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Table B2

COHPAR&SON OF ESTIMATES OF THE 17-20 YEAR OLD MALE
CIVILIAN NONINSTITUTIONAL POPULATION, 1957-1965

(1) (2) (3)
Fisher Common 2) + (1)
Dat1 Base

1957:3 3633 3890 1.0711
1A 3717 3935 1.060
1958:1 3787 3979 1.051
22 3861 4025 1.042

:3 3935 4069 1.034

4 3997 4118 1.030
1959:1 4058 4168 1.027
12 4119 4219 : 1.024

:3 4180 4271 1.022

A 4261 4327 ' 1.015
1960:1 4342 4396 . 1.012
22 4423 4465 1.009

:3 4503 4533 1.007

24 4565 459 1.006
1961:1 4628 4637 1.002
12 691 4683 .998

:3 4754 4727 .994

A 4787 4762 .995
1962:1 4820 4780 .992
Y 4853 4797 : . 984
3 4886 4814 . .985

A 4900 4850 ©.990
1963:1 4913 4922 1.002
2 4927 4994 1.013

:3 4940 5067 1.025

24 5042 5136 1.019
1964 :1 5145 5204 1.011
22 5248 5270 1.004

:3 5351 5337 .997

24 5492 5426 .998
1965:1 5634 5555 .986
22 5776 5685 .984

:3 5918 5813 .982

24 5973 5912 : .999

Source: (1) Hause-Fisher, p. 130.
(2) U.S. Bureau of the Census, Current Population Reports, Series
P-20, Population Characteristics, School Enrollments.
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Table B3

COMPARISON OF ESTIMATES OF THE 18-19 YEAR OLD MALE
UNEMPLOYMENT RATES, 1957-1965

(1) (2)
Fisher Common
Data Base

1957:3 .098 .098
24 124 .124
1958:1 .204 .204
:2 .182 .184

:3 173 .173

:4 .157 .157
1959:1 .170 .169
:2 .145 .146

:3 .138 .139

:4 . .146 . 146
1960:1 .162 .162
22 .150 .150

:3 .135 .135

:4 .159 .159
1961:1 .203 .203
:2 .176 .176

3 .136 .136

s 4 .146 .146
1962:1 .170 .170
:2 .139 .139

33 .119 .119

t4 .131 .132
1963:1 .178 .178
:2 .178 .178

:3 .140 . 140

14 .144 .144
1964:1 .160 .160
:2 .161 .161

:3 .133 .132

S .135 .135
1965:1 .140 .140
:2 .157 .165

:3 ,106 .107

t4 .099 .099

Source: (1) Hause-Fisher, p. 133.
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Fisher's cstimate of civilian pay is gencrated as a weighted sum
of the year-round, full-time earnings of male workers in thc age groups
14 to 19 and 20 to 24. (Fisher, p. 247. He assumes enlistment at age 18.)
Table B4 comparcs Fisher's estimates to those generated from the common
data base compiled for this study. With the exception of one quarter,
4:65, the estinates are within three per cent of each other; they are
withia one percent of each other in all but six quarters, 64:3 - 65:4,

The most difficult variable to replicate was Fisher's estimate of

military pay. Recall that Fisher's estimate included basic pay, quarters

and subsistence allowances, and an imputed value for medical services
(Hause-Fisher, p. 64). He reports that his estim;te of basic pay and
allowances is taken from schedules giving base pay by pay grade that were
in force at the time of the observation. These estimates are used together
with estimates of average time in grade provided by the services to produce
a~erage pay for the first three-year enlistment in the military. Fisher
reports an estimate of military pay for 1957-58 that is equivalent to a
monthly average of approximately $193 for basic pay, allowances, and
medical benefits. Medical benefits are reported valued at $253 per year
(Kim, et al., p. 198). Thus we can estimate Fisher's measure of average
basic pay and allowances to be about $171. Using reasonable assumptions
about promotion rates and basic pay scales for 1957-63, the average monthly
value of basic pay over a three-year enlistment should have ranged between

$102 and $115.1 Deducting this estimate of basic pay from Fisher's estimate

lTwo promotion rates (slow and rapid) were used. The time in grade
assumptions associated with these rates, together with the relevant value
of basic pay, are described below:
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Table B4
COMPARISON OF ESTIMATES OF W

(1)
Cormron Data
Base
1958:1 7016,.00
1958:2 7033.76
1958:3 7077.38
1958:4 7095.24
1959:1 7114.09
1959:2 7111.77
1959:3 7128.68
1959:4 7255.13
1960:1 7416,42
1960:2 1535.47
1960:3 7625.00
1960:4 7594,41
1961:1 7607,90
1961:2 7615.01
1961:3 7629.31
1961:4 1750.24
1952:1 7863.52
1962:2 7953.42
1962:3 8017.C3
1962:4 8052, 88
1963:1 §0388.60
1963:2 8122.30
1963:3 8126.98
1963:4 8197, 39
1964:1 8272.30
1964:? 8349.72
1964:3 8509.70
1964 :4 8897.79
1965:1 9274.31
1965:2 9614.75
1965:3 9776.77
1965:4 9512,20

Source: (2) icuse-risher, p.
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1958-1965

(2)
Fisher

7039.00
7059.00
7078.00
7082.00

7086.00
7090.09
7095.00
7228.00

7361.00
7494.00
7628.00
7622.00

7615.00
7609.00
7602.00
7707.00

7813 ,20
7918 .00
8024.00
8050.00

8076.00
81C2.00
8127.00
8192.00

8257.00
8322.00
8338.00
8760.00C

9132.C0
9504.00
9876.00
10248.0

(3)
(2) + (1)

1,00328

1.00359

1.00009
.998134

.996052
+996939
.995275
+996260

.992527
. 994497
1.00039
1.00363

1.00093
.999210
.996420
«994421

an1c QR
L g

o’ bt =

.995546
1.00087
.999642

.998443
.997501
1.000000
.999342

.998150
.996680
.979824
. 984514

. 984655
.988481
1.01015
1.07735



of basic pay and allowances, it appears that Fisher valued the allowances
at°"$56-$69 per month. Since the quarters allowance for enlisted men was
$55.20 per month at the time, it is assumed that Fisher added the value of
the quarters allowance to his estimates of basic pay (using a liberal pro-
motion assumption) and his imputed value of medical services. Table BS
compared our estimates cf WM with those reported by Fisher. The estimates
range within 3 percent of each other, suggesting that the assumptions newly

adopted in generating an estimate of military pay for the common data base

were reasonable proxies for those employed by Fisher.2

ime-in-grade (ia menths) Monthly Basic Pay
Pay Grade Slow Promotien QRapid Promotion  Less than 2 2 years, less
years than 3 years
El 4 4 $78.00
E2 8 8 $85.80
E3 25 6 $99.37 $124.00
E4 io $122.30 $15C.00
3 year mencialy
average base pay $102 $115

2The relatively large differences occurring in the third and fourth
quarters of 1965 are the result of an error in Fisher's estimates. He
assumed the 1965 base pay increase occurred at the beginning of the third
quarter, when it actually became effective in September, the end of tle
third quarter. Adjusting Fisher's estimates for this error brings his
estimates to within three dollars of our estimates.
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COMPARISON OF ESTIMATES OF W

1958:
1958:
1653:
1958:

1959:
1959:
1659:
1959:

1960:
1960:
19690:
1960:

1961:
1961:
1961:
1961:

1962:
1962:
1962:
1962.

1963:
1963:
1963:
1963:

1964 :
19¢4:
190%:
1964:

1965:
1965:
19065:
1965:

£ W N -

£ W1V LN = DN W N = W N W N
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v

Source: (2) lause-Tisiaer, p. 122

-y,

IV A VLRI, TR AL AT PO N LTI Mo DA AT A b

Table BS

M'

(1)
Cormon
Data Base

6755.02
6755.02
6755.02
6755.02

6755.02
6755.02
6755.02
6755.02

6755.02
6755.02
6755.02
6755.02

6755.("
6755.0¢
6755.02
6755.02

6755.02
6755.02
6755.02
6755.02

6895.42
6895.42
6895.42
7255.42

7255.42
7255.42
7273.42
7305.42

7309.42
7309.42

7555.95
§049.00

-
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(2)
Fisher

68€9.00
6869.00
6933.00
6933.00

6933.00
6933.00
6933.00
6933.00

6933.00
6933.00
6933.00
6933.00

6933.00
6933.00
6933.00
6933.00

6933.00
6933.00
6933.00
6933.00

7074.00
7074.00
7074.00
7276.00

7276.00
7276.C0
7276.00
7307.00

7307.00
7307.00
7884.00
76884.00

£t 4 s o g g

1958-1965, FISHER VS. COMMON DATA BASE

3)
@) -

Diffcrence

113.980
113.9680
177.980
177.980

177.980
177.980
177.980
177.980

177.980
177.980
177.980
177.980

177.980
177.980
177.980
177.980

177.980
177.980
177.980
177.980

178.580
178.580
178,580

20.580

20.580
20.580
2.57996
-2,42004

-2.42004
-2,42004
328.053
<165.00



Appendix C

DESCRIPTIONS OF VARIABLES USED IN THE POOLED TIME SERLES
CROSS SECTIONAL MODEL REGRESSIONS

The specifications of variables used in the pooled time series cross
sectional regressions were the result of an expansive effort to obtain the
best estimates of the primary factors in the analysis. No reliance was made
on published estimates of civilian pay, youth unemployment rates, the edu-
cational stratification of the population, nor the supply of accessions
from different geographical lccations. All data variables except recruiting
and advertising were derived in-house by GRC staff.

The methods for obtaining the population variable estimates included
the processing of Bureau of the Census "Current Population Survey" tapes
for the yvears 1970 through 1974. The 1975 tase was not available to GRC
analysts. Also derived from the CPS tapes were the estimates of the 17-21
vear old male unemployment rates and the civi.ian pay received by 17-21
vear old males in the diverse regional locatioms.

True volunteer accession variables were derived from the USARECl files
for 1970-1975 and were extracted by region, race, mental category and edu-
cational group. The method for determining the enlistee mental categories
is explained in Appendix D. More prospective dependent variables were
derived than were in the analysis due to limitations of the independent
variables. The data were extracted on a monthly basis, then summed for

yearly estimates.

lUnited States Army Recruiting Command.
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Although the 17-21 year old male civilian population, the military
availables, was derived from census tapes, estimates of the physically and
mentally qualified population had to be obtained from different sources.
The use of disqualification rates against population variables is assumed
to provide a better measure of the potential enlistees to a branch of ser-
vice. A set of disqualification rates was obtained for this study from the
HumRROz master file of the mental category and physical acceptance rate
distributions of pre-inductees for the year 1972.

Disqualification rates were extracted at GRC from the HumRRO file by
race and by state of residence of the pre-inductee.3 State qualification
rates were grouped according to regional location and a set of nine qual-
ification factors was derived by weighted averaging. The disqualification
rates per region were assumed constant over time.

The military pay variables for the Army and Navy were derived by a
sequence of averaging processes on the total of basic pay, quarters and
subsistence allowances and the tax advantage on those allowances for pay
grades E1-E6 by years of service. The Army pay variable assumes expected
income by a new recruit is for three years of service, whereas the Navy
pay variable assumes a four-year expectation of pay. The military pay
variable does not change from region to region in the series; however,
the civilian pay variable had both regional and yearly differences. This
provided variation in the pay ratio variable attributable to regional dif-

ferences.

zﬂuman Resources Research Organization.
3

"FY?77 Qualified Military Available (QMA) Inventory,' prepared for
Headquarters, US Army Recruiting Command, General Research Corporation,
25 November 1975.

137



The recruiting and advertising data were obtained from the services.
Yearly estimates were derived from monthly Army recruiting data and from
Navy fiscal year data. Army recruiting data were broken out by recruiting
command regions and state distributions had to be calculated at GRC. The
state recruiting data were then grouped into regional data.

The variables used in the pooled time series cross sectional analysis

are listed on the following pages and have the structural form shown below.

Data Series Structure

1970 Value for 1970 1
1971 value for 1971 2
Region 1 1972 . 3
1973 ’ 4
1974 i 5
1970 value for 1970 6
1971 7
Region 2 1972 8
1970 value for 1970 41
1971 * 42
Region 9 1972 ’ 43
1973 i 44
1974 i 45
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ARMY RECRUITERS PER QMA PROPORTION OF BLACKS IN THE
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Appendix D
DETERMINATION OF TRUE VOLUNTEERS AND MENTAL CATEGORY GROUPS

TRUE VOLUNTEERS

Monthly estimates of true volunteer enlistments for the months prior
to July 1973 were made from an analysis of the lottery numbers of acces-
sions for each month. Volunteer accessions were calculated from the

following formula:

365
(L a
i=241

365

k = 365-240 ) +a,

ik

E, = true volunteers for month k. ’
a,, = total accessions with lottery number i in month k.

a_ = total accessions who enlisted before the lottery draw for

their age group.

By use of this formula, it is assumed that youth with lottery numbers
greater than 240 felt no draft pressure and are true volunteers. The
formula was derived by an analysis of typical distributions of enlistees
by lottery number. Enlistees who enter a branch of service prior to
publication of their lottery numbers and enlistees still 17 years of age

are assumed to be true volunteers.

MENTAL CATEGORY GROUPS
Classifications of enlistees by mental category are made bv use of
the Armed Forces Qualifications Test (AFQT) scores present on each enlistee's

USAREC accession file. The scores for the separate categories are listed

below:
Mental Category Group AFQT Score Percentile
1 93-100
2 66-92
3 31-65
4 11-30
5 0-10
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graphic divisions.

Appendix E
GEOGRAPHIC REGIONS

There are four census regions which are distributed into nine geo-

them are presented below.

Northeast Region

1.

New England Division (NE)

Connecticut
Maine
Masgsachusetts
New Hampshire
Rhode Island
Vermont

Middle Atlantic Division (MA)

New Jersey
New York
Pennsylvania

North Central Region

3.

East North Central Division (ENC)

Illinois
Indiana
Michigan
Ohio
Wisconsin

West North Central Division (WNC)

Iowa

Kansas
Minnesota
Missouri
Nebraska
North Dakota
South Dakota

South Region

5.

South Atlantic Division (SA)

Delaware

District of Columbia
Florida

Georgia

Maryland

North Carolina

South Carolina
Virginia

West Virgini
e rginia 150

These nine divisions and the states included within

South Region (continued)

6.

East South Central Division (ESC)

Alabama
Kentucky
Mississippi
Tennessee

West South Central Division (WSC)

Arkansas
Louisiana
Oklahoma
Texas

West Region

8.

Mountain Division (MD)

Arizona
Colorado
Idaho
Montana
Nevada
New Mexico
Utah
Wyoming

Pacific Division (PD)

Alaska
California
Hawaii
Oregon
Washington




