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ARSTRACT

A review of the work on distributions of characteristic (ch.) roots in
real Gaussian rultivariate analysis has been attempted surveying the develop-
ments in the field from the start covering ahout fifty yoars. The exact null
and nen-null distributions of the c¢h. roots have been reviewed and sub-asymptotic
and asymptotic cxpansions of the distributions mostly for large sample sizes
stndied by various authors, have been briefly discussed. Such distributional

ies of four test criteria and a few less important ones which are functions

h. =v0ts have further been discussed in view of the power comparisons made
in co jon wich tests of three multivariate hypotheses. In addition, one-
sample casc has also been considered in terms of distributional aspects of the
ch. roots and criteria for tests of two hypotheses on the covariance m .rix.
A brief critical review has also been attempted. For convenience in organiza-
tion, the review has been given in two parts: Part I. Null distributions and
Part II. Non-null distributions.
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PART I
NHLL DISTRIBUTIONS

1. INTROMICTION

In thi~ part of the review, the null distrilution of the ch. roots of
sariple matrices arising in thive tests of hypotheses will be discussed first
and then the one-sanple case {Section 2). In Section 3, four criteriua, namely,
1) Hotelling's trace, 2) Pillat's trace, 3) Rey's largest (smallest) root ard
11 Wilks! eriterion, recommended for tests of the three hypotheses and their
optimal properties, and further threeother less interesting eriteria will be

bricfly treated. In addition, tests of two hypotheses on the covariance matrix

will be considered in the one-sample case and also some tost statistics in this

connection. Sectinn 4 consists of the study of the densities of individual

ch, roots for which four different methods are treated. Distribution problems
of the two trace criteria are studied in Scction S discussinp exact, approxi-
mate and asymptotic cases und showing the relation between the moments in the
two cases. Section 6 contains a treatment of the distribution of Wilks!
criterion, the multivariate beta distribution and associated independent beta
viriables. The cxact and approximate Jdistributions arc considered. Other
2rarjstics of less importance ave discussed in Section 7,namely, Wilks' statis-

A oo i i

tic, Pillai's harmonic mean criteria and Bagai's statistic. Furcher, the one-
sinple case is taken up, treating the distribution problem of the likelihcod

ratio statistic for testing the covariance matrix cqual to a specific matrix
and thosc of sphericity, Wilks' sample peneralized variance, ratios of ch.
roots and clementary symmetric functions of the roots.

The review does not cover the material on complex Gaussian distributions
although they are treated in a large number of papers listed in the References

(For cxample, sec James, 1964, Krishnaiah, 1976).
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SULL DISTRIBUTION OF THL CHARACTERISTIC ROQTS

In nultivariate statisticil analysis often we wish to test one or more of
the following three hypotheses: (Pillal, 1987, 1960)

I} Equality of covariance mutrices uf two pevariate normal populations;

IT)  Lyuality of the p-dinensional mean veetors of & p-variate normal
pupulations having a common covariance matrix known as MANOVA (alternately
reieral lincar hypothesis); and

1) Independence between a p-set and a g-sct (p £ q) in a (p+q)-variate
nerymal pupulation xnown as zero csaonical correlation (2CC).

Tosts praposed for the above hypotheses are generally invariant tests
(Roy, 1357, Lehnmann, 1959) which have been shown to depend, under the null
hypathe<es, only on the characteristic roots of matrices based on sample
observatiuns. lor example, in I), the tests depend on the characteristic
roots of ql‘%l + §2)'l, where §l and §2 denote the sum of product (SP) matrices

with n and n, degrees of frecdom (df) and where both nye zlmost cverywhere
positive definite (aepd). Thus §‘(§ + ‘2)'l is acpd whence it follows that
all the p ch. zootq are grunter vhan zero and less than unity. in II), the
matrix is S (s + 87} , where § denotes the between SP matrix of means
weighted hy the sn;plc sizes with 2-1 Jf and S denotes the within SP matrix
(pooled trom the SP matrices of £ samples) wi;h N-£ Jf where N is the total
of the sizes of the & samples where S is acpd and S* is at lcast positive
semi~definite of rank ¢ = min(p,Z-l)? Thus, ae, s~of the ch. roots are
greater than zero and less than umity and p-s remaining roots are zero.

In I11), the matrix is 51§312§--§19’ where S11 is the SP matrix of the sample
of observations on the p-sct of variables, oo that on the gq-set and S129
the SP matrix between the observations on the p-set and those on the g-sct.
If p £4q, ptq < n', the sample size, then ac the p ch. roots of this matrix
are greater than zero and less than unity,

In 2ach of the thrce cases above, if the hypotheses to be tested is true,
the s ¢ p non-zero ch. roots bihi=l,...,s, where 0 < by 2b, 2.8 b, <1,
have the same form of the joint demsity function which was independently
obtained in 1939 by the five authors, Fisher (1939), Girshick (1939), Hsu

(1939), Mood (1951) and Roy (1939). This joint density can be written in the

form
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f<. f{hl.....h\i Cls,u,n) b?ll-ht)" 4 th‘-hi), 0« hl [y hg 1,
s 1+

wliere _
(2.2) Cis,m,n) . Hﬁz B AT[R2melness ie ) /T MM i D P[00 B0 2] 1(072) ),
1=]

Here m and n ure to be understood differently for different situations. For
exampie, in I),

(2.3 m o« 3(n -p-1}, n = &(ny-p-1).

In 11),

(2.4) nr A[G-15-pl-1), n = B{N-2)-p-1].
In (11,

(2.5) m = (q-p-1), n = 4{(n'-1-q)-p-1].

Note that m and n in (2.3) to (2.5) could h» written in terms of v, and v, df,

for example, in 1), v IR UTAPLUTY in 1), vl-z- »Vo" =N-2; and in III), V"4 and
-1

v,-n' -1-q, where q is the df of the matrix Sl,S,,Sl, and n'-1-3, of
‘11-9123_;5 Further, (2.2) may be rewritten in terms of ) and Vye

Altcrnatcly, there is interest in considering the cii. roots of Sls;l,

5787 or (8),5308,0) (5;,-5,,5008, )1 given by £ = b./Q1-b), sl,...,s,
where 0 <« fl Seel fs < w,  The joint density of fl"“’fs may be obtained
from (2.1) in the form menssel

(2.6) g(f),...,£) = C(s,m,n)_ n [f"/(1+f )] 2 (£-6,), 0 < £ 2..26, < =
i>j

The form of the density in (-.l) will be called Type I and that in (2.6),
Type I1.

Further, if B; * nbi, i=l,..,s, as n+, the density of ByreeeoBg is
given b, (Nanda, 1948b) .

(2.7 h(g},....85) = K(s,m) n (..1 e ) no(gg “8; ), 0<g c..c8 <™
ix] i>j

s
where K(s,m) = nﬁs/ N {r{$(2mei+l1) ] (i/2) ).
i=l

The density (2.7) is of interest, cspecially under the hypothesjys I)

1 df and
covariance matrix 21, denoted by N(p,vl,z ), the density of ch. roots of

since S1 has a Wishart distribution (Wishart, 1928) with v

] E'l when 21 is "nown, could be written in the above form.

=11
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Again, it is easy to sce that many of the commonly used distributions in
statisties are special cases of (2.1)(or (2.6) or (2.7)). For example, if p=l ]
in (2.3), K Jdistribution is obtained from (2.1) or more directly from (2.6) and
chi-squared distributivn from (2.7); if =2 in 72,4), similarly is obtained
trom (2.0) the density of Mahalanobis' D° (Mahalanobis, 1930, 1936), %
(Hotelling's T° (Hotelling, 1931)), if t=2 and pel Fisher's z (student's t}; i
it pel in (2.5), from (2.1) is obtained the density of the multiple correlation 1
eefficient, 1f pel, qu=l that of the simple correlation cocfficient; and others.

An outline of the derivation of the distributions given above will be
deferred to later sections (Scetion 6; Section 9, Lemma 9.1). For the
derivation, in addition to the r. ‘crences preceding (2.1), references may be
made to James (1954), Deemer znd Jlkin (1951) and Olkin and Roy (1954). In
order tu Jiscuss the usefulness of these distributions it may be appropriate
to consider hriefly the important test statistics in the literature which are
functions of the ch. roots. These will be considered in the next section.

3. SOME TEST CRITERIA

Four statistics which arc commonly used for tests of the three hypotheses
considercd i1n the previous section are as follows:

5
1) Hotelling's trace, U(s) = X Fi' (Pillai, 1954, 1955), with Hotelling's
ix]
72 = v u(5), (Hotelling, 1944, 1947, 1951);
0 2 » wotelling, 19448, » )

2) Pillai's trace, V) = _%l b, (1954, 1955);
i=
3) Roy's largest (smallest) root, (1945, 1957); and ‘ ]
4) Wilks' criterion w(s) = ; (1-b,), (1932)
“ ' g Y ' ?

The statistic 1) is known as Hotelling's trace and less frequently as
Lawley-Hotelling trace, Tg which was preposed by Hetelling in 1944 as a
gencralized T-test and measurc of,multivariate dispersion has been previously
considered by several authors, Lawley (1938) as a gencralization of Fisher's
z-test, Bartlett (1939), and Hsu (1940ajwho also obtained the null density for
s=x2 and the first and second non-central moments of the statistic explicitly.
The statistic 2) known as Pillai's trace which was proposed by Pillai in 1954,
(Pillai, 1954, 1955) was considered by Bartlett (1939), Hotelling (1947) and
Nanda (1950). Wilks' criterion proposed in 1932 for test of hypothesis II)

- e e et R
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v sometiries denoted by Kilhs' & (older notation), Up.u vt and more
recently hy N(\) {see Pillae and Jdayachandran . 1967, Iﬂda)%uulis the oldest
of the four test criteria but although the exact distribution was studied and
percentage points obtained hy Schatzoft (1966b),Pillai and Gupta (1969) and
Lee (1972) only three decades later,a chi-squared approximation to its density
suggested by Bartlett (1938, 1947a) and a beta approximation by Rao (1951,
1952} enabled the carly use of the criterion. Further, Pillai (1955) proposecd
Wilks' criterion for test of hypothesis I) as well. The use of the other
three eriteria was facilitated hy the pioncering statistical tables of Pillai
(1957, 1960}, The monotonicity aof powers* of these criteria with respect to
cach population deviation parameter (sce Section 9) has heen studied by
various authors (Das Gupta, Anderson and Mudholkar, 1964 , Anderson and
llas Gupta, 1964a, 1964b , Roy and Mikhail, 1961 , Mikhail, 1962 , Srivastava,
1964 , Mudholkar, 1965 , Perlman, 1974 , Eaton and Perlman, 1974 ). For II),
the admissibility of U(’) and the largest root has been established by Ghosh
(1964) against unrestricted alternatives and Schwartz (1964) that of V(S) in
the same sense.  Kiefer and Schwartz (1965) have shown that V(S) test is
admissible Bayes, fully invariant, similar and unbiased. They have also
shown that W(S) is admissible Bayes, under a restriction, although
admissibility could be established without this restriction. Giri (1968)
has shown that V(S) is locally best invariant test for I) against one-sided
alternatives. Pillai and Jayachandran (1967, 1968) have madec exact power
comparisons in the two-roots casc of tests of cach of the threc hypotheses
based on the four criteria and have shown that Ucz), ch) and w(z) compare
favorably and behave somewhat in the same manner in regard to the three
hypotheses but the largest root has lower power than the other three when
there are morc non-zero deviation paramecters than one. Schatzoff (1966a)
has similar findings in the casc of II) in his monte carlo study. Again
for I1), Fujikoshi (1970) has obtained some approximate powers for U(s),V(S) and
w(S) and Lee (1971b) some approximate powers for s=3 and 4, and Pillai and
Sudjana (1974) cxact powers for U(S) for all the three hypotheses and
approximate powers for s=3,4 and 5 for II).

®

Although such aspects should be discussed under non-central distributions,
this discussion is included here to give some idea of the relative importance
of the different test criteria which would help the understanding of
subscquent sections.
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Lxact power comparison of tests of 1) bused on individual roots have been
e by Pellar aml Al-Ani ¢1970) and for II) and I111) by Pillai and Dotson (1909).
Although the larpest root has generally more power than the other roots, in small
samples it appears that the smallest root or the middle root can have more :
power than the largest.

It may he noted that Wilks' criterion isafunction of the likelihood ratio i

criterion (&re¢) for II) and III) but not for I). For 1), the statistic '
n

s
n b.l ‘(l-bi) 2 is a function of the frc modified by Bartlett (1937) replacing
izl

P i B it

sample size by df. The unbiascdness of the test has been shown by Suguira and 1
Naga (1968) against onc-sided or two-sided alternatives while Wilks' criterion
has been shown so far to huve optimum properties only for one-sided alternatives.
Again for two-sided alternatives Roy (1957) has shown the unbiasedness of the
largest-smallest root test, No study has been made concerning U(s) and V(s) in i

the two-sided case. Some progress in this direction is made at Purduc University.
A few other statistics are available in the literature which are less
important thun any given above:

3
§) Wilks' statistic, 250 = 1 b, (1932)

i=]
s {
. . . (s) -1 -] {
o) Pillai's harmonic mean, "l = () bi /s) 7,
i=]
s s
{s) . ¢ 21(1-b1)"/s)" and H{%) = ( § £]1/9)71, (1985)
= i= i=]

and 7) Bagai's statistic, Y(s) - 'ilfi (1962a). i
i=

Wilks' statistic Z(s). has been considered by (Gnanadesikan, Lauh, Snyder j
and Yao, 1965, Roy, Gnanadesikan and Srivastava, 1971). Hsu (1940a)has studied
the moments and distribution problem of Wilks' statistic. The density of Z(s)
has been obtained by Sudjana (1973b) and power comparisons made for the two-roots
casc with those of the four test criteria i) tu 4) for each of the three
hypotheses I) to I1I). The results show that the test is generally behind in
power to U(Z), V(z) and w(z) but has greater power than the largest root. This .
general discouraging aspect of the power of the test was confirmed independently
by Hart and Morey (1976).

Approximations to the densitics of the three harmonic mean criteria have

babias .

i@

been grven by Pillai (1955). No adequate power studies have been carried out
for the harmonic mean criteria or Bagai's statistic.
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In the one-xample cise 1.0, aa the case of a single covariance matrix,

~he following hypothesex are uf great interest:
wy o= (wpccxficd) 11 a p-variate nurmsal population N(u,kL).

V) L = 3 “O'Q > 0 unknown and L, spectfied in N(u z)

For IV), Roy (1957) has <ugge%tcd the largest- sualles: root test based on
his unton-intersection principle of hypothesis testing. Schuurmann und Waikar
(1973) have studied the power function of the test in the bivariate case and

shown that the test based on the acceptance region (u'i L :'2P <u) = 1-2a a |
where tinlg‘(i-l,...,p with sm=p) considered by Clemm, Krishnaiah and Waikar
(1972) enjoys generally less power than the test studied by Thompsor (1963)
and Hanumara and Thompzon (1968) whuse acceptance region is given by ;
Preat < 2, :itp 5 K= 1220, Pr(iy . ') = l-a. However the exact values of i
L' and 2" were given only for yw.2 and approximate £' and " computed for p 3 3
by taking scparate lower a% points for %y and upper a% points for £ _ so as to
obtain a 2x level test, Further, some exact powers have been given by i
Sugiyama (1972a) for the bivariate casec based on the largest root test alone

and Muirhead (1974) has obtained approximate powers for the same test using

asymptotic ¢xpansions against the alternate hypothesis Z x AI for §-2 and 3.

P R.
A second test for IV) is based on the statistic L = 1! gg ¢ jx]l ¢ 3
izl
{Anderson, 1958) is a function of &rc where the gis follow (2.7) with s=p and

v df. The cxact distribution of I has been obtained by Nagarscnker and Pillai

e W B b

(1973) using inverse Mcllin transform and percentage points tabulated for
p=2(1)10. The unbiascdness of the L-test has been shown by Sugiura and Nagao
(1968). The monotonicity of power function with respect to cach of the p ch.

roots of & 56 has been established by Nagao (1967) and Das Gupta (196Y).

For hypothesis V), 2rc is a function of W = n 8; /( f 8; /p)p (Anderson, 1958)
i=l i=l

which is the sphericity criterion of Mauchly (1940a,b) who obrained the null

distribution for p=2, Nagarsenker and Pillai (1972, 1973) have obtained the
exact null distribution of W in series form and tabulations of 5% and 1% points
for p=2(1)10 made. The unbiasedness of the test has been shuwn by Gleser (1966),
Sugiura and Nagao (1968), Muirhcad (1976) has computed some powers in the
two-roots case based on the distribution of W which he has obtained as mixtures

'
of F distributions.

e e e e m e e



In the theory of principal component analysis (Hintelling, 1933, 1934)

1t ts well beown fua® the variances of the principal components are the ch.

i roots ot the covariance matrix £. Since the maximum likelihood estimates of

the ch. raot» are the ch, rootslnf the nie of £, it is ecasy to see that the
' individual £, in (2.7) and its density arc of added interest. Thus the next

section is devoted mainly to the study of individual ch. roots from (2.1),
1 2.0} and (2,71,

F 4. INDIVIOUAL CHARACTERISTIC ROOTS

[ Four Jdifferent methods have heen developed over the years for the study
of the distributions of individual c¢h. roors as follows: a) Roy-Pillai

reduction formulac b) Mchta-Krishnalah pfal_ians ¢) Davis differential

cquations (de's) and Pillai-Fukutomi-Sugiyanma zonal polynomial series

4,1 ROY-PILLAI REDUCTION FORMULAE

Consider the integral over the domain 0 < x

| SXag & SXExel
1 of the function

k X
(4.1) 1 x-x)" i (x;-x;),
i=] is) )

where q,r +-1 and t is independent of the x's. Let Qy»Qas+ - Qg be real nu

TS
greater than -1, Let us denote ay V(x;qk,...,ql;r;t) the psuedo~determir

r——'“ L= 3

A

2 qk T
f X, (%)) e

(4.3) VOX;qusQp_ysee+0QqiTit) = (g +r41)7

= (pseudo in the sense that the determinant has be be cxpanded preserving the
. order of integration)
X q tx X q tx

\ k r k 1 T k

& fu X, (1=x )% e e, .]a X, (-x) e T dx

i . . . . [ . L] . . . . . . L] . . . . - L] . L] . L] .

? (4.2) [ ] . * » [ ] . L) . L4 . . L ] L] L] L] . . * L . . L] . L] L)

% x tx, x . X

2 4 |
dxl. | Xy (1-x1) ¢ dx

0

1

Then it is casy to see that the integral of (4.1) can he expressed as (4.2) with
qj = q‘j-l(j‘l.oto,k)l

Pillai (1954, 1956b) has proved the followi. g theorem:
Theorem 4.1,

The pseudo-determinant
1als g, g M o)y,
where A(k) = -IO(x;qk;r+1;t)V(x;qk_l,...,ql;r;t),

"
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E 10 .
i
i 3 A
a“'l = 2 J:{ {-l)}"j'l [(x;qkivqj;.h'*l;2:,\"3;qk_lpo-'q‘j.llqj_ly"'»ql;r;t}' ]
C(kl L Wx;qk‘l,qk_,.-u‘ll;l'it)n : %
DU‘) = V(x;qk,...,ql;r:t)-\'(x;qk*’ 0‘1;;_1»--'!“1;””' ’

4
X b tx

b tjtIzj'zmd Hx'azh;e) = [ x*(1-x) e dx.
0

ln(x';a;h;t) . xn(l-x) e

SN

A< a special case of Theorem 4.1 (a sccond special case will be shown
Jater for the mgf of V(s)) putting t=0, qj-m+j-l,jnl,...s, tne following
reduction formula for the cdf of the largest root b_ is obtaineu: (Pillai, |
1954, 1956h) | )

. - (4.4) (menes)V(x;mes-1,...,m;n;0) = -Io(x;u¢s-1;n¢l;O)V(x;més-z.....n;n;O)

L
_ 220 T T (kg mese -2, 200 150) VI  mes <2, me 5 03 -2, .., m30;0)
] ins-1

Using (4.4), Pillai (1954, 1936a) has ohtained cxplicit expressions for the
; cdf of bs (s=1,...,s) in terms of incomplete beta function.. However, for
‘ larger values of s computation is extremely prohibitive and for this rcason
an approximation of the cdf of the largest root at the upper end has been
sugpested by Pillai (1954, 19562, 1965a). This approximation will be
discussced later.

in it ik

iR,

; The problem of obtaining the cdf of the largest root has been investigated
first by Roy (1945, 1957) who gave explicit expressions for its cdf for s=2,3
& and 4. Nanda (194%a) also gave such expressions for s=2(1)5, but no general
expression. Pillai and Dotson (1969) has proved the following lemma:

[P

Lemma 4.1. If b; and bs-i¢1 are the ith and (s-iﬂ)th roots (i=1,...,s) |
where bl""'bs follow the density (2.1), then ‘

r (4.5) Prib; £ x; m,n) = l-Pn(bs_i+1 s 1-x;n,m),
where on the right hand side of (4.5) m and n are interchanged.

r Koy (1945) has also given an expression for the cdf of the ith root 4

(i=1,...,s). However the expression is not correct and even the total
probability for the whole range does rot cqual unity. Pillai and Dotson
(1969) have given the co-r.ct reduction formulac for the smallest rnot,

compututions for larger values of m cannot be easily made as is usually the

s2cond largest and sece. « smallest roots. (Formula (4.5) is not useful when ’ j
1

casc.) They have also given upper 5% and 1% points for the smallest root for
p *2 and 3 and middle root for p=3.
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Rerurning to the prol v of the extreme roots, Pillai (1965a) has obtained
Neneriel exXpreosoan e appragratang W the apper end the odt of the largest of
~ naneanll el roots, Hhiese expressions are the only souree for computing the
vt of the Largest ey voot for Laoger values of s, and are piven below,

(1 s ovven, Fhe approximation to Pr(hs‘; X} tar even values of s s piven by
t=1

.oy 1+ 1zl(-l)1 ku#s-i Io(x;n+s-i;n+l;0), km#s'o’ where
n
kmos-i x (monos-i+l)'1[C(s,m,n)V(l;m*s-l....,m*s-i+1,m‘s-i-l,...,
m;n;O)-(m»s-i+1)km4s_i¢lL,
- . . s . s=1.700  (2mes-j+l
Cls-1,m,n )V(1 mes=-1,... nes-i¢l,mes-i-1,...,m;n;0) = [(i-l)jHlT7;7§i73%:3%TT }.

(ii) s odd. The approximation to Pr(d s S x) for odd values of s is given by

cmens s-1
4.7 I{x:m:ni0) + ] (-l)i X

R{mel,nel ymes-i;n+1;0).

i=1 m*s-iIO(x'
The approximation neglects terms involving (l-x)r"+l, r>1, in the development
of the cdf obtained by rcpeated application of (4.3).Pillai (1954, 1956a, 1957,
1900) gave the upper S and 1% points of bs for s=2 and 5 using his
approximation formulae. Scn (1957) computed similar upper percentage points
for three roots and Ventura (1957) for four, both following Pillai's method.
Pillai and Bantegui (1959) gave such tabulation for s=6. All thesc percentage
points were given for values of m=0(1)4 and n varying from 5 to 1000, Further
Jacildo (1959) extended the tables for s=2 and s=3 for values of m=5,7,10 and
1S and the same range of valus of n as before.Pillai (1960) has published all
these percentage points for s=2(1)6. Further,Pillai (1964a) has given such
percentage points for s=7 for values of m=J(1)5,7,10 and values of n as before.
For all the computations up to s=7 the approximation was obtained for each s
since the general expressions (4.7) and (4.8) were obtained only in 1965 when
percentage points were also given for s=8,9 and 10 for values of m=0(1)5,7,10,15
and n as before (1965a). Similar percentage points for s=11 and 12 are given
in Pillai, (1970) and for s=14(2)20 in (1967b). Further, percentage points for
$=2(1)10 and s=13(1)20 arc available in two mimeograph reports in the Department
of Statistics at Purdue University (Pillai, 1966b, No.76, 1966a, No.72).

Nanda (1951) has given upper 5 and 1% points of the largest root for s=2
and very small values of m and n(m=0(4)2;n=4(4)10. Foster and Rees (1957) have

tabulated the percentage points (80,85,90,95 and 99) of the largest root for
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%= ms=11,5, U(1]9 and nel(1)19(5)49,59,79, Foster (1957, 1958) has further
extended these tables for values of s=3 and 4. The arguments they have used
for tabulation arc the degrees of freedom, Heck (1960) has given some charts
of upper §, 2.5 and 1% points for s=2(1)5, m=-¢, 0(1)10 and n 2 5.

In the one sample casc reduction formulae for individual roots could be
obtained from these discussed above by the method used for obtaining (2.7)
from (2.1). For cxample, for the largest root the reduction formula for the
onc sample case can be obtaincd from (4.3) in the following manner:

Let w(y;qk,..a,ql;-l) denote the pseudo-determinant obtained from (4.2)
by putting r=0, t=-1 and Xy changed to yi(i-l,...,k) and x to ) where
Oy Lver &YV <™ then

(4.8) W(y;q.,.000q55-1) = -I5(yia,-1IW0rq) j0e- 0=l
] .
v2 ) (-pFIt

j=k-1

+ q WOyiqpl,qp yreenqpi-l),

I(Y;qk’qj;'z)"(y;qk-l poee DQj§liqj_lD L] oql;'l)

tylly
0.

Hence the cdf of g can be obtained from that of bs and similarly those of other
individual roots. Nanda (1948b) has given explicit expressions for the cdf of
the largest root 8 for s=2(1)5 and similarly the smallest root and middle root
for s=3. However since the computation is prohibitive for larger values of s
Pillai and Chang (1968, 1970) and independently Hanumara and Thompson (1968)
obtained an approximation to the cdf of g (approximating at the upper end)
starting from Pillai's approximation for the cdf of bs in (4.6) and (4.7) and

Y q q
where 1(y;q,t) = [ yle ° dy, and Ip(y;q;t) =y e
0

using the method for deriving (2.7) from (2.1). The approximation is as follows:

(i) s even. The approximation of Pr(gs,i y) for cven s is given by

-l - 4
(4.9) 2 (- 1fkm’s (Y e kw0
here k. . = 1}151297{ i1 0 o i+1) - (mes-i+1)k.
WHETC Kmes-i (s-1,m) i~ 1)(¢) 5ul (2m+s-j ms-1 mes-i+l’

(ii) s odd. The approximat.on to Pr(g S y) for odd s is given by

mes-1 -y

(4.10) W'f gegdg+ Z ( 1)1 km"s ly e .

Pillai and Chang have tabulated (1968, 1970) upper 10,5,2.5,1 and 0.5% points
of 8 for s=2(1)20 and df ranging from 2 to 200. Hanumara and Thompson (1968)
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have tahulated upper percentaype points as above except 10% for s=2(1)10 and
also lower percentage points for the smallest root derived in view of lewma
(4.1}, Larlicer, Thompson (1962) had tahulated upper percentage points for

wad,

4.2 MEHTA-KRISHNATAH PFAFFIAN METHOD

Mehta (1900, 1967) has developed an alternate method of reduction of the
pscucdo-determinant in terms of double integrals which was extensively used
with extensions by Krishnaiah and associates (Krishnaiah and Chang, 1970, 1971b,
Krishnaiah and Waikar, 1970, 1971b). The reduction is as follows: Let ]

k
(4.11) (78 L% LU AR L) I T [ Val(XypeoesXp3Qyreesrqy) I {w(x,)dxy),
A LAY £'§F1£°-£FRSF" 6'*1 ke el L AVEIE
q. 4
where Vo(xl,...,xﬁ;ql,...,qk) = I(le)ikj-l,..,kl. Further, let

t t oMo
Fo(x',x") = [ F_(x',u)u"w(u)du, F_(x',u) = [ vip(vidv.
r o T T "

and F;(x',x") = F:(x',x")-F:(x',x“). In addition, let

95 . &
DIX',X"5q) 50 4Qp W) = l(fq.(x'.x"))i.a-l.-.-.2fl‘
1

q. . 3
and 6 (x',X"5q), 0000850, 50) = |(fq;(x'.x")lx,j-l,...,t-l.t.l,.,2f+l|“.

Note that hoth)D and Gt are pfaffians., (If T is a skew symmetric matrix of
even order, |T|* is called a pfaffian.)

Lemma 4.2, Let ¢(x) be a function such that the integral given in (4.11)
exists and let x' < x" be real constants. Then

(4.12) ?(x',x";ql,...,qk;co = D(x',x";ql,...,qu;W)/f! when k=2f

2f+1

(4.13) = .21 (-ﬁé‘qu.(x',x")Gi(x',x";ql,...,qu‘l;v) when k=2f+l,
i= i

PO S 7> Sy

Mehta (1960) proved (4.12) in the special case when qixi-l, i=l,...,k
and y(x) = e'xn x*. Krishnaiah and Chang (1970 , 1971b) proved the above
lemma using Mchta's method (1960) for the case when qixi-l,i-l,...,q. Lemma
(4.2) is due to Krishnaiah and Waikar (1970, 1971b). It is obvious that
(4.11) multiplied by appropriate coefficients include as special cases the {
cdf's of the largest root from (2.1) and(2.7).

Now in regard to the jth root, x., i < j <k,

(4.14) Pr(xj £Xx) = Pr(xj .

+1 $x)+ Pr(x1 < ... < xj CX XS e € xk)

1 ) i
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which gives o recurrence formula for the cdf of intermediate roots. Once the
cdt’ of the largest root is known it 1s enough to evaluate the second term on
the right «ide of (4.14), (A similar approach knowing the cdf of the smallest
root first i< alse available.) Now develeping VO( ) in (4.11) by the first j
columns (noting that in the densities (2.1) and (2.7) qi-i-l) and using lemmu
4.2 to cvaluate the integral

(4.15) Pr(xj e x) = Px-(xj‘)l ¢ x) +¢ El t ?(a,x;qi....,q;;v)W(x,b;q;‘l,...,q&;%‘,

where (a,h) 1s the rangs of the variables and ¢ the constant in the joint de ,uxy
in question and qi T el T q; is a subset of the integers 0,1,...,k-1 and

q;+l el qi the conmplement set, xl denotes summation over all(:) possible

choices of qi Tees QL Further, Krishnaiah and Waikar (1970, 1971b) have
obtained the joint density of any subset of consecutive ordered roots in a
similar manner.

Based on the joint distribution of the largcstandsmallestrootSbl and bs
obtained by Krishnaiah and Chang (1970, 1971b) by methods described above,
Schuurmann Waikar and Krishnaiah (1973) have obtained values of x such that
Pril-x :.bl < bs £ x) = 1l-a for a = 0.10, 0.05, .025, 0.0]; m=0(1)5,7,10,15;
n=5(1)10(2)20(5)SC and s=2(1)10. Since optimal choice of x' and x'" is not
known, the authors carried out these tubulations fcr facilitating Roy's
two-sided test of hypothesis I). Tables for the upper percentage points of
bl has also been given by Schuurmann andWaikar (1972). Further Clemm,
Krishnaiah and Waikar (1972) have tabulated the values of u such that
Pr(u-l < -5_2.sg_u) * 1-a where £, = Zgi(i-l,....s) for values of a =
0.05, 0.025, 0.01, 0.005, s=2(1)10(2)20, and df = (p+1)(1)20(2)30(5)50.

This again has been to facilitate Roy's two-sided test of hypothesis IV).
Thompson (1962) had computed the same for s=2, They have also provided
various lower percentage values of 25. Further, upper percentage points of
the individual roots zi = Zgi(ixl....,s-l for s=2(1)10 and the above values af
df have been given by Clemm, Chattopadhyay and Krishnaiah (1972).

4.3 DAYIS DE METHOD

A third approach is due to Davis {1972a, 1972b) who has shown that the
marginai density functions of bis(gis} satisfy a system of ordinary differential
equations of Fuchsian type. Let VisVy 2P in (2.1) so that s=p. For notational
convenience let ci-l-hi(ixl,...,p). Further define Dr(t,c) = {0 < X <
CC X € ees €KXy < 1}. Then the marginal density function ft(c) of C, is
given by

eee X
t
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)dx

(t,e) 7 P17 |
p-1 }

vhere dx = 1 dx » it is proportiched to i
RN |

$lup-p-1)  Rlv;-p-1) p-1
¢ T (l-¢) $(x) 1 {c-xi)dx,
tt,e) =~ el -

‘here oS dcnotoes joint density of the
where 4 denotes *p-l,vz-l.u‘-l and ép’"z’vl enotes the joint density

'tt(c’ ] j“p-l é ,vg,vl(.‘l,...,Xt_l,c,xt..u,x

lﬁ"l

cis. Again, define
Vplex) = $(x)E (X o)) ee(eoXg g 1 g W(T=0s1seeeyp-1),

j the summation being extende? over the (p;l) sclections of integers
; a(l) « ... < a(p-1-r) from che set 1,2,..,p-1. When r = p-1, the sum is taken
to be unity. Now introduce the p functions

by ple) = / ¥ (¢, 2)dx, (rs0,1,...p-1).

Dp'l(t,c)
The system of differential cquations Jderived by Davis is the following: ‘

' ;
(4.10) c(l-c)L:.r n ﬁ(p-r)(vl¢v2-p¢r-l)Lt,r_l %

2 e . wely. -
+ 2 r[(} ‘)(“2 p+r) x.(v1 p+r)}Lt'r
+ 1§(r+l)(r*Z)c(l-c)l.t.r’l , (r=0,1,...,p-1),

r

)'

where L f.'l. & 0. Further, it is convenient to introduce H -(l-c)rl.
t,- t,p T L,

(r=0,...,p-1) and to cxpress (4.16) as a matrix de for H = ("0"“'"p-l
given by

(4.17)  di/de = [¢tav(1-¢) " C)H,

where matrices A and C are given in (1972a). The de (4.17) is of the Fuchsian

] type with regulgr siniularities at ¢=0,1 and », The marginal density of the

lurgest root n3s been solved as a power series which coincides with that 1
obtained by Pillai (1967a) and independently by Fukutomi and Sugiyama (1967).

fillai'c approximation o the distributions of the largest (smallest) root in

(4.0) and (4.7) arc interpreted as cxact solutions the contributions of higher

order solutions being neglected. No approximations of a useful nature have

been suggested for the distributions of the other ch. roots. Further, Davis ]

(1972b) has given explicit expressions of the marginal distributions of

individual roots b{s for p £ 5. A de is applied recursively to construct the
distributions for p from those obtained from p-1. Results also have been derived

for zis = (Zgis). The results for fis in (2.6) would follow from those of bis.
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Finally the system of Jde's discussed above is related to Davis' de's for
Hotelling's trace (Davis, 1968, 1970a, 1970¢) and those for Pillai's trace
{1970b) .

The work of Davis and earlier authors have been generalized in various
directions hy Lekert (1975) where the y function in (4.11) includes the heta,
gamma, normal and in addition, a class of y-functions given by weight functions
for classical orthogonal polynomials to include Pearson sysiem of curves
Jdistinguishing three more types. 1is reduction formulae generalize the work
of Roy (1945, 1957) ,Nanda (1948a,b),Pillai and Dotson (1969) and Pillai
(1954, 1956Dh) when t=0. He also generalizes the work of Davis (1972a, 1972b)
in the context of the Pearson system. Further Eckert defines an operator to
find all the cdf's of the individual roots, and in regard to the normal ¥
finds the basic algebraic form for the distribution of the largest root in
terms of a certain space of functions and one can pass on from the distribution
of the largest root to those of the other roots through certain operators.

4.4 P-F-S ZONAL POLYNOMIAL SERIES

A fourth approach which has not been very uscful in the null-case in view
of the better approaches above but quitec useful in the non-null case cf the
distribution problem, is the scrics approach involving zonal polynomials
(James, 1961, 1964, Hua, 1959, Subrahmaniam, 1974, see Section 9) which are
homogeneous symmetric polynomials in the ch. roots of a real symmetric
matrix (Hermitian matrix in the complex case). The density of the largest
root b, has been obtained by Pillai (1967b) and independently by Fukutomi and
Sugiyama (1967) as infinitc series of zonal polynomials. The density of the
smallest root follows from Lemme (4.1). Sugiyama (1967b) further gives the cdf
of b (b))as a series in powers of x((1-x)). The distributions of fs(fl) follow
by transformation used to obtain (2.6) from (2.1). For the one sample case,
Sugiyama (1966, 1967a) has obtained the distribution of zs-ng and the
deonsity of the vector corresponding to Es useful in principal component
analysis using some results of Tumura (1965), and has given an approximation
(1972b) to the distribution of L from the zonal polynomial view point.
Further, Krishnaiah and Chang (1971a) have obtained the distribution of the
smallest root 2, in terms of a finite series of zonal polynomials when m is
a non-negative integer.
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5.0 Tl TWO CTRACLS

in this sovtion, the two traces, those of Hotetling's and Pillaits,
will be constdered in some detail.  For the study ot the moment, Pillal
] (1954, 1956b) has obtained a rccurrence relation concerning the mgf of
V(s), which i¢ a special case of (4.3) in Theorem 4.1 with x=1 and qj =
mej=1(§=1,.,,58) as given bhelow,

(s) (s)
(5.1) (menss-t)E(etY yeekv)e®™ yxp20(s,m,m) /CC5-2,m,01)
el e (s-2)
! ) l-l)5'3'11(1;2m+s+j-2;:n+l;2t)E{(Ebl,....bs), lctv 1. )
[ j=l =3- |
whecm}»l...bs_j_l denotes the (s-j-l)th esf in (s-2) variables bl""'bs-z' ;1

Pillai studied the first four mowents of V(s) using (5.1) and suggested a beta :
function approximation to the null distribution of V(s)(Pillai, 1954, 1955, i’
1957, 1900). Pillai and Mijares (1959) gave an alternate method of expressing '
the moments of V(s) and then the gencral expression for the fourth moment
(Ting, 1959, Pillai, 1960) which was obtained by Pillai only for s=2,3 and 4 /
E earlier. The first four moments were used to obtain approximatc upper 5% |
and 1% points of V(S)(Pillai, 1957, 1960) for s=2(1)8 and various values of
m and n. (The method of using moment quotients to obtain percentage points
is available in Pcarson and Hartley (1956)). Further,Mijares {1964a)has
tabulated the upper and lower 5% and 1% approximate percentage points of
y(s) for s=2(1)50 using the moment quotients.

In regard to Hotelling's trace, as mentioned in the previous scction,
Pillai (1954, 1956b) has obtained a thecorem similar to Theorem 4,1 concerning
the pscudo-dcterminant for (2.6) in terms of the £is from which a recurrence
relation for the lLaplace transform of U( ) correspond1ng to (5.1) follows as a 1
special case. Pillai (1954, 1956b) has obtained the first four moments of U( s)
and suggested an F approximation to the null distribution of the statistic.

Pillai and Samson (1959) have obtained approximate upper 5% and 10% points

for s=2,3 and 4 using the moment quotients and Pillai (1957, 1960) has given

such approximate percentage points for s=2(1)8 and various values of m and n.
Further, Pillai (1964b) has obtained the following lemma which enables one to .
obtain the moments of U( s) from that of V(s)(and vice versa).

Lemma 5.1. Let Vgs) and U( s) denote the ith elcmentary symmetric functions

i,m,n i,m,n th
in the s gis in (2.1) and s f's in (2.6) respectively. Then the k™ moment *

k{U£ % n} is derivable from “k VE ; n‘ by making the following changes in the
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expressions for the latter: (a) Multiply by -1 all terms except the term in n

3 in cach linear factor involving n and (b) change n to men+s+l after performing (a).
Other approximations to the distribution of Hotelling's trace generally

3 based on th/; moments have been given by Pillai and Young (1971) Tiku (1971) and
Hughes and Saw (1972).

In regard to the exact distributions of the traces, there has been
considerable work but no useful general forms have yet been obtained. Nanda
(1950) has derived the cdf of v(s) in the special case of me0 and s=2 ard 3.
The method was to study the mgf and carry out inversion involving the
distriburions of the weighted sums of two (or more) independent random
variables of the form (2n0ki¢l)(l-yi)2“’ki,0 <y < 1. Pillai and
Jayachandran (1970) have extended the method further using (4.8) for reduction
of pseudo-determinants arising in the derivation of the mgf and obtaining
explicit expressions of the cdf of V(s) for s=3 and integral values of m < 3

and s=4 and m=0 and 1. Further, exact upper percentage points of V(s) have
been computed for values of s and m given above and selected values of n,
Earlier, Mikhail (1965) has obtained the exact density function of V(z).

In regard to Hotelling's trace, U(s), the distribution for s=2 has been
obtained by Hsu (1940a) which has the same form as given by Hotelling (1951),
in terms of an incomplete beta function. The density can be expressed in the
form of a hypergeometric series. Pillai and Young (1971) and Pillai and
Sudjana (1974) have devecloped the Laplace transform of U(’) as a
psuedo-determinant, and using appropriate reduction formulae and inversions
involving convolutions of two {or more) independent random. variables (special
type of F variables), obtained the exact distribution of U(s) for p=3 and 4
and small non-negative values of m.

Davis (1968) has shown that the density function of U(’) in the null case
satisfies an ordinary linear differential equation of Fuchsian type and has
‘ computed percentage points (Davis, 1970c) by analytic continuation of

Constantine's series distribution of U(s)(Constantine, 1966) which is

py—

convergent only for IU(S)I < 1. Actuglly Constantine's series in the null
case reduces to the relevant solution of the Je ir the unit circle about
u(s)-o. The tabulation is made of 5% and 1% points for vzucs)/v1 for s=3 and
3 4 and various values of v and Vo Pillai's approximate percentage j..ints
(1957, 1960) have been generally shown to have three decimal accuracy cxcept

E for small values of v,.
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Further, Davis (1970b) has shown that V(’) satisfies a hide of Fuchsian
type which is related by the following simple transformation to his de for
U(’). u")»-v(’), “2”"“1'”2"' The transformation brings out the relationship

between the moments of U(s) and V(S) (Sec Lemma S.1 of Pillai). Again, Davis
hus found that Pillai's approximate percentage points of V(’)(Pillai. 1957,
1260) are accurate to four decimal places except when v, and v, are both small.
Davis has xlso shown that the density fvl.vzcv(S)) u fvz.vl(s'v(S)) which can
be used to obtain lower percentage points.

Again, Krishnaiah and Chang (1972) have studied the exact distributions
of V(’} and U(S) using the pfaffian method discussed in the previous section
to obtain the Laplace transforms as lincar combinations of the products of
certain double integrals. Further, for V(s) the double integrals have been
developed by Schuurmamn, Krishnaiah and Chattopadhyay (1973) as linear
combinations of incomplete gamma functions and inverted to obtain the density
of V(s) expiicitly for s=2(1)6 and several values of v and v, The authors
have given the exact upper percentage points for V(’) for s-Z(i)S. a=.01,.025,
.05 and .10 for m and ns0(1)10(5)25. They have confirmed the comments of Davis
concerning Pillai's approximate percentage points. As regards U(s), Krishnaiah
and Chang (1972) have considered explicitly only the case of s=2 and vl-s.

In regard to asymptotic distributions of V(s) and U(’). usymptotic
expansions for Hotelling's Tg(nvzu(’)) both for the cdf and percentile have
been gi:en by Ito (1956) as a chi-squared series up to oxder véz the first term
being x’v . An independent derivation of Ito's expansion is given by~Dnvis

(1968, 19’01). Davis (1971)has extended Ito's expansions to order v}’ .

Muirhead (1970b) has considered a general asymptotic expansion for functions
satisfying a certain system of partial de's, of which the distributions of
U(s), V(s) and largest root in the one sample case fali as special cases.
Muirhead explicitly obtains asymptotic expansions up to order viz for the

cdf's of V(s) and the largest root. Further, Davis (1970b) has obtained an
-3
2 L]
Pillai (Pillai, 1973, Pillai and Sudjana, 1974) has suggested an F-type

expansion for V(s) up to order v

scries form for U(s) which is exact for s=2 in the null case. The exactness

has not been veritficed beyond s=2.  The series involves zonal polynomials.
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6. WILKS' CRITERION

Let A! and A be positive definite symmetric matrices of order p, having
independent Wishnrt distributrisns w(p, E), i=1,2, respectively, (Anderson,
1958, Kshirsagar, 1972, Roy,1957). Let Al-CBC' and &1+A =CC', where c is a
lower triangular matrix. Then it has been shown (lisu, 1939) that B lnd C
are indepdentiy distributed and the density function of B is givcn by
(Khatri, 1959, Olkin and Rubin, 1964).

ﬁ(\’l'p'l) ﬁ(“z'p'l)
(6'1) cl (pnvl»vz)lnl 'I'Bl

where C,(pyvy,v,) = n-P(p-1)/4 igl{r[ﬁ(v1¢v2-i+l]/P[§(vl-iol)]r[ﬁ(vz-i¢l)]}.

The density (6.1) is known as the multivariate beta distribution. If B is
further diagonalized by an orthogonal transformation ans integration i;
carricd out with respect to the random variables in the orthogonal matrix,
we obtain the joint density of the roots bis in (2.1). The method can be
modificd suitably for the casc of él being at least positive semiedefinite.
(See Section 9, eq (9.10)).

Again let L = I-B. Then Wilks® criterion WP . [L]. Wilks (1932) has
shown through tic u;i;ueness of the moments easily derivable from (2.1) that
the density of N(p) could be written as a product of p indeperdent beta

variables, (See Theorems 8.5.1 and 8.5.2 of Anderson, 1958). Now let L=TT',

P
where T is a lower triangular matrix. Then |L| = I tzl, where ts is the i

i=]
diagonal clement of T. Kshirsagar (1961) showed that tii(i-l,...p) are

independently distributed and that tii

-1+ V. -

(6.2) £(t) e (t2 )%(v - 1(1-:?1)i 1 l/s[%(vz-i¢l),ivl],o<t§i <1.
Further, Pillai (1964c, 1966¢c) has shown that the p(p+1)/2 distinct
elements of L can be transformed to p(p+1)/2 independent beta variables and
since V(p) = tr B and U(p) = tr(I B) -p, an alternate method of computing

- wew

follows the distribution

the moments of these statistics has been given using the independent beta
variables. Again, Khatri and Pillai (1965) has given a method of obtaining
the densities of the independent beta variables in successive stages.

In regard to Wilks' criterion, Wilks (1935) has obtained the exact null
distribution in the form of a (p-1)-fold multiple integral which he evaluated

explicitly for p=1,2, for p=3 and v1=3,4, and p=4 and v1=4. Further,

th
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Ao el e T b sy

SRS .




asymptotic approximations have heen considered by scveral authors. For cxample,
Bartlett (1938, 1947a) obtained a chi-squared approximation to -C log W(p)whcre
C=v,- %(p-vl+l). Wald and Brookner (1941) developed an asymptotic expansion
which was further modified by Rao (1948) to obtain the first three terms of a
more rapidly convergent serics for the cdf of -C log w(V). Further, Box (1949)
gave asymptotic approximations to functions of gencral 1Ir statistics which
include Rao's as a special casc. But, in addition, Rao (1951, 1952) has given
a sccond approximation as a beta series.

Schatzoff (1966b) has given a method for obtaining the exact distribution
of W(p) using thc representation of -log W(p) as a sum of independent variables
and taking successive convolutions. However, he has not given explicit
expressions for the density or cdf of N(p) while Pillai and Gupta (1969) have
given both for values of p up to 6. Schatzoff used Theorem 8.5.1 of
Anderson while Pillai and Gupta used Theorem 8.5.2 (Anderson, 1958).

2
Schatzoff has tabulated the factors for converting x~ percentiles to exact
2

PV

percentiles of -C log w(P) for p=3(1)8 and values of v, such that pv, £ 70.
Pillai and Gupta (1969) have lifted this restriction. Unlike Consul"(l966c)
who, following Nair (1938), has uscd inverse Mellin transform to obtain the
distribution of w(P) for p up to 4 as infinite series, Pillai and Gupta (1969)
have given the same in finite series form except when both p and v, are odd in
which case the series is infinite. Further for p=3(1)6, they have extended
Schatzoff's tables for selected values of v 2 11 and g 22.

Lee (1972) has studied the density and cdf of "(P) when p or v is even
with a view to simplifying further the cxpressions obtained by carlier
authors for numerical computation. When p and vy are both odd, the expressions
given are in terms of simple intcgrals. Asymptotic expansions also have been
developed. Tables of the chi-squared correction factors have been extended
to cover, in conjunction with previous tables, values of p < v, £ 20 and

=
PV, £ 144 with omission when p or v, is odd and > 10.

1

o




Mathai (1971a, b) has derived the null distribution using inverse Mellin
trunsform, theory of residue and psi and zeta funcrions and computed upper 5%
and 1% points for N(p) for selected vulues of the arguments, Mathai and Rathic
(1971h) have obtained the exact null distribution of w‘“’ in the general case
in terms of simple algebraic functions which can be computed without much
difficulty. The density and the cdf are both given and some special cases are
obtained from the general form which coincidas with the results of Consul.

The method of dJerivation again is taking the inverse Mellin transform. But
before taking the transform of the ratios of the gamma products in the kth
moment of N(p). elimination of the gammas by cancellation of comwon factors
has been made and splitting the factors with the kalp of partial fraction
methods has been carried out. Results are given separately for the four

cases of p and 2 taking odd and cven values. Further, Bagai (1972a) has

alro expressed the null distribution of N(p) in terms of Meljer’s G-function
using inverse Mellin transform.

7. OTHER STATISTICS

In this scction, the three statistics 5) to 7) of Suction 3, namely,
Wilks' statistic, Pillai's harmonic mean criteria and Bagai's statistic will
be considercd first and then statistics for the onc-sample case.

Wilks' statistice, Z(s), considercd by Hsu {19402) and Lawley (1956) has
been studied by Bagai (1964b) and Consul (1964b) obtaining the limiting
distribution using inverse Mcllin transform for s=2(1)8. Ito (1962) has
discussed Z(s) as also Troskie (1966, 1972) and de Waal (1968, 1970). Pillai
and Nagarscnker (1972) have vecommended Z(s) for tests of hypotheses I) to
IT11) and studied the general distribution problem. The density of Z(s) has

been obtained in various forms by Sudjana (1973b) and further by Hart and
Money (1976).

Harmonic mean criteria were proposed by Pillai in 1955 and obtained
approximations to thc densities in the three cases (Pillai, 1955). The
exact distribution problem and thc moments of the "gs) criteria have been
studied by Troskie (1971, Troskic and Moncy, 1972) in terms of zonal

polynomials.
Bagai's statistic, Y(s), has been studied by Bagai in several papers
(1962a, 1964b, 1965b, 1967, 1972a, 1972b) giving exact and limiting

distributions in integral forms first and then hypergeometric functions using
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inverse Mellin transform. Explicit results are given for $=2(1)8 in the
exact case and s»5(1)10 in the liniting case. Further, Consul {1964b) has
ohtained the limiting distribution for s:2(1)8, and exact distribution in
intepral form using inverse Mellin transform. Further, Mathai (1970a,b, 1972b)
has obtained the exact distribution in terms of Meijer's G-funetion through
inverse Mellin transform. Some results on series expansions of G-functions
arc alsv given. Further, Oliver (1972) has also considered the distribution
problen in terms of the G-funttion.

In the one-sample case, the distribution of the L statistic for the test
of IV) hus been obtained by Nagarsenker and Pillai (1973) and percentage points
given for p=2(1)10. NKorin (1968) has expressed the null distribution of
-2log L in the forn of an asymptctic series of central chi-squared distributions
and computed percentage points but his tables arc incomplete for small v and
p23(1)10 (Pearson and Hartley (1972)). Davis (1971) has expressed the
percentage points of -2 log L in terms of chi-squared percentiles using a
Cornish-Fisher inversion of Box's series but his tables are also incomplete
in regard to small values of v for the values of p he has considered i.e.
p=0 and 10. An asymptotic expansion of the distribution of -2 log L up to
order v™° has been given by Sugiura (1969b) invelving chi-sauared terms
inverting characteristic function.

The sphericity criterion of Mauchly (1940a,b) for test of V) has been

considered by several authors. The exact distribution of W has been obtained
by Mauchly (1940b) for p=2 and by Consul (1967b) for p=3,4 and 6 and further
by Consul (1969), Mathai (1970a,b, 1971b) and Mathai and Rathie (1970) and by
John (1972) for p=3. The expression given by Consul (1969) is in terms of
Meijer'sG-functions (Mcijer,1946a, 1946t1 wherc as those of Mathai and Rathie
are in series form. Nagarsenker and Piliai (1972, 1973) have obtained the
exact distribution of W in scries form by methods developed similar to the
onc used by Box (1949) (also sec Anderscn, 1958) and Nair (1938, 1940) and
tables of 5 and 1% pointsfor p=2(1)10 made. Bagai (1965b, 1972a) has also
obtained the null distributions of W as a multiple series. An asymptotic
cxpansion of the distribution of the criterion -2p log W to order v'z
involving chi-squarc terms has been given by .Anderson (1958, p.263), where
p is a correction factor depending upon p and v.

Wilks (1932) defined the determinant of the covariance matrix as a

scalar measure of scatter in a multivariate distribution and called it

generalized variance. Wilks (1960) has discussed the relationship of
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scatter to varsoas other problens, Hence the distribution of the determinant
of the SP ratrix of a sample from g p-variate wormal population has been
studied by varions author., e ratio of the determmants of the SPomatreix and
the covariance matrix can he expressed as o praduct ot poaddependent
chi-squared variables. Wijsman (1957) has studicd the distribution of sumple
generalized variance. Bagai (1962b, 1965a) has obtained the distrihution in
the null case (actually in the noncentral linear case) for p=2(1)10 expressing
in terms of integrals. Consul (1964a) has also obtained the exact distribution
in the null (linear) case using inverse Mellin transform and special cases given
for pe2(1)7. Again Mathai (1970a) and Mathai and Rathie (1971s) have obtained
the exact distribution in the null (iinear) case using inverse Mellin tranctform
and G-functions and cxpansions by calculus of residues, psi and zeta functions.
Mathai (1970a) has given the distribution of the product of p independent
gamma variables as a G-function and similarly that of the product of p
fndependent beta variables. lle deduces several interesting examples from
these results including the generalized variance for the gasma case, Wilks®
criterirn and others for the beta case. Steyn (1967) and Oliver (1972) have
also considercd the distribution problem, the latter in terms of inverse
Mellin transform.

Khatri (1967), and Fillai and Al-Ani (Pillai, Al-Ani and Jeuris, 1969)
have considered a hypothesis ¢ §1 = 52’ § > 0 unknown which includes I) as a
special case and suggested the use of ratios of the ch. roots, bi/bj (or
8i/gj in the limiting case) for tests in this connection. The latter authors
have also obtained the distribution of the ratio of gi/gj for s=2,3 and 4.
Krishnaish and Waikar (1971a, 1972) have also obtained the distribution of
the ratios of successive roots and cach root to the maximum root in
connection with simultaneous tests for cquality of latent roots against
certain alternatives in the onc-sample, two-sample, MANOVA and canonical
correlation cases. Further, Krishnaiah and Schuurmann (1974) have obtained
the distribution of the ratios of the individual roots to the trace in the
onc-sample case and some percentage points obtained in connection with certain
simultaneous tests of the hypothesis (Krishnaiah and Waikar, 1971a, 1972).
In this connection use has been made of a relationship established by Davis
(1972c) between the Laplace transforms of the ratios nf individual roots to

the sum of the roots and the densities of the above individuai roots in the
one-sample case.
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Further, clementary symmetric functions (esf) of the ch. roots have been
of some interest as statistics for the differcnt tests of hypotheses of which
Hotelling's and Pillai's traces arc special cases. (Sec Lemma 5.1) Monotonicity
propertics of these criteria in connection with test 1) have been discussed by
Anderson and Das Gupta (1964b). Mijares (1961) has shown some properties of
completely homogeiicous symmetric functions and certain determinantal results
to give an inverse derivation of the moments of V(s). The mcthod has been
further extended to the moments in gencral of esf of the b illustrating
explicitly for the second moment of V(S; n’ Mijares (l964b)has obtained deter-
minantal expressions for moments i;iu;trating the results to third moment
of sccond csf and product moments of first, second and third esf's. Pillai
(1965%), in addition to Lemma 5.1, has shown some rclations between the rth

(s) (s) th (s)
moment of Us -i,mn and Ui - as well as the r moment of Vs 1,m,n and a

lincar function of the moments of order up to r of Ufs% mer and obtained
)

approximate upper 5 and 1% points for U§3; n for various values of m an n.
7

Such approximatc percentage points have been obtained by Dotson (1968) for
V(°i n In the one sample case, the second esf has been studied by Pillai
<y

and Gupta (1967) in regard to first four moments, suggesting an approximation
to its distribution.

.
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PART 11
NON=NULL DISTRIBUTTONS

So INTROMMKTTION

This part of the paper deals with the non-central distributions of the ch,
roots in connection with the three hypotheses but as special cases of Pillai's
distribution of the ch. roots under violations (Pillai, 1975). The exact, sub-
asymptotic and asymptotic distributions of the different test statistics are
considered and the one-sample case also treated. Section 9 reviews the distri-
bution of the ch. roots under violations covering the three standard distributions

and the one-sample case and in addition, trcats the multivariate beta distribution.

Further, sub-asymptotic distributions are discussed briefly in Section 10 and
the distribution of individual ch. roots in Section 11 dealing with both exact
and asymptotic cases. The distribution problem of ilotelling's trace is considered
next in Section 12 discussing the moments, the exact distribution and asymptotic
cxpansions. Scction 13 surveys similar studies for Pillai's trace and Section
14 of Wilks' criterion. As in the null case, other statistics are treated in
Section 15, namely, Wilks' statistic, Z(p), Pillai's harmonic mean criteria,
Bagai's statistic, Y(p). and the Lr test of equality of two covariance matrices.
Actually, these criteria except the harmonic means fall under a class proposed
by Pillai and Nagarsenker (1972). Finally, a short critical review is attempted
in Section 16 which shows that in spite of all the efforts of hundreds of
rescarchers in the field, the results achieved so far generally remain un-
satisfactory for various recasons.
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', NON=NULL DISTRIRUTIONS O THE Gl ROOTS

the gt distieibution of the ch. roots has the same form (see kq (2.1) or
(2.0) or (2.7)), under the three null hypotheses 1) to I11). lHowever, in the
non-null case, the joint distributions are different in the three cases. James
(1964) has listed them systematically and the reader may be referrsd to his
paper for a close study. Nevertheless, in the next section, by a suitsble
approach, a single expression for the non-null distribution is given, of
which the noncentral distributions for I) and I1) fall as special cases and
TI1) also follows. In this section, a few preliminaries will be discussed.

It has been shown (Roy, 1957) that the joint density of the ch. roots of
§lS,l for 1) involves as parameters only the ch. roots of Elt, which will be
denoted by A= dxag(xl.....x ). Such resul: is true for II) and III) as well
with the respective parameter matrices $ 2 uu' having ch. root matrix (say)
5t
Here 4 & luu' is the noncentrality matrix in the noncontral Wishart distribution
of S for 11) (Anderson, 1946, Anderson and Girshick, 1944, Weibull , 1953, James,
195§a, Herz, 1955, Constantine, 1963), and for III), the covariance matrix

= dxag(wl....,w ) and L having ch root matrix P = dxlg(pl...pp

pE,tE
L= ("n 12). (Further, rcfer Roy, 1957, Anderson, 1958, to sece how the test
i B
p 4

of II) and that of general linear hypothesis lead to the same distribution
problem).

The method employed for a unified approach to the distribution problem is
to make the paramcter matrix partially random (denoted "random" hereafter)
which implies diagonalization by an orthogonal transformation H and integration
over H; in other words putting a Haar prior on H (sce James, 1564, Constantine,
1963,~Anderson, 1958, for Haar measurc) 1eaving~the latent roots of the
parameter matrix non-random. Now a theorem is given below (Pillai, 1975)
concerning the distribution of the characteristic roots of §l§£l
when S (pxp) has a non-central Wishart distribution with ) df and
luu and covariance matrix 21, and S (pxp) has an

o U
independently distributed central Wishart distribution with v, df and covariance

noncentral1ty matrix 4 I

matrix §2’ where VisVy 2 P- Let f = diag.(fl,...,fp) whevre fl""'fp are the

-1
ch. roots of §1§2 .
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Theorem 9.1, The joint dcn%ity of fl,...,fp is given by
: “B(v,+v,)
(9.1) Cylpyvyva)e™™ 1Al y [FI™1+ 2 F o2 e, - £;)
2 2 l>j
{ LR (v 49,0), COF(L + 2 F)” by x
k=0 ¥ .
K
I T g c-atamhil /iy, \c 210 < £ £ g AT, <
a0 § %8 R

where A is "random", A is a positive rcal number, n-ﬁ(vl-p-l) and

2 :
oy ov) *TIFT TG00, 1/ 10, G () T e

1
(-1 p
where Pp(a) =l i Tla-4(i-1)). Ct(A) is the zonal polynomial of
inl ®

degree kK corrcsponding to the partition x = (kl,...,kp) of k into not more than

p parts, k; 2 2k, 2 . 2.kp . 0, Ky +o00d kp = k, The generalized Laguerre

polynomial LY(A) is defined in Eq (14) of Constantine (1966) and a, 5 are

constants (sec Eq (20) of Constantine (1966), given in (9.3) below, o

tabulations in Pillai and Jouris (1969)). Further, (a) = % (a-#(i- 1))k

with (a) =a(asl)... (ask-1). =1
It may be noted that C (p,vl,vz) = C(p,m,n) given in the null case and

r (a) is propurtioned to the valuc of the Wishart integral having 2a df with

£ = I. Zonal polynomial C (A) is a homogencous symmetric polynomial in the

ch. roots of the synmetrxc matrzx A such that (tr A)- z C (A) and the value of

c (I) is given in Eq (21) of Jamcs (1964) . James (1961 1964) has defined

Z (A) by the relation C (A) = [x[, ](1)][2 k!/Zk']Z (A) where X[ 2 ](1) is the

dxmensxon of the representatxon [2x] of the symmetrxc group on 2k symbols

(see Eq (19) of James (1964)).James and Parkhurst have tabulated coefficients

of the zonal polynomials expressed both in terms of clementary symmetric functions

of the ch. roots and in terms of sums of powers for k=1(1)12 and are given in

Harter and Owen (1974). Z,. (A) = k!ak, where a is the kth esf in the ch,

roots of A and vrthogonality relations to obtain other zonal polynomials of

degree k are given in James (1964). James (1968) has also given an alternate

method of construction of the zonal polynomials by use of the Laplace-

Beltrami operator. Crowther and Young (1974) have suggested a third method

of construction. Further,

T
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(9.2) LIAY(2v)), € (D] = b opent a, (C.(A/[(3v)), C (D],
The a . cocfficients have been studied in addition to Constantine (1966)
"
and ?illai and Jouris (1969), by Ringham (1974), Muirhcad (1974) and others.
The density of bl"“'bp can be obtained from (9.1) by the transformation

bl = Afl/(léAfi),itl,...,p. Formula (9.1) yields the following special cases:

(a) For =0, from Eq (21) of Constantine (1966), (scc aiso Herz (1955) page 487),
LQ(O) = (dv)), C(I). Substituting L:(O) wnto (9.1) and making use of
(Constantine, 1966)

(9.3) c (1-0/c (D) = | J(- -1)" a . C.(A)/C (D),
t=0 T KT - -

the non-null distribution of Khatri (1967) for 1) is obtained.
b) By letting A=I and A=l and by using the relation (9.2) with t=8=x, the
non-central distribution of Constantine (1963) for II) is deduced.
Further, if @ in (9.1) is considercd a completely random matrix
$ E g ! Z' M EI where M(pxq) is a parameter matrix and Y Y' has a central

Nxshart dxstrxbutxon w(q, 3.? <), then we get the following thcorcm (Pillai,
1975)

Theorem 9.2. The joint density of fl""’ff’ where n is completely random, is
given by
-#v Y1 -Hv V3 -0y Y1t 2
(9.4) Cy(p,vp,v) [AL " T T+ @) |rr‘|r+xrl m (f, -f,)
~ 1>J

DRRCIRIVE cn<a§cg¢x§)")/k!]d§° I 8y, Col- 70D /C (D

d
t v -1
tgo § (-1)7ag o Gv) C((X + 8))7°2))/[(Bv) C (D],

3 0<f1éf2_5__'u-éfp<ﬂ.
% yrp-ly o
where 91 = 23 @'El q ES

In (9.4) taking (I + 8)70 7 = gz, A= 1, el vy = v +v, and Tabux, the
non-nuil distributions of Constantine (1963) for III) is obtained.

The non-null distributions of Khatri (1967) for I) and Constantine for
IT) and III) have been used in the two-roots case to compute cxact powers of
the criteria 1) to 4) by Pillai and Jayachandran (1967, 1968), of S) by
Sudjana (1973) and of individual ch. roots by Pillai and Dotson (1969) and
Pillai and Al-Ani (1970). The expressions in (9.1) have been used by Pillai
and Sudjana (1975) to study exact robustness of 1) to 4) against non-normality

for I) and against the violation of the assumption of equal covariance matrices

PRI




in 11}, Further, Pillai and Hsu (1975) have used (9.4) to study the exact
robustness of 1) to 4) against non-nomality for I1I). Zonal polynomials of
degree K », 0 have been used in the above computations.

In the one~sample Sitse, the joint density of the ch. roots of a Wishart
matrix in the non-central case with unknown I and it has not been worked out.
But the density when a) @ = 0 and b) ¥ is kn;wn cn; be obtained as special
cases of the following o;c ogtaincd “;om the joint density of B = diag.
(bl""bp) = Af({»kf)'l by putting Q x “2? and making v, tend ;o infinity:

Theorem 9.3, The joint density of gl,..,gp as a limiting case from (9.1) is
given by (writing v for 2! and % for V)

-g’v Veal)= -
0.5 K pwa gl IgIP O 1 g
1>

2 ACRGTT Z 3 g, oaA P D s g,

0‘31 ..._S._Bp"a
where K (p,v) = ¥ /10, T )]
Notc that 1(p,v) = K(p,m) cxpresscd in different nctations. Formula (9.5)
yiclds the foliowing special cases:

a) = 0. As in (9.1) when £ = 0 applying (9.3), the form cf the density

given by James (1960) and Pillai and Al-Ani (Pillai and Al-Ani, 1967, Pillai,

Al-Ani and Jouris, 1969) is obtained.

b) t known. Again, as in (9.1), putting 2 = I, a=1, using the relation (9.2)
and thlK the form given by James (1961, 1964) is deduced,

In the derivation of the densities above for the ch. roots, there are
two results which are very important and are given below.
Lemma 9.1. Let R(pxp) be a positive definitc symmetric (pds) matrix and
)«pxp) be an ortﬁogonal matrix with positive first column such that

H'R H = dxag(rl,..,r ), where rl,..,rp arc the ch. roots of R. Under this

» e e

transformation the volume element dR becomes (James, 1954)

(9.6) dR = 1 (rl-r

~

p
j) i dr dH
i>j i=] -
where the measure dH is that derived by the exterior product of differentxal

forms on the orthogonal group. With this measure [ dH = ZPH*P /F (#p),
o(p) ~
where 0(p) denotes the group of all orthogonal (pxp) matrices, (James, 1954).
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Lemma 9.2 Let S be a symmetric matrix and R, a pds matrix. Then (James,
1960)

(9.7) [ CoOrS i RN = € (S)C (R)/C (1),
O(I’)x - - - . [ S N S

where (dif) is the Invariant linar measure on the orthogonal group, nommalized
so that ;hc mcasure of the whole group is unity,

In the special casc (b) of (9.1), the use of the above two lemmas will
give the dJdensities of F = S SIS -3 and B = (S +S *SI(S 052) -# as below.

nt-...-

Theorem 9.4 The density of P is given by (James, 1964)
e AUR V|
H] . 2 - =1
(9.8) €y, v e T E IerL T 1 % F (v 0wy sy aF(1eR) )
and the density of B is given by
-trity, M n .
(9:9) € (p,vy, vy e TuIB|M [1-BI" By (ACv +v,) 38y ,08),

where nx3(v,-p-1),¢; (P, v, ¥,) = Fp[%(vl*vz)]/[rp(ﬁvl)rp(ﬁvz)]

and hypergeometric function of matrix argument (James, 1964, Constantine, 1963)

) vale). C.(A)
dpeendgid) = 1 ) e Cple Tt

k.O K (J‘) ooo(dq)‘ k! (3

The density (9.8) is known as the non-centralmultivariate F distribution
and (9.9) non-centralmultivariate Beta distribution., Kabe (1963) derived (9.9)
when rank of ﬂ is 2 and Sitgreaves (1952) for the two roots case.
If Vi DLV, instead of p £ V)V, as assumed earlicr, the densities in this
casc can be derxved from those ahove by making the following substitutjcas:
(9.10) (vl,vz,p) - (p,vl+v2-p,vl).

Fle, .,
pqclCp

10. SUB-ASYMPTOTIC DISTRIBUTIONS OF THE CH. ROOTS

In recent studies on sub-asymptotic distributions of ch. roots, the
approach has generally been to maximize an integral of the form

I = F (c 3dy,ee00d 3 AHR N')(dﬂ)
oo s e .

where 0(p) is the group of orthogonal matrices H(pxp) with respect to which

l.uoo’cp

the maximization is carried out, é = d1ag(al,...,a ), R= diag(rl. ceesT ),
(dH) is the invariant or Haar measure over the group 0(p) normalized so that
the measure of the whole group is unity, qu is a hypergeometric function of
matrix argument and cl""cp’dl"“’dq arc functions of df and are positive

real numbers. In the one-sample or covariance matrix case, G. A. Anderson (1965)

e b
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has shown that the maximum of the integrand k. with p=q=0, R, the sample ch.
root matrix and é'l, the matrix of population ch. roots assumed to be distinct,
is attained when H = diag.(+1,..,41). James (1969) has extended the study to

the case of an ox;rcac multiple population root. Chang (1970) and Li and

Pillai (L1 and Pillai, 1970, Li, Pillai and Chang, 1970) have found the form

for q the same as in the one-sample casc when maximizing the XFO fi.sogrand in
the two-sample (two covariunce matrices) problem with p=l and qu0. Chattopadhyay
and Pillai (1970, Chattopadhyay, Pillai and Li, 1976) have generalized the
results of the previous authors not only to P q hypergeometric function but

also when ai's are cqual in each of several sets. 4

The asymptotic cxpansion for large df is obtained by evaluating the z

integral for small neighborhoods of the matrices H = (31,...,%1). While

the earlier authors considered the asymptotic expansions of a single

covariance matrix or two covariance matrices, Chattopadhyay and Pillai

(1971b, 1973, Chattopadhyay, Pillai and Li, 1976) have extended the study to
MANOVA, 1F1e and canonical correlation, ,F,, cases and from onec extreme

multiple root situation to that of onec multiple root, extreme or intermediate.
In extending the work further to the case of several multiple population roots,
the method used by James (1969) was not found to be suitable in view of the

fact that the invariance of a function with respect to the choice of a submatrix
in the orthogonal matrix used there, does not extend to the similtancous
invariance with respect to choices of several submatrices as is needed to

extend the method, Chattopadhyay and Pillai (1971, 1973, Chattopadhyay, {xllai
and Li, 1976) hnvc shown that the integrand, if A = diag. (a . ""r"rol“"

a el ""r¢d"4 a4 ) is optimum if ! = diag. (I (r), @l,...,.d). where

0(r) = diag.(*1,...,%1), gi(tixti),i-l....,d, arc orthogonal matrices., It is 1
maximum or minimum depending on the ordering of ai's

The method of expansion is to consider the transformation H = exp[S] where

S(pxp) is a skew zymmetric matrix of the form
(0)
S

§- S(l) S(o) (rxp) s(l) = (s(l) S(l) s(l)) s(l) (t X(r*t ‘..*t 1))’ ‘
s(d)

(), P . .
§2 (tixti) 9, §3(tix(ti+l+"+td))’ i=1,...,d-1;

and s« (s{9, 51y, s e pxp-r), (P (egxey) = 0,
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With the appropriate ordering of ai's, the integrand is maximized when g
is of the above form and for large df Yo the whole integral Is concentrated
around its unique maximum. llence there is no loss of gencrality in using the
J above transformation provided the constant factor is adjusted as at least one
maximizing sct is cevered by this substitution. (Sce Pillai and Chattopadhyay,
1970, 1973). For large v, and ri's and ai's well spaced, most of the integrand
will be given by small values of S and terms of the expansion can be computed
in view of the transformation H -.cxp[S].

Constantine and Muirhecad 21976) h;vc very recently studied the asymptotic
expansion for the distribution of the ¢h. roots in the onc-sample case for
unknown £ and Q1=0, two-sample F-case for I) and type I case fof II) for ch.
roots of~ﬂ lar;e: Their method takes the above sub-asymptotic approach as
starting ;oint to derive the first term of the expansions but then use a

partial differcntial equation approach (Muirhead 1970a , Constantine and
Muirhead, 1972) to successively calculate the other terms up toO(v's),
0(vlw2)'3 and 0(\»10\»2)‘2 respectively,

In the onc-sample case, Muirhcad and Chikuse (1975) have obtained an
asymptotic expansion in terms of normal density, of X, = (vIZJ*(liai-l)
i=1,..,p, using the sub-asymptotic exprnsion of Anderson (196S), where
‘i" are the ch. roots of E'l. The terms up to order vl have been obtained.

Bingham (1972) has employed a paramatrization of the rotation group
0*(p) of pxp orthogonal matrices with determinant +1 in terms of their skew
symmetric parts to derive for p=3 an explicit expansion for OFO(E'?)' a
hypergeometric function of two matrix arguments appearing in the distribution
of the ch, roots of a pxp Wishart matrix. On the basis of a numerically
derived simplification of the low order terms of this series, an asymptotic
expansion for p=3 of OF0 in terms of products of ordinary confluent

hypergeometric series is conjectured. Limited numerical exploration

8

through terms of order v = has indicated that the new series is several orders

of magnitude more accurate than the series from which it was derived.
11. INDIVIDUAL CH. ROOTS

The study of individual ch. roots in thec non-central case has been

carried out by several authors. Zonal polynomial series have been useful
here.Pillai (1966¢,1970) has obtained the exact cdf of the largest root

for II) and III) for the two-roots casc and three-roots linecar case and
computed powers of the test. Pillai and Jayachandran (1967) hawveobtained

an approximation to the largest root in two-, threce- and four-roots linear
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cases. Again, Pillai and Jayachandran (1968) haweobtained the cdf in the
two-roots casc and powers computed. Pillai and Dotson (1969) have obtained
the cdf of the individual ch. roots for 1I) and III) for two and three-roots
cases and Pillai and Al-Ani (1970) for 1) dnd power computed in all cases.

In all the above study the zonal polynomials up to sixth degree have been used.
Al-Ani (1970) has obtained the distributions of the second largest roots for 1)
I1) and 1II) in terms of zonal polynomials. Further, Pillai and Al-Ani (1969)
have obtained the distributions of the smallest and sccond smallest roots for
I), II) and III) and the one-sample case. In the MANOVA case i.c. hypothesis
I1), Hayakawa (1967) and independently Khatri and Pillai (1968a) have obtained
the density of the largest root in a beta function series form. The density
involves two types of coefficients, gi.‘ and bg'
relations:

(1D G = 2 5, CA),

¢ Seen from the following

where x = (kl""kp)’ T= (tl,....tp) and § = (dl”"'dp) such that d = ket,
where x is a partition > k, t of t and § of d. Further, if gl x diag(g.l),
where M= diag(nl,...,up_l),ni's being the ch. roots of g, then Cx(!l) could
be written as K

(11.2)  c (M) = tgo E b (Co(4).

Khatri and Pillai (1968a) have tabulated gz T coefficients for d £ 7 and
! $

b, . coefficients for k £ 6. Hayakawa (1967) has tabulated h  _ coefficients
»

which are 3:,1 times a factor for d < 4. Similarly Hayakawa h;s LI coefficients
corresponding to Khatri and Pillai's bx,t"' Further Khatri (1967) has obtained
the density of the largest root for I) as a 3F2 hypergeometric function.

ai and Sugiyama (1969) have obtained simpler power series expressions
fc  .ac density and the cdf of the largest root for the MANOVA casc than
obtained before and also derived those of the largest root for test of I) and
ITI) both in the type I and type Il cases. De Waal (1969a) has also considered
the distribution of the largest root for III), Further,Troskie and Money (1972)
have obtained the distribution of the smallest root for III). Waikar (1973) also
obtains the joint density of f1 and fb as well as g, and gp. Khatri (1972) has
obtained the distribution of the largest as well as the smallest roots for I), II)
and III) in exact finite series form involving zonal polynomials when n-ﬁ(vz-p-l)
is a non-negative integer. Based on Khatri's finite series, Venables (1973) has
presented an algorithm for the numerical cvaluation of the null distribution of

bp‘ Krishnaiah and Chattopadhyay (1975) have discussed the extensions of the

i N - [Ty




= Y Y L

»

pfaffian method to the non-central case.
In the one-sample casc, Hayakawa (1969) has obtained the density of the
largest root of the non-central Wishart matrix with known t as a series in
Hermite polynomials. For unknown 8 but Q-O, Khatri (1972) has given the
distribution of the largest root as well as the smallest root in finite
series of zonal polynomials for non-negative integral values of m.
The non-central distributions of Khatri for I), II) or III) or
one-sample case although in finite series form is of limited use since they
are generally extremely complex. lience Pillai and Saweris (1974b) have
nbtained new forms based on Khatri's results, as finite or infinite series,
but useful for further work and generally more rapidly convergent than those
obtained earlicr by Pillai and Sugiyama (1969). They have also given some ]
approximations to these distributions. )
In regard to asymptotic distributions, Hsu (1941a) has obtained for II)
the following theorem:
Theorem 11.1. Let 2= N‘(zu§+ 4wh)'$(£i-wh),(i-nh_l+1,,ph;h-l,..,t),:i-Nfi, 3

(isr+l,...,s). Then the limiting distribution of 2oy 88 the sample sizes
tend to infinity is given by the density (sample ch. roots ordered in descending
order of magnitude)

l)...f(z- ¢1.....zr)fl(zrﬂ,...,zs)

£(z,,..,2
1 n -1

u

s u u 47 X2
where f(x;,...,x)) = 2°WN( g I‘(ii))'1 n (xi-xj)c 12111,
i=]

i<j

- > X >.-.;Xu> ‘.’

la
£ (2, 00e02,) = z‘*(P")("“’)n*("’J[’irrcgq-gr-gioﬁ)rcgi)]“
i=1

S S [
n n 2.2, n i(q-s l) -i Z T, , - > 2 >, .,,2 2 > 0 j
isrel j-iol( 1 ’)hrol jurpel * T+l &= " 'm Ty ’

¢ > 0 are the ch. roots of n of multiplicity jl,...j
respectively and " =0, m 'jl' nh-J1 .0 jh(h-l...,t) rem, and qemax(p,t-1) .

where vy Pie> W

and N is the total of L sample sizes.
Hsu (1941b) has obtained similar asymptotic distributions for III) namely 1
canonical correlation. Further, Anderson (1948) has adopted Hsu's proofs to
obtain the limiting distributions of the ch. roots in the regression problem
"(linear hypothesis) and also that of the ch. roots of a sample covariance
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matrix in the non-central case. In all cases, it is interesting to note that
for different h the ch. roots are asymptotically independently distributed.
Anderson huu farther studied (1951, 1963) in the one-sample case the
limiting distribution of the ch. roots and vectors in view of principal
component analysis. If the characteristic roots of L are different, the

deviations of the ch. roots of the sample covariance~natrix from the
corresponding population quantities are asymptotically independently
normally distributed with variance 2A§/v,i:l,...,p. Further, when some of
the ch. roots »nf % are equal, the asymptotic distribution of sample ch. roots
and vectors aise ﬂuvo been studied.

Muirhead (I270b) obtained an asymptotic expansion up to order v'z for the
largest root in the onc-sample case based on his expansion for \F, function.
But it is of limited interest becausc it is valid only over the range of values
less than the swmallest ch.root of E-Furthcr, Muirhead and Chiguse (1975) using
the system of pde's of Muirhead (1970a) have derived an asymptotic expansion
up to order v} of the distribution of Xp ® (v/2) (lpap-l) and simi rly that
of X They have also obtained the marginal density of Xg from the asymptotic
joint distribution discussed in the previous section in terms of normal densities

which agrees with the result of Sugiura (1973).
12. HOTELLING'S TRACE

The non-central distribution of Hotelling's trace has been obtained by
Constantine (1966) through inverse Laplace transform in the following form:

fpvsei= k
(12.1) C5(p,vy,vq) (W) ‘kiou-u“” 1Gpv ) kTR0, +9)) LR,
= K

where Cs(p.vl,vz) = Cz(p,vl,vz)rp(ﬁvl)/r(ﬁpvl),
m= ﬁ(vl-p-l).LZ(n) is the generalized Lagurre polynomial given in (9.2) and

P £ V|V, The series is convergent for |U(p)| < 1. The density of u® gor

vy <p g v, can be obtained from (2.1) using (9.10). The central case can be

1
obtained by putting §i=0 as in special case (a) of 9.1).

Pillai (1973, Pillai and Sudjana, 1974) has used (12.1) to suggest the

following form for the de;sity of U(p): anC )
kpv, -1 p(vy+v,)) =
(12.2) Cylprop v WP 7Py 12 T (ke 0P p @ )k,

k-1 k-1
where E, = [Pk/(%Pvl)kk!]E(i(vl‘vz))an(?)-rZo[jgr(‘(vl‘Vz)P‘j)/(k‘r)!]Er'51‘°'
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For p=2 and ?-9, (12.2) reduces to the exact form given by Hotelling
(Constantine, 1966). For higher values of p no verification has been
possible,

The exact distribution of 0(2) using up to the sixth degree zonal
polynomial has been obtained by Pillai and Jayachandran (1967, 1968) and
used for computing powers of the appropriate tests. Khatri (1967) has
obtained the distribution of Hotelling's trace for 1) following Constz itine
(1966) in series form again convcrgcné for Iu(P)l < 1. Pillai and Sudjana
(1965) have further extended the results of Constantine and Khatri into a
single density function rtarting from (9.1), Pillai and Hsu (1975) for canonical
corrclation using (9.4) und specialized for the two-roots case following Pillai
and Jayachandran; for robustness studies against non-normality for 1) and I11)
and ugainst the violation of the assumption of cquality of covariance matrices
for I1).

In regard to the study of moments for I1), Hsu (1940a) hus obtained the
first two moments of U(p) although the second moment is slightly in error as
shown by Khatri and Pillai (1967) who have obtained the first four moments.
Earlier, Ghosh (1963) has obtained the first moment of U(p) and the variance
for values of p=3 and 4. Pillai (1964c, 1966¢)and Khatri and Pillai (1965, 1966)
have obtained the first four moments of U(p) in the linear case based on
independent beta variables which extend to the linear case and an approximation
to its distribution suggested based on the first three moments. Further, from
the study of the first four moments, Khatri and Pillai (1968b) have given two
approximations to the distribution of U(p) in the gencral non-central case.
Constantine (1966) has dJerived the general moment of U(p) in the form
02.3) E@P)* = (0)F 7 P/ @ipa-vy))r,v, > 2Kkep-l,

~

In regard to asymptotic distributions of U(p) considerable work has been

carried out by various authors. Asymptotic expansion of the distribution of
llotelling's Tg = v,U(p) has been obtained by Ito(1956) in the null case for 11)

up to order v;z. The non-null distribution was given by Siotani (1957) and

later by Ito {1960} up to order v;l. Further, Siotani (1968, 1971) extended

his result up to order v;z.

The above authors genera.ly used Taylor expansion
and perturbation techniques of James (1954) cither on the cdf or characteristic
functions. Fujikoshi (1970) has given two methods of obtaining the non-null
distribution of Tg up to order véz by using hypergeometric function and Laguerre

polynomial of matrix argument using characteristic function and Laplace transform.




Both lcud to the same result which 1s the same as that of Siotani (1968). The
above expansiuns all are generally in terms of ncn-central chi-squared varxablss.
Further, Mulrhead (1972b) has also derived an expunsion up to order v ! vhich
can be readily utilized to give further terms in the expansion and uhxch may be
Jdifficult to ohtain by the use of carlicr methods. Hayakawa (1972) has also
given an asymptotic expansion of the distribution of Tg to order véz by
obtaining some formulae for gencralized Laguerre polynomials of matrix

argument and univariate Laguerre polynomiuls.

For I11), Fujikoshi (1970) has obtained an asymptotic expansicn for Tg
for testing the hypothesis of independence between two sets of variates under !
sequence of alternatives converging to the null distribution with a rate of
convergence v,Y(Y > 0). By utilizing a close rclationship bctwcen IT) and I11),
the asyxptotic expansion of the distribution of T0 up to order v, has been
studied for y=l. Fujikoshi has also computed the powers using the asymptotic
distribution for II) for the three-roots case. Further, Lee (1971a) has
extended Ito's result for II) to III). The asymptotic expansions in all the 3
work above are generally involving non-centralchi-squared terms.

Again, Sugiura and Nugao (1973) have obtained asymptétic formulae for the
distribution of Tg for III) up to order (vlwz)’l in terms of normal distribution
function and its derivatives. Mecthod is based on differential operators on
symmetric matrix by Siotani (1957), Ito(1960) and others.

For I), if §l and §2 arc defined as in (9.1) except that gng.

Chattopadhyay and Pillai (1971a) have obtained asymptotic expansions for cdf
and percentile of Tg to order vgl. The expansions hold when 21221 = I¢§ and ;
Ichi El <1, i=l,..,p, where ch, (A) denotes the i th

s

ch. root of A Taylor
expansion and perturbation techniques have been employed. P1lla1 and Saweris

(1973) have extended the results of Chattppadhyay and Pillai to order v52

also included terms involving f sz v'l order terms which were neglected by

the earlier authors where fij 15 the (i,j)th element of 212;1. Further, Pillai

and Saweris (1974a) have extended the work of Chattopadhyay (1972) who derived
2

and

| oy A i <o A i Gy © Lo S o ALY
=

an asymptotic expansion up to order v for the cdf and percentile cof T0 with } i

’ S, and S, as in (9.1) with §+9. The exte 1sion was to include f f,, terms % i
neglected by Chattopadhyay. Hsu and Pillai (1975a) have extended these s |

results further to include terms up to order v, x but neglecting terms of higher 1 %

i

powers in some Taylor expansions to keep the number of texms to a manageable

1

level for computation. In all this work perturbaticn technique is used. The

asymptotic expansion obtained for the non-centrul case has been extended also to
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the canonical correlation case by making 9 rzadom. Numerical results of powers

have been computed from the expansions by'Pillai and Saweris {1974) and Hsu and
Pillal (1975) for robustness studies for I) and TII) against non-normality and

I1) against the violation of assumption of equality of covariance matrices.

13. PILLAI'S TRACE

The exact distribution of V(p) is more difficult to obtain in the
non-centralcase than even that of U(P) for various obvious rcasons and it
has not been derived so far. The exact distribution for the two-roots case
has been obtained by Pillai and Jayachandran (1967, 1968) for I) II) and III)
using up to sixth degree¢ zonal polynomial. Khatri and Pillai (1968a) have
obtained the density of V(p) for II) as zonal polynomial series but is
convergent only for iv(P)I <1,

In regard to the moments, Pillai (1964c, 1966¢)and Khatri and Pillai
(1965, 1968a) have obtained the moments of V(p) in the linear case based on
the idca of independent beta variables. Again,Khatri and Pillai (1967) have
shown that the moments of V(p) can be obtained from moments of V( r) for II)
where r < p is the rank of ﬂ The first twe moments of V( 2) have been worked
out. Further, Pillai (1968) has obtained the mgf of V(p) for 1) II) and III)
but the mgf of I) has been obtained by Khatri (1967) with a slight error.

The results are in zonal polynomial series form which involve the :t'('T
coefficients in (9.3) which have been tabulated only for k £ 8 (Constantine,
1966, Pillai and Jouris, 1969).

Pillai and Sudjana (1975) have extended the work of Pillai and
Jayachandran (1967, 1968) for robustness studies for I) and II) using (9.1)
and Pillai and Hsu (1975) for III) using (9.4) as in the case of U(p).

They Kave also extended (Pillai and Sudjana, 1972) the mgf of l'illai (1968)

starting from the density (9.1) and Pillai and Hsu (1975) starting from (9.4).

In regard to asymptotic distributions, Fujikoshi (1970) has obtained an
asymptotic expansion of chi-squared terms for the distribution of V(p)‘for IT)
up to order vaz, by using Pillai's mgf (1968) and using certain formulae for
weighted sums of zonal polynomials. He has shown the usefulness of the
asymptotic expansion by obtaining approximute upper 5 and 1% points and
comparing with those of Pillai and Jayachandran (1967) and by computing powers
of the V(p) test for three-roots casc. Similarly for III), Fujikoshi (1970)
has cbtained an asymptotic expansion using Pillai's mgf. For y=1 (seec Section
12), the expansion consists of non-central chi-squared terms and has been

derived up to order v'z Further, Lee (1971b) has obtained an asymptotic

2 .
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expansion for V(p) to order v,”, and powers computed and upper percentage

points of V(p) also computed by Hill-Davis method (1968). Lee (1971a)

also has cxtended to III) the cxpansion for II). Again Sugiura and Naguo
(1972) have obtained asymptotic formulae for the distribution of V(p) for
IT1) up to order (vlwz)'l in terms of normal distribution function and its
derivatives using the method of differential operators on symmetric matrix
by Siotani (1957), Ito (1960) and others. Fujikoshi (1972) has further
obtained an asymptotic expansion to order viz for I1I) by employing a method
similar to that of Sugiura and Nagao(1971). The asymptotic formulae are
given in terms of chi-squared variables.

14. WILKS' CRITERION

The exact non-central distribution of Wilks' criterion has been derived
by Pillai, Al-Ani and Jouris (1969) for I), II) and III) using inverse Mellin
transform in terms of Meijer's G-functions, Pillai and Nagarsenker (1972)

p
has obtained the distributions of a statistic T b;(l-bi)b of which
i=1

Pillai-Al-Ani-Jouris results are special cases. Pillai and Sudjana (1975)
have cxtendad the results starting from (9.1) and Pillai and Hsu (1975) using
(9.4). Earlier, Pillai and Jayachandran (1967, 1968) have obtained the exact
distribution of Wilks' criterion for I), II) and III) in the two-roots case
and computed powers in each case. Das Gupta (1972) has shown that the null
and the non-null linear distribution of Wilks' criterion have the monotone

Lr property. Das Gupta and Perlman (1973) have shown that the power of "(p)
strictly decreases with the dimension and ) in the linear case.

Further, in view of independent beta variables apurui~!" which extends to
the linear case with the non-centrality parameter inv i{..-d rly in the density
of tfl in (6.2) as can be seen from (9.9) (or(9.8)) b; cran~formation as in
Section 6, Gupta (1971) obtained the density of Wilks' =i .:rion for II) in the
lincar case fcr number of roots 2 to 5 using the convolution technique (see
Section 6). Asoh and Okamoto (1969) have expressed the criterion as a product
of conditional betas in the non-null case while Kabe and Gupta (1972) have
given an explicit procedure for decomposing the non-central multivariate beta
density in terms of densities of independent beta variables extending the work
of Pillai (1964c, 1966¢c)and Khatri and Pillai (1965). Again, Hart and Money
(1975) "have obtained the distribution of Wilks' criterion in the linear case

in a general form and have developed an algorithm for calculating exact powers
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and percentiles. Also, tabulations of powers and percentiles have been
carricd out for selected number of variates and df. Tretter and Walster
(1975) also have obtained the distribution in the lincar case as mixtures
of beta distributions. Nagarsenker (1976) has derived the distribution of
1), II) and ITI) in the general case in simpler computable forms as mixtures
of beta distributions as well as mixtures of gamma distributions which are
more useful than Pillai-Al-Ani-Jouris forms involving G-functions. The
G-functions arc not easy to evaluate in all cases. Mathai (197Ga) has given
scrics expansions for certain cases of G-functions and shown the use of the
series for distributions of Wilks' criterion derived by Pillai-Al-Ani-Jouris.
Mathai (1973a) has brought about the points involved in the evaluation of the
G-function in terms of computable expressions.

In regard to approximate or asymptotic distributions, Ito(1962) has made
numerical power comparisons of test of II) hased on Tg and Wilks' criterion in
large samples in the linear case. Mikhail (1965) has given such comparison by

an approximate method using the lower order moments based on U(z), V(z) and N(Z).

Further, Posten and Bergmann (1964) Lave given asymptotic expansions for II)
using characteristic functions in the linear case and Roy (1966) has also
tabulated the power through an approximate method. Sugiura and Fujikoshi
(1969) have derived for II) an asymptotic expansion involving chi- -squared
terms to order vz for Wilks' criterion using the characteristic function
exprissed in terms of hypergeometric function of matrix argument. Olkin and
Siotani (1964) have shown for III) that the limiting distribution of
(n')ﬁﬂ(p) is normal. For III), the h th monment of the criterion has been
worked out first and then studying the characteristic function Sugiura and
Fu;xkoshx (1969) have also obtained an asymptotic expansion up to order
(vl+v2) in terms of normal distribution function and its derivatives.
Fujikoshi (1970) has computed approximate powers based on these expressions
in the three-roots case. Lee (1971a) has given an asymptotic expansion for
TTI) using Sugiura-Fnjikoshi (1969) expansion for II) as also Sugiura (1969).
Power comparisons have been made (Lee 1971b) of U(p), V(p) and W(p) for II)
in the threc-and four-roots cases. Muirhead (1972a) has obtained an

asymptotic expansion for the distribution of f#rc up to order (v1¢v

2)-3

local alternatives in terms of non-central chi-squared distribution and
density by obtaining a solution of the system of pde's satisfied by the mgf.
This extends the work of Sugiura (1969). Pillai and Nagarsenker (1972) has.
obtained an asymptotic expansion for I) up to order (\:1<b\)2)"1 in terms of

normal distribution function and its derivatives and Subrahmaniam (1975} has
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extended the same to order (vl¢v2)'3/2 using pde's of Muirhecad (1970a) giving
power tabulations of the test, the actual fr test and Z(P) test,
15. OTHER STATISTICS

As in the null casc, Wilks' statistic, Z(p), will be considered first
in this scction. The approach to the distribution problem is generally the
same as that for Wilks' critcrion but there has been less interest abcut this
study in view of the inferior nature of the tests regarding power compared to
the more outstanding test criteria like U(p), V(P) and N(P). De Waal (1968)
has derived the non-central density of Z(p) in terms of an integral expression.
Pillai andeagarsenker (1972) have obtained the distribution of a statistic of

the form I bg(l-bi)b of which Z(p) is a special case. The distribution has
i=]

been derived in terms of H-functions (Mathai, 1970a) as a result of inverse
Mellin transform. The exact distribution has been obtained for 1), II) and
ITI) and asymptotic expansions have been obtained to order (v1+vz)'l in terms
of normal distribution and derivatives for I) under local alternatives,
Subrahmaniam (1975) has extended the results to order (vl+v2)'3/2. Sudjana
(1973b) has obtained the general form of the distribution of Z(P) starting
from (9.}) and (9.4) and obtained the distributions for I), II) and III) as
special cases. He has also given power tabulations based on detailed study
of the two-roots case and compared the powers with those of U(z), V(z), N(Z)
and largest root. The distribution in the non-central linear case has been
studied by Troskie and Mcndy (1974) following Gupta (1971) obtaining the
distribution of Z(P) for II) for p=2,3,4 and 5. They have also extended the
Tesults to III). Further, Hart and Money (1976) have applied their (1975)
algorithm for Wilks' criterion with modification to obtain non-central linear
percentiles and powers of 2(P) ang carried out numerical power studies whose
findings agree with those of the extensive study of Sudjana (1973b). De¢ Waal
(1968) has obtained an asymptotic distribution for Z(p) assuming that Q is a
fixed matrix. Fujikoshi (1972) has derived an asymptotic expansion up-to
order vis involving chi-squared terms by inverting the characteristic function
expressed in terms of hypergeometric function with matrix argument.

Regarding the three Harmonic mean criteria, d??ixl,2,3, following
Constantine (1966) and Khatri and Pillai (1968a), the densities have been
studied by Troskie (1971) which are convergent only in the range |H£p)| <1.
The densities have been obtained in the context of III). Further, Troskie and
Money (1972) have obtained the densities for II) and mgf's for II) and III).
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The exact distribution of Bagai's statistic, Y(p). has been derived by
Pillai and Nagarsenker (1972) in terms of G- and li-functions using inverse
Mellin transform for I), II) and III), Sugiura (1969a) has obtained an
asymptotic expansion for I) for large sample sizes and local alternatives.

In regard to the &r test of I), it falls as a special case of the
criterion of Pillai and Nagarsenker (1972) given zbove, namely, 1N b:(l-bi)b

with a = vl/z and b = v2/2. The exact distribution has been given by the

authors in terms of G- and H-functions. Further they have obtained asymptotic

cxpansions for the criterion inverting the characteristic function in two
Sforms, the first as chi-squared series up to order (vlwz)'2 and the second as

-2 .
chi-squared series up to order m ° wherc m-p(vl§v2) where p is a correction
factor (Anderson, 1958, p.255) but both under local ulternatives,Subrahmanian

(1975) have 2xtendéd these expansions using the pde's of Muirhead (1970a) %o
order (vlwz)'3 and n~3 respectively.

In the onc-sample case, the exact non-central distribution of the L
statistic has not received a great deal of attention. Sugiura (1969b) has
obtained asymptotic expansion of the distribution of the criterion -2log L

up to order v involving normal distribution function by inversion of the

characteristic function.

In regard to the sphericity criterion, Girshick (1941) has obtained the
non-null distribution of sphericity criterion in the two-roots case in series
form. Pillai and Nagarsenker (1971) have obtained the exact distribution in
terms of zonal polynomials and G-function by inverse Mellin transform. Khatri
and Srivastava (1971) have also derived the distribution in similar form.
Steffens (1974) has obtained power tabulations for the two-roots case obtaining
an F series form for the distribution equivalent to that of Girshick
(Girshick, 1941, James, 1966) and shows that the power of the sphericity test
excels that of a bivariate t test of sphericity suggested in the paper except
in the close neighborhood of the hypothesis., Muirhead (1976) has also computed
powers of W in the two-roots case based on the non-null distribution which he

has obtained as mixtures of F distributions similar to that of Steffens.
As regards asymptotic distributions, Gleser (1966) has given a normal

asymptotic form and so has Sugiura (1969b). Sugiura (1969b) has given the

asymptotic expansion of -2 plogW to order v'1 involving normal distribution

function and its derivatives by inverting the characteristic function.
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Sugiura (1972) has also obtained the limiting distribution of a locally best
invariant test discussed by John (1972) and Sugiura (1972) given by
tr Gzl(tr 6)2.

i As rc;ards generalized variance, Mathai (1970a, 1972a) has obtained the
cxact non-central distribution of the determinant of the SP matrix as series
involving zonal polynomials and G-functions obtained through inverse Mellin
transform. Further, the G-functions are evaluated in computable series form.

Fujikoshi (1968) has obtained the limiting distribution when 8-09 and has
derived an asymptotic expansion of the distribution of the sample generalized
variance to order v'3/2 when 2 is constant. Further, Fujikoshi (1970) has j

extended the study to the case @ = ¥V b obtaining the expansion up to order
-3/2 -
v

in terms of normal distribution functions and its derivatives by
inverting the characteristic function. Sugiura and Nagao (1971) also have
obtained a similar expansion.
In regard to clementary symmetric functions, XKhatri and Pillai (1968b) i
have obtained a recurrence relation to find the moments of the ith esf in p
bj's as well as p f&'s in the non-central linear case in terms of those of
partitioned submatrices. Pillai and Jouris (1969) have given cxact expressions
for the first two moments of Vi?l’n and first three moments of Ugfl.n based on ]
the results of Khatri and Pillai (1968b) and also the third moments of the
sccond csf of a matrix in the non-central means case (James, 1961). The first
two moments in question have been obtained earlier by Pillai and Gupta (1968)
in terms of generalized Laguerre polynomials. The expected values of the esf's
in the p ch. roots of a Wishart matrix in the central case has been obtained
by De Waal (1972a) and a conjecture in the non-central case which was proved
to be correct by Shah and Khatri (1974). The hth moment of the trace of a
non-central Wishart matrix with 2-021 has been studied by Nel (1971) and
first six moments explicitly com;utea for general I (1972). De Waal (1973)
and De Waal and Nel (1973) have further studied th; expected values of the esf's
in the Wishart and correlation matrices cases. Further, Fujikoshi (1970) has
obtained an asymptotic expansion of the distribution of the trace of a !
non-central Wishart matrix under the assumptions =0(1) and 0(v) to order |
v'3/2 in terms of normal distribution function an& its derivatives by
inverting the characteristic function.
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16. A SHORT CRITICAL REVIEW

iver the past fifty ycars, considerable work has heen promoted in
multivariate distribution theory and a large number of papers written in the
arca hus been devoted to characteristic root distributions. While the null
distribution of the ch. roots was obtained as carly as 1939, the non-null ch.
root distributions were derived only in the sixties and those too in series
forms which are not immensely useful in view of convergence difficulties and
the inability to compute the general terms. However, even more unsatisfactory
has been the study of the exact distributions of the test criteria which are
functions of the ch., roots and which have been established to have various
optimum properties (see Section 3). The exact distributions of individual
roots have becn obtained explicitly for small number of roots but when the
number of roots becomes larger, onc has to resort to approximations. Such
approximations have bcen suggested only for the largest (smallest) roots
(sec Pillai, 1954, 1956a, 1965, Section 4). Attempts to obtain approximations
for other roots have failed (see Davis, 1972a, Section 4). The study of the
exact null distributiontof the trace statistics has met with less success.
Nanda (1950), Pillai and Jayachandran (1970), Davis (1970b), Krishnaiah and
Chang (1972), and others have worked on the exact null distribution of V(p)
obtaining limited results for small number of roots and small values of
arguments m and n. However, what they have been in full agreement is to
recommend the use of Pillai's tables (1960) of approximate percentage points
to practitioners. While Pillai has given such tabulations for number of
roots from 2 to 8, Mijares (1964) has extended the tables up to number of
roots 50. Again, the exact null distribution of Hotelling's trace has been
investigated by several authors with somewhat disappointing results.
Constantine (1966), Pillai and Young (1971), Pillai and Sudjana (1974), Davis
(1968, 1970c) and others have worked on the problem but the general non-null
distribution has not been obtained. Here again, the practitioner has to resort
to Pillai's tables (1960) giving approrimate percentage points for number of
roots 2 to 8. However, progress has been made in regard to the exact null
distribution of Wilks' criterion in view of inverse Mellin transform approach
which was introduced by Nair (1938) along with the differential equation
approach and theory of residues, which are some of the important approaches in
distribution thcoory followed by several authors (see Section 6).
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Further, approximations to the distribution of Wilks' criterion were avaiiable
in the literature for a long time (Bartlett, 1938, 1947a, Rao, 1948). In
addition, the exact null distribution of Z(p) follows that of N(P), and those
of other #r test criteria, for cxample, L, sphericity and others also have been
obtained through inverse Mcllin transforms. The study of the distributions of
the determinants, for example, Bagai's statistic, generalized variance, has
been facilitated by the use of G-functions (sec Section 7).

In regard to the non-null distributions, the exact distribution problem
has generally met with disappointing results. The exact distributions of the
largest (smallest) or other roots have been considered by many authors
(Pillai and Sugiyama, 1969, Al-Ani, 1970, Kkhatri, 1972, Pillai and Saweris,
1974b and others) in finite or infinite series forms involving :zonal polynomials
whose general terms cannot be explicitly computed and with slow or questionable
convergence in the infinite case. The exact non-null distributions of V(p) or
U(p) have not becn obtained in the general case. The distributional forms
involving zonal polynomial seriecs derived in this connection for V(p) or U(p)
arc convergent only for IV(p)l or IU(p)I < 1 (Constantine,1966, Kiatri and
Pillai, 1968a,Khatri, 1967 and others). However, the general moments of U(P)
has been obtained (Constantine, 1966, Khatri and Pillai, 1967) and the mgf's
of V(p)(Pillai, 1968) all involving zonal polynomials and some constants whose
gencral expressions are unavailable. The exact non-null distributions of Wilks'
criterion have been darived in terms of G-functions {Piilai-~Al-Ani and Jouris,
1969) using inverse Mellin transform. The G-functions cannot be casily
cvaluated in all cases. But computable series form expressions for special
cases of G-functions involved in the distribution of W(p) and others have been
obtained (Mathai, 1970a). Attempts have also been made to give the distribution
as mixtures of beta or gamma distributions (Tretter and Walster, 1975,
Nagarsenker, 1976). As in the null case, the non-null distribution of Z(p)
is similar to that of W(p) and those of Bagai's statistic, sphericity and
generalized variance involve G-functions and zonal polynomials.

While a great deal remains yet to be accomplished on the exact nuli and
non-null distributions, extensive work has been carried out on asymptotic
distributions. The sub-asymptotic expansions treated in Section 10 are
interesting, however the distributional forms obtained are not of readily
usable form. Starting with the sub-asymptotic expansions, some asymptotic
expansions have been obtained in usable form (Muirhead and Chiguse, 1975,

Constantine and Muirhead, 1976, Section 10) but the sub-asymptotic nature has

disappeared.
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Asymptotic expansions have been obtained in a large number of cases by
inverting asymptotic formulae of the characteristic functions or mgf (Ito,
1960, Siotani, 1971, Sugiura and Fujikoshi, 1969, Fujikoshi, 1970, Muirhead,
1970b and others). In one set of expansions, use is made of some formulae
for weightcd sums of zonal polynomials and generalized Laguerre polynomials
(Fujikoshi, 1970, Sugiura, 1971) in another set, Taylor expansions and
perturbation techniques are used (Ito, 1956, Siotani, 1971, Chattopadhyay and
Pillai, 1971, Pillai and Saweris, 1973, Hsu and Pillai, 1975 and others) and
in a third set de's are employed (Davis, 1968, 1970a, 1970b, 1972a, Muirhead,
1970b ard others) to obtain solutions for mgf's or density functions. The
results have been obtained generally for large sample sizes in terms of
chi-squarcd distribution, central or non-central, or normal distribution.
Some cxpansions in the non-central case are for local alternatives.

The usefulness of these asymptotic results have been very little so far
for the practitioner. Some results, like the asymptotic independence and
normality of the ch. roots in the one-sample case for principal component
analysis, have bsen very helpful. But then the unanswered question is:

How large should the sample size be to use these results?

In conclusion, it has to be recognized that quite a large number of
papers have been written in the field of ch. roots distributions employing
various methods of approach. Merits and demerits of some of these methods
have been discussed by Mathai (1973b). Although considerable efforts have
been made by various authors on exact distribution theory especially of
different test criteria, the results have not been encouraging. Again, even
though the exact non-null distributions of the ch. roots have been available
for somectime, it seems desirable to have these obtained in some other more
useful forms than the existing ones i.e., series involving zonal polynomials
whose convergence is slow or questionable and general terms are not com-
putable. The recent progress made in asymptotic distribution theory remains
yet to be appreciated and assimilated by practitioners.
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