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PREFACE

The increasing importance of computer programs to the shock and
vibration community underscores the need to gather together program
capability and dissemination information. This book contains critical
reviews and summaries of available shock and vibration computer
programs. It is hoped that this book will be a valuable tool to readers
for use in selecting the best software to solve their problems.

The book is divided into two sections. In the first section, computer
programs suitable for particular classes of problems are considered.
Both special purpose and general purpose programs are included. In
all cases, considerable care has been given to providing details of avail-
ability of the programs.

In the second section of the book, the capabilities of readily available
general purpose programs are treated. The methods used for solving
dynamics problems are outlined and the techniques employed for
incorporating various material properties are scrutinized. Finally, we
attempt to discern which programs are the most appropriate for particular
problems.

Every reasonable effort has been made by the editors to assure
completeness of the reviews and summaries. General requests for
information on available programs were distributed through the mail,
at mectings, and were placed in many technical journals. In addition,
specific requests were sent to names supplied by the authors. The
information received was then passed on to the appropriate author.
Final decisions as to the contents of the individual chapters rested with
the authors responsible for that area.

The cooperation of the authors in the preparation of comprehensive
chapters is greatly appreciated. Their efforts have been massive, requiring
the collection of information on available programs, the preparation of
questionnaires for program developers and users, the critical review of
the programs’ descriptive material and documentation, and the verifica-
tion of sources of availability. In several instances the authors have even
applied most of the computer programs in their area to benchmark
example problems.

We appreciate the encouragement, advice, and support received
from the Shock and Vibration Information Center staff: H. C. Pusey,
R. Belsheim, R. H. Volin, and J. G. Showalter. We also acknowledge
the help we received from S. DeMasters, D. Bibb, N. Coleman, J. Hamm,
J. Hawkins, M. Thompson, and G. Horner at the University of Virginia.
A very special word of thanks goes to C. Miller and L.Van Oosting of
the University of Virginia who spent many many hours applying finishing
touches to the chapters.

October 1975 WALTER AND BARBARA PILKEY
Charlottesville, Virginia
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Muiltiple Energy Domain Systems

Dean Kamopp

Department of Mechanical Engineering

INTRODUCTION

Almost all shock and vibration computer programs deal exclusively with systems
composed of mac:ynical elements representing compliance, inertial, and dissi-
pative effects in structures. Yet many practical problems involve interactions
among mechanical, hydraulic, pneumatic, magnetic, electrical, thermsl and other
types of elements which can interchangs energy. Vibration engineers are often
understandably reluctant to extend their analyses very far into unfamiliar
energy domains, but there are cases in vhich the essence of a shock or vibra-
tion problem resides in the energy transduction between some snergy domain and
the mechanical part of the system.

In principle, even the simplest air suspensions or hydraulic or pneumatic
shock absorbers when applied to vibration control problems result in sultiple
energy domain systems. When such devices can be adequately characterized by
mechanical compliant or dissipative models, then they may be easily incorpo-
rated into a standard vibration analysis. However, at a more detailed level,
the internal pressure and flow variables sre not easy to predict using vibra-
tion computer codes.

For other classes of problems, it 1is very difficult to use a standard vi-
bration program effectively. Consider, for example, the oscillations in sys-~
tems containing electric motors, electrodynamic or slectrohydrsulic shakers,
hydraulf . power generating equipment, or hydrostatic drives. Equipment fail-
ures in such systess may properly be attributed to excessive vibration, but
an analyeis of the cause of the vibration requires a general type of system
study.

Finally, there is the class of active shock and vibration control systems
which requires a careful analysie of the vibratory system and the dynsmics of
the force or motion control effectors before a stable and effective comntrol
strategy can be designed. Such systems almost always involve energy trans-
duction from the sensors, through ths controller, and to the effectors. With
the lowering of cost of the signsl processing equipment which seems to be a
constant factor in the slectronics industry, it is likely that active systems
for vibration control will move from serospace to more mundsne applications.
Por this class of system, aleo, most vibration computer programe are of limit-
od utility becsuse the servomechaniem components involved are not easily incor-
porated into the analyeis.

BASIC TYPES OF PROGRAMS

There are many possible ways to use existing computer programs to aid in the
analysis and design of multiple energy domain vibratory systems. Below, sav-
eral categories of programe are discussed briefly and their merits for the
type of systems under discussion ars noted.
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4 SHOCK AND VIBRATION COMPUTER PROG RAMS

Equation Integraters and Analyzers

These programs, which are discussed in detail elsevhere in this volume, are
extremely versatile since they require only a set of equations and make no
presumptions about the type of system which generated the equations. On the
other hand, the programs are of no help in modeling the system or in deriv-
ing the equations from the system model. Relatively small structural or pa-
rametric changes in the system's mathematical model may require a tedious re-
formulation of the system equations before the computer can be of any aid.
This fact tends to limit the usefulness of such programs during the design
phase of a vibration control system.

Digital-Analog Simulators

Parts of certain systems are conveniently described by block diagrams, signal
flow graphs, or transfer functions. This type of system description is par-
ticularly convenient wvhen some components function as isolating amplifiers so
that back-effect interactions between components can be neglected. Analog
computers are suited to the study of such systems since parametric studies
are readily accomplished by adjusting potentiometer knobs. Digital programs
which accept the same sort of block diagram system description required for
anslog computers are available and have the advantage that the careful scal-
ing necesssry because of the analog computer's relatively small dynamic range
is not necessary.

Generally, digitsl programs cost more to run than analog computer pro-
grams, but the set-up and debugging time for the analog computer can be large.
A more basic problem is that for most shock and vibration problems, the gen-
eration of the block diagram system model requires a good deal of human skill
and time. This 1s because large parts of most systems contain no isolating
amplifiers so that back-effects between components result in many signal flow
loops. Again, these computer programs come to the aid of the analyst only
after he has put in considerable sffort.

Single Domain Formulators, Analysers and Simulstors

Over the years, many computer programs have been developed which accept data
describing a physical system involving a single energy domain in a form close-
ly related to the anslyst's own idea of how the system should be wodeled us-
ing a rather emall set of ideal elemsnta. The finite element vibration pro-
grams described elsevhere are examples of this type of progras, ss are the
electrical circuit design programs. These programe essentially formulate the
equations of motion implied by the lumped parameter model and then can per-
form analyses of the properties of the equations or can perform dire:t time
domain simulations of the system response to given inputs. These programs
therefore allow the computer to play a large role in the design of systems,
since a designer is spared a good desl of manipulation of parametric expres-
sions if he chooses to modify the system to improve its characteristics.

The only way that a single domsin anslyeis program can be used for s mul-
tiple energy domain system {s by analogy. For axample, an electric circuic
design program can be used for an electromechanical system if an equivalent
circuit is made for the mechanical psrt of the system. Similarly, a mechani-
cal vibration progrsm can be used for s hydro-mechanical system oaly if the
hydraulic components can be replaced with eaquivalent mechanical elements.For
simple systems, the use of analogy is reasonable, but for complex systems the
process is tedious and needlessly confusing, particularly when parameter valuss
are translated from one emergy domain to another.
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MULTIPLE ENERGY DOMAIN SYSTEMS 3

Multiple Domain Formulators, Analysers and Simulators

It is possible to "huild a program suited to multiple energy domain systems
only if one has a uniform way to describe all physical systems with a small
set of elemental components. Very few unified physical system theories have
been extensively developed and therefore the number of corresponding programs
is small. Wa shal! describe the ENPORT program based on bond graph system

descriptions in som: detail.

TWO FORMULATORS CONTRASTED

Programs vhich merely analyze equation sets or human-generated block diagrams
are of less interest than those which also formulate squations for multiple
energy domain vibration control systems. Since single domain formulators for
mechanical systems are described elsevhers in this volume, wa will discues
only a leading electrical system formulator program and contrast it with a
general purpose formulator program.

A recent good example of an electrical circuit program is SPICE (Simula-
tion Program with Integrated Circuit Emphasis) which has supplanted several
earlier programs. A sumary of the capabilities of this program is given

below:

Simulation Program with Integrated Circuit Emphasis (SPICE) [1)

Date: SPICE version 1Q issued 1 March, 1974,

Capability: This program will handle electrical circuit elements including
semi-conductor devices. The analysis portion of the program contains
three parts; a) nonlinesr dc analysis with provision for stepping an
input source to obtain a set of static transfer curvas, b) smsll-signal
steady state sinusoidal and noise analysis, c) nonlinear, time-domain
analysis.

Limitations and Restrictions: The program is limited to 400 nodes and 200
total elements of which no more than 100 can be semiconductor devices.

Input: This program utilizes a free format input language defined in s User's
Guide included in Ref. [1].

Output: A wide variety of tabular dats outputs and line printer
plots are aveilable depending on tha analysis options chosen.

Language: The basic programs contains 8000 Fortran IV statements.

Hardware: Approximately 40,000 decis il words on a CDC 6400 computer are re-
quired. An overlaid version cen be executed in approximately 25,000
decimal words.

Usage: The program has been developed and used over s several year period at
Berkeley and nov has besn exported widely.

Developer: See Ref. [1]. The development was sponsorad by the National
Science Poundation, Grant CK-17931.

Availsbility: Program is available from Electronics Ressarch Laboratory, Col-
lege of Engineering, Univereity of California, Berkeley, Californis

94720.

This program could be used for vibratory systems if one were willing to
use equivalent circuits. The nonlinear capability and the sinusoidal re-
sponse analysis could bs quits useful. On the other hand, it is annoying to
have to convert s~sses, spring constants, and damper parameters into electri-
cal parameters. Also, the nonlinear elements which are user defined or built~
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6 SHOCK AND VIBRATION COMPUTER PROG RAMS

in are set up to model semi-conductor elements, not those often found in
vibratory systems.

Finally, some specific problems arise whenever a single-domain program
is used for a multiple domain problem. For example, while mutusl inductance
alements are allowed in this program, mutual capacitance elemants are not.
Thus, an electrical element representing a mass matrix can be found, but no
element is allowed to represent a compliance matrix. Similarly, loope of
inductors and branches of capacitors are prohibited, although systems con-
taining analogous elements may occur in mechanical systess.

Consider now a program specifically designed for multiple energy do-
main systems, ENPORT. .

\

ENPORT [2]

Date: 1972

Capability: This program handles sll types of thysical systems as long as
they are represented by a bond graph model, [3]. In particular, mech-
anical systems containing coupled masses, spring constant or compliance
matrices, component modes, rigid bodies, and dampers, may be coupled to
hydraulic, pneumatic, electrical, or thermal slements. Equations of
motion are formulated, output equations for requested varisbles are
found, eigenvalues are computed, and time domain simulation can be
performed.

Method: The program organizes equations following the type of causality
assignment procedure presented in Ref. (3], but with modifications to
make it more suitable for computer use, Ref. [4]. Standard programs
for eigenvalue snalysis and matrix exponentisl simulation are incor-
porated.

Limitations and Restrictions:

The program handles linear systems only,

Bonds Total maximum = 65
external = 50

internal = 15

Multiport elements maximum = 63
Number of ports, C.I.R. maximum - 5
0,1 = 5

Independent energy variables = 20
Dependent energy varisbles = 10
Number of sources = 10
Number of resistancas =10

Input: This program utilizes a freea format input langusge defined in Ref.

(2] and {3].

Output: A good deal of graph processing information is always proviied for
the purpose of checking the interpretation of the input data. Tabular
data from simulations as well as line printer plots sre available by
requests.

Language: The program is written in Portran IV and is contained on about
9000 cards.

Hardwere: Prasent version of the program was developed on a CDC 6500 ma-
chine and is in use presently on & Burroughs 6700 and various IBM ma-
chines. Core requiremsnts for present version are similar to thoss for
SPICE (abovs) but less powerful versions have operated on computers as
emall as an IBM 1100.

Usage: Approximately 30 industrial and academic institutioms have obtained
INPORT decks. Academic use has been continuous for several ysars at
several locations.

Developer: Professor R. C. Rossnbe. g, Michigan State University, East Lan-
sing, Michigan 48823. The deve'vpment was unsponsored.

Availability: Card deck is svailable ‘rom the developer for less than $50.

S

Sy

P




o
X é‘;:g{f"ﬁ'? S
R

3

MULTIPLE ENERGY DOMAIN SYSTEMS

The ENPORT program has much to recommend it when multiple energy domain
vibratory systems must be analysed., All energy domains are treated in the
same feshion and with compatible units. (The metric system is most conven-
ient with pover measured in watts in all energy domains). The input data
may be read directly from a system model bond graph and only the primitive
physical paraseters need be supplied, such as masses, capacitances, damping
coefficients, etc. The program can handle algebraic loops and derivative
causality automatically. Once the equations are formulated and composite
paraseters computed by ENPORT, standard analysis programs can be used to ex-
tend the analytical power of the program. For modest sigze problems, the pro-
grans listed in Ref. (5] are often used. These programs will print transfer
function polynomials and yield plote of frequency response vhen supplied
with vector-satrix equations from ENPORT, for example. For active control
systems, the optimal control routines contained in this collection can also
prove useful,

The basic difficulty to the use of ENPORT is that one must learn to
model dynamic systems using bond graphs. This sort of disadvantage is in-
escapable if one desires to handle multiple energy domain systems without
using & human being to organize the component equations slgebraically into
the system equations. The alternative of casting all components into an
equivalent electrical form, as would be required with SPICK, or into an all
mechanical form, as would be required with any all-mechanical element pro~
gram, is hardly more attractive. In fact, when ons is forced to deal with
multiple energy domsin systems, a uniform approach to modeling the system
dynamice 1is useful vhether a computer program such as ENPORT is available
or not,

1. Nagel, L. W., and Pederson, D. O., "SPICE, (SIMULATION PROGRAM
WITH ISTEGRATED CIRCUIT EMPHASIS)," Memorandum No. ERL-M382, Electronics
Research Laboratory, Collegs of Engineering, University of Californis,
Berkeley, Ca., 94720, April 1973,

2. Rosenberg, R. C., A User's Guide to EWPORT-4, John Wiley & Sons,
New York, 1978.

3. Karnopp, D. C., and Rosenberg, R. C., System Dynamics: A Unified

roach, John Wiley & Sons, Wew York, 1975,
. Rosenberg, R. C., "State-Space Formulation for Bond Graph Models

of Multiport Systems,” Trans, ASME, J. %nn-__t_c Systems, Measuremant, and
Control, Ser. G. Vol. 93, Yeo. I. Marc| s PP. 3 .

5. Melsa, J. L., and Jonsse, 8. K., %';uot hognl for Computational
Assistance in the Study of Linear Control Sec 4., McCraw-Hill,
Wew York, 1973,

{.—4

o

St




Transfer Function Analysis

James C. Bowers
Gary A. Shaw

University of South Florida

INTRODUCTION

Laplace Traneform theory and the formulation of transfer functions comprise
an important technique for the representation and analysis of linear, lump-
ed parameter, multidegree of freedowm, vibrational systems. This chapter be-
gins with & brief review of the theory of Laplace transforms and their ap-
plication to the formulation of transfer functions. Four computer programs,
possessing various transfer function analysis capabilities, are then exam-
ined in some detail. The program features are demonstrated by means of ex-
amples and a method for representing certain piecewise-linear systems is
described.

NOMENCLATURE

¢ = Viscous demping
1 = Moment of inertis
i A=
k = Spring stiffness
L{} = Laplace transform operator
n = Mass
P = Centrifugal force
s = Complex fraquency variable
0 = Real part of the complex frequency variable
w = Imaginary part of the complex frequency varisble

LAPLACE TRANSFORMATION

The Laplage transform is a linear transform applicable only to linear time
functions, including linear differentisl equations with constant coeffi-
cients. The Laplace transform is recognized as a powerful analytic tool
since it transforms a differential equation in the time-domain into an
algebraic equation in the complex frequency-domain. The algebraic equation
is easily solved for the desired response variable in the complex frequency-
domain, and an inverse transform can be performed to obtain the time-domain
response '1,2]. A transfer function, which represents the ratio of any two
time dependent system variables transformed into the complex frequency-
domain, provides much information and insight regarding the frequency re~
sponse of a system. While Laplace transforms and transfer functions are
fapiliar to many, s brief reviev vill insure the necessary background to
understand the examsples that follow.

The Laplace transform of a linear differential equation exists, if the
transform integral converges. Therefore, in order that the time function
£f(t) dbe Laplace transformable, it is sufficient that

Wy
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§1t(ts]e e < » )
-]

for some real, positive 0; {1]. The Laplace transform of f(t) is defined as

L{f(t))} = § f(t)e *tat 2)

vhere s = 0 + jw represents the complex frequency variable. The transform
integral given by Eq. (2) has been used to derive tables of Laplace transforms
for commonly encountered functioms [3].

An important theorem for applying Laplace transforms directly to dif- 2
ferential equations is now stated. :

Theorem: the Laplace transform of the derivative of a time
function is given by s times the Laplace transform of the
function minus the value of the function at t = O+,

The proof of this theorem follows from the definition of the Laplace trans-

form.
L{ } §—f(!l et )
- § THGY

(.'“f(m: +s § £(t) o *tar

sF(s) - f(OF)

This theorem is generalized in Table 1 along with the integration and lin-
earity properties of Laplace transforms.

Table 1 Lsplace Transform Properties

Property t-domain s~domain
1lst derivative £'(t) o¥(s) ~ £(0+)
2nd derivative £"(t) o2F(s) - sf(0F) - £'(04)
nth derivative £2(¢t) nnr(n)-nn'lt (M)-ln'zt ' (0+)
oot (8D 0
integration £(t)de -:' {(P(s) + f-1(0+)1
linearity af;(t) + bEa(t) aFy(s) + bFa(s)

£

w"’*{
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In a linear system composed of a finite number of lumped parameters (dis-
crete masses, springs, dampers), the ratio of any two time dependent system
variables can be expressed in the frequency domain as s ratio of two poly-
nominals in s, provided all initial conditions are assumed to be zero. This
ratio is referred to as a transfer function; the general form is given by
Eq. (4),

K(a_s" + l._ll--l + lﬁl-z +o.tasta) @

T(s) =
n n-1 n-2 ,
bnu + bn_ll + 8,28 + e + bll + bo

vhere m < n. The transfer function usually is written to express the ratio
of an "output" variable to an "{nput" variable. Consider, for example, the
undamped mass-spring system of Fig. 1.

A [

£(t)

Fig. 1 Simple mass-spring

The applied force, f(t), represents the input to the system and the mass
displacemsnt, x(t), is chosen as the output. A transfer function that ex-
presses the ratin of output displacesent to input force can be obtained from
Eq. (5), which is the differential equation of motion for the system.

 §
» 5‘-‘—",‘51 + kx(e) = £(r) ()
t

Referring to Tsble 1, the transformation of Eq. (3) to the frequency domain
is given by,

n[s2X(s) - sx(0+) ~ x'(0+)] + K[X(s)] = F(s) (6)

In order to obtain the desired transfer function, the initial displacement,
x(0+), and the initial velocity, x'(0+), must be assumed to be zero. Then
Eq. (6) may be writtem,

meiX(s) + kX(s) = F(s) ()]

: o) 1
or, L 8
FO) gt 4k L

his tramefer function expresses the relation between displacement and sp-
”n fetes in the frequency domsin. The requirement that all initial con~
ditfons ba zero is a general requirement that is imposed on all transfer

functions. The transfer function of Eq. (8) is rewritten in factored form

»%%ﬁ‘ﬁ... " 5

e
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Xe) | 1/m 9
F®) (g4 Jl—‘)(s -3 %)

The roots of the denominator of Eq. (9) are referred to as the poles of the
transfer function. If the forcing function is harmonic, the complex fre-
quency variable, s, will assume the value jw where w represents the vadian
frequency of the forcing function. As the value of w approaches k/m, the
denominator approaches zero and the transfer function tends toward infinity.
Therefore the poles (denominator roots) of the transfer function represent
the resonant or natural frequencies of the system. A similar interpretation
can be made regarding the roots of the numerator of a transfer function.

The numerator roots are referred to as zeros and they correspond tc the fre-
quencies for which no output is obtained, regardless of the magnitude of the
input.

The frequency response of a transfer function is often represented by
a plot of the magnitude of the ratic of output to input as a function of
frequency. This type of plot is referred to as a Bode!l plot. The phase
shift, which represents the time delay between the input and output, may also
be plotted as a function of frequency.

Another important technique for obtaining the transfer function of a
system is from experimental data. In many practical cases, the parameters
required to formulate a discrete element model of a system are not readily
obtainable. In such cases, a Bode plotr of the system response can be ob-
tained experimentally and a close approximation to the system transfer
function can be formulated from the Bode plot [4,5].

Once a desired transfer function is obtained, either analytically from
the differential equation or experimentally from the Bode plot, there are
several types of analyses that may be performed.

a. The denominator of the transfer function may be factored to obtain
information about the poles (damped and undamped natural frequencies) of the
system.
b. The numerator of the transfer function may be factored to obtain in-
formation about the zeros (frequencies at which no output occurs) of the sys-
tem.
c. The frequency response (magnitude and phase) of the system may be e-
valuated over a specified range of frequencies.

d. The sensitivity of the output to changer in the systam parameters may

be determined.
e¢. The time-domain response of the system to an arbitrary input may be

determined.

Zach of these five types of analysis can be programmed and performed
vith the aid of a computer. In the case of analyses (a) and (b), programs
for determining the roots of nth-degres polynomials are available with
virtually all genersl purpose computers and are not significant in them-
selves. Malsa and Jones [6] describe in detail a simple FORTRAMN progras
which uses a modified Barstov method for finding the roots of polynomials
with real coefficients. Melsa and Jones [6) also provide the complete 1list-~
ing for a FORTRAN program to compute and plot the frequency response of a
transfer function. While these programs sre easy to implement and extremely
fast to executs, the input format is cumbersome and the subroutines are ex-
scuted independently, resulting in a piecewise anslyeis. Although the 1lit-
erature includes other examples of euch programs, the main esphasis in this
chapter is on examining those progrems which offer a unified systes of

1,fter H. W. Bode vhose name is prominently associated vith the use of
such plots.

e e
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analysis, with user-oriented input format and s high degree of flexibility
tn output format,.

PROGRAMS EVALUATED

The four programs evaluated in this chapter are SUPER®SCEPTRE, NET-2, SYNAP
and CSMP II1. Each of these programs possesses analysis capabilities beyond
those required merely for transfer function analysis. SUPER*SCEPTRE is an
extension of the SCEPTRE network analysis program and can be used to analyze
one-dimensional , multidegree of freedom mechanical systems, digital logic
systems and control systems, in addition to transfer functions. NET-2 is
another network analysis prograam which has been expanded to include analysis
of digital logic systems and control systems as well as transfer functions.
SYNAP is designed to automatically formulate the transfer function for an
electrical network and to analyze user-specified transfer functions. CSMP III
is a well known continuous system simulation program which includes the capa-
bility for representing general transfer functions and system elements. Each
of these four programs is examined in detail in the following sections. Four
sample problems are presented and analyzed to illustrate the required coding
procedures and program features. Only those program features that are di-
rectly related to transfer function and vibration analysis are discussed.

SUPER*SCEPTRE

(System for Circuit Evaluation and Prediction of Transient Radiation Effects) (8]

Date: Updated version released January, 1975.

Capability: Nonlinear time-domain response of electrical networks, one-
dimensional multidegree of freedom mechanical systems, digital logic,
linear tranafer functions and control systems.

Method: State~variable formulation of the describing equations for a systesm.
Transient solution obtained by variable step numerical integration
with a choice of three explicit and one implicit integration methods.

Limitations and Restrictions: No frequency response curves possible when
program used in an interdisciplinary mode. No polynomial root deter-
mination. Transfer functions higher than 36th order must be repre-
sented by interconnecting appropriate combinations of lower order trans-
fer functions.

Input: Field-free, user-oriented input language. Transfer functions modeled
by specifying numerator and denominator roots or coefficients. Electri-
cal and mechanical systems specified by entering element type, values,
and interconnections. Digital devices are specified by calling "built-
10" logic models.

Output: Any system varisbles may be requested as output. Solution points
printed in tabular format and linear plots.

Language: Primarily FORTRAN with some assembly language 1/0 routines.

Hardware: Designed for IBM 360/370 with 238K-bytes core or CDC 6000 series
with 115 _K-words.

Usage: Pnl!jinary version relessed January 1974. Pinal version released
January 1975 and is already operative at about 20 installstions. Tech-
nical manual and loading instructions distributed with tape.

Developers: J. C. Bowers, J. E. O'Reilly, G. A. Shaw

Electricsl Engineering Department

University of South Florida

Tampa, Florida 33620
Sponsored by the Army Material Command CAD-E Council under DA project
numbexr 1E762708A090-24-C7.

Availability: Magnetic tape and installation documentation distributed for
s handling charge of $100. Send purchase order, check or letter of
intent to purchase toi

A
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Dr. James C. Bowers
Electrical Engineering Department
University of South Florida
Tampa, Florida 33620
Make checks payable to the Electrical Engineering Department.

SUPER#SCEPTRE Program Structure

Transfer function representations are often used in electrical network
analysis and synthesis procedures. PFor this reason, the SCEPTRE network
analysis program was recently expanded to include a transfer function
modeling and analysis capability. Several other analysis capabilities were
also added to SCEPTRE, and the resulting software package, vhich consists
of the SCEPTRE program and a preprocessor, is called SUPERASCEPTRE. The
preprocessor is essentially transparent to the user since it accepts stand-
ard SCEPTRE coding and the processed output is automatically passed to the
SCEPTRE program. The preprocessor portion of SUPER®*SCEPTRE has been in use
for less than two years. However, the SCEPTRE progras, which performs the
actual analyses, has been in use on live jobs for over 6 years and has
undergone extensive testing and modification to refine its performance.

The transfer function model provided in SUPER®SCEPTRE is represented
diagrasmatically as shown in Fig, 2,

—_—
node 1 —'ﬂﬂ 3
input output
node 2| undll' 4

Fig. 2 Transfer function model

Note that the transfer function model possesses four terminals or nodes.
The input is applied betwsen nodes 1 and 2 and the output quantity appears
between nodes 3 and 4. The arrow above the transfer function block is di-
rected from the input to the output to symbolize the direction of signal
flow. Before describing the uses of the transfer function model, the
SUPER*SCEPTRE input language is described.

The input language employs a structured, field-free format that is
easy to learn and use. The language consists of descriptive headings, sub-
headings and statements syntactically constructed from user-derived model
names, cousponent names, node nsmes, and value specifications. The headings
and subheadings required for transfer function analysis are listed in Table
2.

Table 2 SUPER*SCIPTRE Headings and Subheadings

1. TRANSFER FUNCTION DESCRIPTION
MODEL NAME
2. MODEL DESCRIPTION
MODEL RAME (TYPE)
3. CIRCUIT DESCRIPTION
ELEMENTS
FUNCTIONS
OUTPIMS
RUN CONTROLS
4. EZND

The TRANSFER FUNCTION DESCRIPTION heading card is required whenever oma or
more transfer function models are specified. The first MODEL card follows

Fag
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the TRANSFER FUNCTION DESCRIPTION card and indicates the beginning of a
transfer function specification. The MODEL card must include a user supplied
model name of up to 18 alphanumeric characters. The transfer function is
entered by specifying the constant multiplier, the numerator coefficients or
roots and the denominator coefficients or roots. 1f the coefficients are
specified, they must be in descending order, separated by commas and en-
closed by parentheses. If instead the roots are specified, they are also
separated by cosmas, but they may be in any order and must not be enclosed
by parentheses. The general formst for a transfer function model specifi-
cation is:

TRANSFER FUNCTICN DESCRIPTION

MODEL NAME

K = Multiplying constant

NUMERATOR = Coefficients or roots

DENOM*MATOR = Coefficlients or roots
1f desired,the symbolic names '{UMERATOR snd DENOMINATOR may be shortened to
N and D respectively.

Once the desired transfer function models are specified, the forcing
function must be specified, desired outputs must be requested, and appro-
priate run controls specified. Thess specifications are made following the
CIRCUIT DESCRIPTION heading card. The following examples will {llustrate
the exact fora for each entry.

Example 1 SUPERASCEPTRE Anslysis of a Second-Order
System with Forced Vibrations

Figure 3 shows the model of s spring-suspended motor of mass m, con-
strained to displace in the verticle direction only (7).

k Dats
a= 11bs¥/fe

k = 100 1b/ft
c= 10 lb-s/ft
P=s ,11b

w= 62 rad/s

Fig. 3 Spring-suspended motor

Assume that the motor runs at a constant angular speed, W, and that its rotor
is slightly out of bslance, as indicated in Fig. 3 by the sccentric mass

st poiat A. The imbalenced rotor creates centrifugal force P, resulting in
a verticle component of force, £(t), equal to P ein wt. The equation of
motion for the steady state response of this system is

wx + ck + kx = £(t) (10)
Referring to Table 1, Eq. (10) cen be written in the frequency domain as

nelx(s) + cax(s) + kX(s) = F(s) an
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provided the initial acceleration, velocity and displacement of the motor
are zero. Note that the actual transforms of f(t) and x(t) are not required
since we are interested only in their ratio. Solving Eq. (11) for the de-
sired tranefer function ratio results i{n Eq. (12).

X(8) , __1/m a2
¥(s)

The parameter values indicated in Pig.J can be substituted in Eq. (12)
to obtaint

X 1 an
s + 108 + 100

The SUPER*SCEPTRE transfer function model for this example, with the forcing
function applied to the input, is shown in Fig. 4.

e 3

+ 1 —
El ]

- 8°+108+100 }—uo

2 4

Fig. 4 Transfer function model and input forcing function

In SUPER#SCEPTRE, the input forcing function is represented by a voltage
source connected between the input nodes. The voltage source can represent
any input quantity such as force or displacemsent. The only requiremsnt is
that the value of the voltage source correspond to the value of the actual
forcing function or input to the system. The voltage source, hersafter re-
ferred to alao as the forcing function, must be assigned a sysbolic name,
up to five characters in length and beginning with the letter E. In this
example, the voltage source is assigned the name EI. The next step is to
assign a numbher to each node of the transfer function model. The node
numbers may be chosen in any arbitrary fashion. The complete SUPER*SCEPTRE
listing can now be formulated, based on the diagram of Fig. 4.

TRANSFER FUNCTIOM DESCRIPTION
MODEL UNBALANCED MOTOR
Kl
NUMBRATOR = (1)
DENOMIMATOR = (1, 10, 100)
CIRCUIT DESCRIPTION
ELDMENTS
EI, 2-1 = X1 (.1%8IN(62¢TIME))
T1, 1-2-3-4 = MODEL UWBALANCED
OUTPUTS
EI(FORCR), ROT1 (DISP)
RUN COMTROLS
STOP TIMR = .5
2

Fig. 5 SUPER®SCEPTRE prograsm listing for the spring-suspended motor

Although it is not required, indentstion is used in the listing of Fig. 5
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to distinguish headings, subheadings and the entries under each subheading.
Folloving the TRANSFER FUNCTION DESCRIPTION heading, the user-derived name,
UNBALANCED MOTOR, is assigned to the transfer function model. Then the
multiplying constant, numerator coefficient, and denominator coefficients
of the transfer function are specified. In this example, the specifications
for the sultiplying constant, K, and the numerator polynomial could have
been omitted. If left unspecified, K defaults to 1 and the numerator de-
faults to a zero-order polynomial with a value of 1.

The nnde connections between the transfer function model and the forcing
function, as well as the value of the forcing function, must be specified
under the ELEMENTS subheading of the CIRCUIT DESCRIPTION. The name of the
forcing function is entered first, followed by its node connections and
value. The value of the forcing function is determined in a mathematical
expression, denoted in this example by X1. In order to specify the node
connections for a transfer function model, an arbitrary model designator, in
this case Tl1, must first be assigned. The node connections are then speci-
fied by entering the model designator, Tl, followed by the input nodes, out-
put nodes and mode! name.

The OUTPUTS subheading is used to indicate the variasbles that are de-
sired as output from the simulation. In Fig. 5, the values of EI and EOT1
are requested. The output variable of any transfer function model is alvays ’
referred to by suffixing the user-derived model designator to the symbolic
nase EO. In this example, Tl was arbitrarily chosen for the model designa-~
tor, so the output of the transfer function becomes EOTl. The requests
shovn under the OUTPUTS subheading will generate a printed tabular listing
of EI and EOT1 as functions of simulation time. Print-plots of El and EOT1
will also be generated. The names enclosed by parentheses will cause the
printed and plotted values of EI and EOT1 to be labeled FORCE and DISP re-
spectively. The use of this renaming feature is optional. The desired simu-
lation STOP TIME is indicated under the RUN CONTROLS subheading. A number
of additional entries are permitted under the RUN CONTROLS subheading. The
listing is terminated with an END card.

The listing of Fig. 5 represents the typical input required to obtain
the time-domain response of & given transfer functiun. Note that the forcing
function is specified in the form of a mathematical expression in thu time-
domain. In general, the forcing function can be any arbitrary function of
time. If the forcing function is not easily expressed in closed form, it
may be represented by entering ordered parts of data in a tabular format.
Each ordered pair represents the value of the function at a specific point
in time. Linear interpolation is employed in the program to obtain func-
tional values that occur between the specified points in time.

Example 2 SUPER*SCEPTRE Analysis of s Torsional System
with Four Degrees of Freedom

A step torque is applied to the first disk of the torsional system
shown in Pig. 6. The problem is to determine the resulting angular velo-
city and displacement of the fourth disk for a period of 10 seconds imme-
diately following application of the step torque.

The transfer function relating the angular velocity of the fourth
disk to the applied torque is given by Eq. (14).

= P L)
8
I—n°+7—1—06+-1-g—l‘+131&2+3

k3 x? k
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u')_,_e.

-1H

Data

ko
—
—
[

k2 1 k3 1 k4 k=2 1lb/rad

ALURTRRTLNNNY

.l.]_—_—_.

-

0 time

7ig. 6 Torsional system and parameter data

The values indicated in Pig. 6 for the moment of inertia, I, and torsional
stiffness k, can be substituted into Eq. (14) to obtain Eq. (15),

L2l

(e = B P ) s)
328" + 1128 + 1288 4 520" + 3

Now the angular velocity can be obtained from Eq. (15) and the corresponding
angular displacement can be obtained by integration of the angular velocity.
Recall from Table 1 that integration in the time-domain is equivalent to di-
vision by & in the frequency-domain. A diagram of the SUPER*SCEPTRE repre-
sentation for this systes is shown in Fig. 7, vhere the angular velocity
output of the first transfer function model is integrated by the second
transfer function model to obtain angular displacesent.

1
M g - (3) 1 (5
EIN
E:‘ 3288+4112e5+4128s"+ 528243 o o

(2) (4) )

[ R

Fig. 7 SUPER®SCEPTRE mudel for thu torsional system

As in the previous example, the input forcing function is represented by a
voltage source, EIN. The SUPER*SCEPIRE listing shown in Fig. 8 is also sim-
i{lar to the previous example. However, two transfer function models are now
required, and additional node numbers have been added.

In this listing, W and D, the shortened forme for WUMERATOR aid
DENOMINATOR, have been used to specify the transfer functions. Not: also
that parentheses are omitted when epecifying the roots of the numerator or
denominator. The constant multiplier specification is given but is not re-
quired.

Under the ELEMENTS subheading, EIN is epecified as a unit step function

and the node connections for the transfer function models are specified. The

model designators Gl and G2 are assigned to the transfer function models.
Under the OUTPUTS subheading the forcing function, EIN, velocity output of
the first transfer function, X0Gl, and displacement output of the second
transfer function, R0G2, are requested. The specification under the RUMN
CONTROLS subheading indicates the simulation stop time.

I =4 1b-s?/rad
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TRANSFER FUNCTION DESCRIPTION
MODEL TORSIONAL SHAFT
K=l
Ne=90
D = (32, 0, 112, O, 128, O, 52, O, 3)
MODEL INTEGRATOR
K=1
D=0
CIRCUIT DESCRIPTION
ELEMENTS
EIN, 2-1 = ]
Gl, 1-2-3-4 = MODEL TORSIONAL SHAFT
G2, 3-4-5-6 = MODEL INTEGRATOR
OUTPUTS
EIN(TORQUE), EOG1(OMEGA), EOG2(THETA)
AUN CONTROLS
STOP TIME = 10
ED

Fig. 8 SUPER*SCEPTRE program listing for the torsional systea

Example 3 SUPER*SCEPTRE Analysis of a Spring-Mass-Damper
System with Two Degrees of Freedom

In this example, a step force is applied to mass m2 as indicated in Fig. 9.
The displacement of w2 is desired for the first ten seconds after applica-
tion of the step input.

x(t)
k1 I Data

cl
W »l 3 al= 11b.e%/in.
2 c2 £(t) w2 » 1000 1b.8%/1n.
[ ¥] p—tp>
3 cl= 10 1b.s/in.
: A’ e2= 50 1b.s/4n.
‘ k2 k) = 1000 1b/4n.

£(0) k2 = 100 1b/in.

time
Fig. 9 Spring-msss-damper system and parameter date

The transfer function relating the displacement, x(t), to the applied forca,
f(t), can be obtained from the differential equation for the system. Vernon
[9) describss an alternate method for obtaining transfer functions which
does not require formulation of the time-domain differential equation. The
method introduces the concepts of mechanical impedance and mobility to ob-
tain the transfer function directly in the frequency-domsin. The desired
transfer function, obtained by either of thase methods, is

-102 + o + tl
lllzl‘ + (|1¢:1 + e, + lzcl)os + (nlk1 + lzkz + ¢:1_cz)-z

+ (c)ky + ek) +cky)e + ik

f{f} . 16)

— - .
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The parameter values indica‘'ec {r Fig. 9 can be substituted into Eq. (16)
to obtain

2

X(s) s 4+ 108 + 1000

¥(s)

an

[} 2

1000 s*+ 10060 s> + 101500 s + 61000 + 100000

The SUPERMSCEPTRE transfer function model and program listing for Eq. (17)
could be easily formulated by following the procedures outliryd in the

firet two exsmples. However, instead, an alternatc sethod for SUPER#SCEPTRE
analysis of this system is described. Although the slternate method does
not employ transfer functions, it greatly simplifies the analysis of many
vibrational systems and is therefore worthy of mention.

An Alternate Approach to Vibration Analysis Using SUPERVSCEPTRE

The MECHANICAL DESCRIPTION heading of SUPERASCEPTRE can be used to analyze
one-dimensional, multidegree of freedom mechanical systems composed of any
of the elenents listed in Tadble 3:

Table 3 Mechanical Elements of SUPER*SCEPTRE

ELEMENT TYPE REQUIRED ELEMENT NAME PREFIX

Mass

Moment of Inertis
Spring Stiffness
Viscous Damping
Coulosbic Priction
Acceleration Source
Velocity Source
Force Source
Torque Source

wEWCOODRX

Analysis using the MECHANICAL DESCRIPTION heading eliminates the naed for
writing any differential or algebraic equations to describe the system. In-
stead, the user merely specifiss the elements comprising the system, their
interconnections and values. The program sutomstically formulates the de-
scribing equations for the system, based on the topological description pro-
vided by the user. To illustrate the simplicity of this approach, thes system
of Fig. 9 is analysed. The first step is to determine the interconnections
or nodes of the system. A node is identified as a point of common velocity
batween two or more elements. Rach node is then assigned an arbitrary dut
unique number. The inertial refarence plane comstitutes one of the system
nodes and sll mass accelerations snd velocities are computed with respect to

this reference plane. The system is redrawn in Pig. 10, with
node nusbers added. s ) STRSOVELRS

|5 @3
o 1
S | 1 B )
w 3— -3
a%% w2
£ K2
+

Fig. 10 Spring-mase-damper system prepared for imput

A,
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In addition to adding the node numbers shown in Fig. 10, some of the element
names have been modified so they have the raquired prefixes indicated in
Tabel 3. The SUPER*SCEPTRE listing for the example can now be written. For
each element of the system, the element name, node connections and value are

specified under the ELEMENTS subheading as shown in Fig. 11, 4

ST

MECHANICAL DESCRIPTION

ELEMENTS %
Rl, 1-3=1 1
‘ ML, 2-1=1 ]
: M2, 3-1 = 1000
D1, 3-2 = 10
D2, 3-1 = 50
K1, 2-1 = 1000 X
K2, 3-1 = 100 i
OUTPUTS §

AM1, VM1, SM1, PM1, VM2

m, m2, 1, w2, Rl

RUN CONTROLS

STOP TIME = 10

INTEGRATION ROUTINE = IMPLICIT
END

Fig. 11 SUPER*SCEPTRE Program Listing for the Spring-Mass-Damper System

The types of output that can be obtsined from this simulation include accel-
erations, velocities displacements and forces. Output requests are made
under the OUTPUTS subheading by adding an appropriate status prefix to the
alement name. For example, the status prefix for acceleration is A, s0 in
the 1isting, the acceleration of mass Ml is obtained by entering AM1 under
OUTPUTS. Similarly, the velocity and displacement of mass M1 sre designated
by VM1 and SM1 respectively. The algebraic sum of all forces acting on Ml
1s obtained by requesting MM1. The forces trancmitted by spring Kl and
dashpot D1 are obtained by the entries FK1 and FD1 respectively. The choice
of outputs from a simulation is left entirely to the user. In this example,
the IMPLICIT integration routine has been specified. This routine is
designed to handle stiff equations for systems with a large varistion in
eigenvalues. If no integration routine is specified, an exponential inte-
gration routine is used.

The MECHAMICAL DESCRIPTION heading can also be used to simulate systems
containing ideal gesrs, time-varying nonlinear elements and electromechani-
cal devices. Rach of the previous examples can be programmed using the
MECHANICAL DESCRIPTION heading.

Example 4 SUPERASCEPTRE Analysis of a Piecevise-Linear System

This example is included to demonstrate a method for the snalysis of piece-

vise-linsar systems. The method relies somevhat on techniques common to

the analysis of control systems. A comprehensive treatment of control system

theory and its application to linear vibration analysis is given by Vernon

[S]. The method to be used here involves representing the linear portion of
§ a8 system by ones or mors transfer functions and the nomlinesar portion by an
appropriate piecewise-linear model. The models are then interconnected to
for= « feedback control eystem.

Befors examining a nonlinear system, the control system representation

i‘or the linesr spring-mass system of Fig. 12 is developed.

:
gt

¢'d
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Fig. 12 Linear spring-nmass-systes

The transfer functions for the mass and spring elements are formulated
separately. The total force acting on the mass is equal to the applied
force, f - sinus the spring force, fk'

fk-li (18)

The frequency-dosain representation of Eq. (18) is,
7, (8) - B (o) = ma’x(e) (19)

and the transfer function becomes

X(s) -

1
- o (20)
!.(l) 'k(l) -2
The equation for the spring force is
o=k (1)

and the transfer function represencation is givea by Kq. (22).
¥, (s)

-h;y -k (22)

The block diagram representations for each of these transfer functions is
shown ia Pigs. 13 (a), (b).

5 1, (e x@ | . e

(a) (®)
Pig. 13 Transfer function representations (a) mass; (b) spring
The transfer function blocks of Fig. 13 can be interconnected to represent

the complete system of Fig. 12. However, the blocks must be ‘nterconnscted
80 that the dependency between mass displacement and spring force is properly
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preserved. Fig. 14 illulltl’ltCI the proper connection. The circle is referred
to as a suming junction snd is used to indicate that the spring force is
subtracted from the applied force to obtain the total force acting as the
nass.

X (s)

Fig. 14 Feedback control system representation of a linear mass-spring system

Now consider the spring-mass system of Fig. 15(s), vhich contains & discon-
tinuous, linear elastic spring. If the initial position of the mass is
taken midway between the spring gap, the static losd-displacement diagram
has the form given in Fig. 15 (b).

e g "k[ Y
2 2 - k
k k E
il | 5 i
7777?77 3
(b)
x
(a)
f 1
[] Dats
4 b= 4 in.
1 time k=1
(c) asl
Fig. 15 (a) Spring-mass system; (b) static load curve; (c) input and parsmeter

dats

The cosplste system may be represented by the previously davaloped comtrol
system of Fig. 14, provided the linear spring block is now replaced by a
plecevise-linesr block as shown in Pig. 16.

x(s)

¥ig. 16 Feedback control system representation using & piecevise-linear model
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The control system of Fig. 16 can be represented in SUPER*SCEPTRE by a
transfer function model and a piecewise-linear model. A number of piecevise~
linear models are built-in to the SUPER*SCEPTRE program. The built-in model
required for this example is identified by the name DEAD BAND. Since the
transfer function model and piecewise~linear model have four terminals each,
the control system is first redrawn as shown in Fig. 17. Note that the in-
put forcing function is now represented by EFA, and the effect of the
summing junction is accounted for by the terminal connections shown. As in
the previous examples, each node connection is assigned an arbitrary number.

(2) (4

EFA (?

]

() (3)

=

Fig. 17 SUPER*SCEPTRE representation of the feedback control system

Assume that the input consists of s force applied for 1 second as shown in
Fig. 15 (c) and the transient response for the first 20 seconds is desired.
Then an appropriate SUPER*SCEPTRE listing is presented in Fig. 18.

TRANSFER FUNCTION DESCRIPTION
MODEL MASS
D=0,0
MODEL DESCRIPTION
MODEL NONLINEAR SPRING (DEAD BAND)
B=4
Me ]l
CIRCUIT DESCRIPTION
ELEMENTS
EFA, 1-2 = TABLE 1
Tl, 2-3-4-5 = MODEL MAS3
T2, 4=5-3-1 = MODEL NONLINEAR SPRING
FUNCTIONS
TABLE 1 = 0,0, O,], 1,1, 1,0, 20,0
OQUTPUTS
EFA, EOT1(DISP), EOT2(FK)
RUN CONTROLS
STOP TIME = 20
END

Fig. 18 SUPER*SCEPTRE progras listing for the piecevise-linear system

Several nev entries are introduced in this listing. A MODEL DESCRIPTION
heading is inserted to specify the piecevise~-linesr model. The typs of
model, DEAD BAND, is specified on the MODEL name card. Seven other types of
plecevise-1inear models are also available, including s general purpose
model which can be modified to represent sany different characteristics. The
width of the dead band region is specified by the B entry under the MODEL
name card. The non-zero slope, which in this example represents spring
stiffness, is specified by M.

Since the input function, EFA, is & pulse, for which no simple mathe-
matical expression exists, it is specified by a table of ordered pairs of
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TRANSFER FUNCTION ANALYSIS 25
data points. The data points of the table are listed under the FUNCTIONS
subheading, with time as the first point and the functional value as the
second point in each ordered pair. The remaining entries in the listing have
been discussed in the previous examples.

The listings for the previous four examples provide a good indication
of the transfer function analysis capabilities and coding requirements of
SUPER*SCEPTRE. The User's Manual provides a much more detailed description
of the program features and includes 14 mechanical analysis examples and
5 control system examples. SUPER*SCEPTRE is intended primarily for time-
domain analysis, however, the frequency response and pole-zero locations
of individual transfer functions can also be obtained. Since the frequency
response capability is limited to individaul transfer functions and is not
documented in the User's Manual, it is omitted from discussion in this sur-
vey.
These four sample problems are used again in the following sections to
i1lluaetrate the capabilities and coding requirements of the three remaining
programs. The types of analysis performed on the previously described vib-
rational systems may be modified slightly from one program to another. Nev-
ertheless, the figures and problem descriptions will not be repeated and the
transfer functions describing the systems will remain unaltered.

NET-2 NETWORK ANALYSIS PROGRAM [10]

ate: Updated version released September, 1973.

Capability: Nonlinear time-domain response and linearized frequency-domain
response of electrical networks, boolean logic, linear transfer func-
tions and control systems.

Method: Transient solution obtained by fixed or variable step numerical
integration using a trapezoidal implicit integration method with user
selected step size.

Limitations and Restrictions: No polynomial root determination. Transfer
functions higher than second order must be represented by intercon-
necting appropriate combinations of lower order transfer functions or
system elements. No automatic integration error control for linear
systems and a step size must be specified.

Input: Field-free, user-oriented input language. Transfer functions wodeled
by specifying numerator and denominator coefficients for any of seven
"built-in" transfer function models. Electrical systems and control
systems specified by entering element type, value, and interconnections.
Boolean logic devices and system elements specified by calling "built~
in" models.

Output: Time and frequency response variubles available for output including
magnitude and phase characteristics of transfer functions. Solution
points printed in tabular formst or plotted in linear, semilog or log-
log format.

Language: 97X FORTRAN 1V, 3X Assembler

Hardware: Designed for CDC 6000 series with 113 _K-words of core. An IBM
360/370 version is also available but has ngt been updated to reflect
recent improvements and extended analysis capabilities. The IBM version
requires 400 X-bytes of core.

Usuage: Originally released in 1972 and currently operative at about 20
installations.

Developer: Allan F. Malmberg

Braddock, Duan and McDonald, Inc.
6500 Convair Road
El Paso, Texas 79925
Sponsored by the Defense Nuclear Agency Under Subtask TC022

Availability: CDC 6000 version, Relesse 9, or IBM 360/370 version, Release

8, and two copies of the User's Manusl may be obtained by sending a
2400 foot, 1/2 inch reel of magnetic tape to:

General Electric Company - TEMPO

ATTN: DASIAC/ESPIG

P. 0. Draver QQ

Sants Barbara, Ca. 93102
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26 SHOCK AND VIBRATION COMPUTER PROGRAMS

The tape must be accompanied by a letter requesting the program. The
source program is classified CONFIDENTIAL, and the security office
address to which the tape is to be shipped must be included in the re-
questing letter,

NET-2 Program Structure

NET-2 is a general purpuse network analysis program which has undergone ex-

tensive testing and revision over a period of several years. Nine separate
releases of NET-: have been made, the wost recent ir September, 1973. Each
nev release has included revisions or improvements to enhance the progras
execution or analysis capabilities. The features of NET-2 which are of in-
terest in transfer function analysis include: built-in transfer function
models, system slements, transient and frequency response analysis.

The built-in transfer function models available in NET-2 are listed in
Table 4, along with their input specification formats. The specification
format includes the transfer function name, input node, output node and the
appropriate coefficients. The transfer function names may seem unusual,
but they actually contain information sbout the form of the transfer function
they represent. For example, XFCPn is an acronym of sorts for a transfer
function with complex poles. The lJower case n at the end of the transfer
function name represents a user-derived alphanumeric suffix that must begin
with a number. If a transfer function does not have the form of one of the
built-in wmodels, then it must be represented in some other manner. One
possible representation for a higher order transfer function is to factor
the transfer function to obtain & product of lower order terms. Each term
can then be represented by & built~in model and the models can be connected
in series to form the overall transfer function.

Table 4 NET-2 transfer function models

TRANSFER FUNCTION INPUT FORMAT
1 XfPn IN OUT &
st+a
s +a
s1s XPZPn  IN OUT a,b
L] XPSPn  IN OUT a
s4+a

-5—1-— XPCPn  IN OUT a,b

s"+as+bd

—2—'*—1— XFZCPn 1IN OUT a,b,c

e +bat+ec

-2+u+b

(s +c) (s +4)

.2 +ast+d XFCZCPn IN OUT a,b,c,d
8  +cs +d

XFCZDPn IN OUT a,b,c,d

Any one of the built-in transfer function models provided in NET-2 may be
represanted diagrammatically as shown in Fig. 19. MNote that the transfer
function model possessss two terminals or nodes. Before presenting appli-
cations for the transfer fuaction model, the MET-2 input language is de-
scribed.

The input language is organized as a series of entries, with each entry com-

posed of one or wore lines. The various lines are written st specified inden-
tation levels so the complete input has the appesrance of an outline form.
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The first line of an entry always starts at the left margin and any sub-
sequent lines of the entry begin at the first level of indentation or higher.
Elements are entered by specifying their symbolic names with user-derived
suffixes added to insure uniqueness. In addition to specifying the desired
transfer functions and forcing function, one or more STATEn entries must be
included to specify the type of analysis and outputs desired. The following
examples will {llustrate the exact form for these entries. Since built-in
models are not available for transfer functions of degree greater than two,
the systems of Examples 2 and 3, with transfer functions of degree 8 and &
respectively, ar~ not analyrzed.

Fig. 19 NET-2 transfer function model

Example 5 NET-2 Analysis of a Second-Order System with Forced
Vibrations

In this example, the transient response and the frequency response of the
spring-suspended motor of Example i are required. The transfer function for
the system is given by Eq. (23)

O 1 (23)
F(®) .2 4 104 + 100

The NET-2 transfer function model and forcing function corresponding to Eq.
(23) are showm in Fig. 20.

1 1 2

ﬁzuomo?

vl

0
Fig. 20 NET-2 representation for the spring-suspended motor

The input forcing function is represented in NET-2 by a voltage source,Vl.
The transfer function corresponds to the fourth entry in Table & with a = 10
and b = 100. The node numbers are arbitrarily assigned, except for the sero-
node designation, which must be assigned as shown. The complete NET-2 list-
ing for this example is presented in Fig. 21.

XFcrl 1 2 10,100
X1 = ,148IN(624TINE)

vii o x1

STATR1

I 0 (100) .5

PRINT N(2)

PLOT M(2)

PLOT H(1)

STATR2

meq .16 (350*) 16

PRINT A(2-0/1-0) A'(2-0/1-0)
PLOT LINLOG A(2-0/1-0) A'(2-0/1~0)
RND

Fig. 21 NET-2 program listing for the spring-suspended motor
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28 SHOCK AND VIBRATION COMPUTER PROGRAMS

The first entry in the listing specifies that the built-in transfer function
XFCP1 is coanected withl as the input node, 2 as the output node. The value
of coefficlents a and b are 10 and 100 respectively. The second entry, X1,
is a mathematical expression describing the sinusoidal input. The third
entry specifies the node connections for the voltage source, V1, and indi-
cates its value is given by the mathematical expression, X1.

The information following the STATEl entry is included to obtain the
time response of the system. The numbers following the TIME specification
indicate a simulation start time of 0, and a stop time of .5, with 100
equally spaced increments or time steps taken by the integration routine to
reach the desired stop time. There are several other methods for specifying
the simulation stop time and integration step sizes. The simulation can be
divided into a number of segments, each with a different step size. Also,
specific time points at which the response is to be computed can be entered.
Another method, which is illustrated in the next example, is to provide a
maximum step size and a termination condition. The crucial considerstion
in any of these methods is to insure that the step size is not sc large that
significant integration errors are introduced. Since there is no built~in
control of the integration error when simulating linear systems, a poor
Choice for integration step size may lead to significant integration errors.
On the other hand, an arbitrarily small step size may result in excessive
computer execution time. An optimum step size can usually be determined from
a knowledge of the system eigenvalues, or by making several runs to assess
the effoct of different step sizes.

The PRINT N(2) entry produces a printed listing of the variable at node
2 as a function of time. The PLOT entries produce linear plots of the in-
dicated node variables as a function of time.

The information following the STATE2 entry is included to obtain the
frequency response of the system. The numbers following the FREQ specifi-
cation indicate an initial frequency of .16 hertz, a final frequency of 16
hertz and 50 intermediste frequency steps. The asterisk indicates that the
frequency steps are to be logavithmic. The PRINT entry requests the mag-
nitude and phase of the transfer function as a function of frequency. The
symbol A indicates magnitude, while the symbol A' indicatés phase. The
numbers in parentheses indicate the node pairs for which the magnitude and
phase ratios are desired. Thus A(2-0/1-0) represents the magnitude of the
variable at node 2 (referenced to node 0), divided by the magnitude of the
varisble at node 1 (referenced to node 0). The PLOT entry is similarly form-
ulated and includes & request for a semilog plot.

Example 6 NET-2 Analysis of s Piecewise-Linear System

The transient response of the piecewise-linear system described in Example
4 can be obtained using NET-2. The technique of representing the system in
termes of a feedback control system is again employed. The control system
configuration for this system is shown in Fig. 22.

+
1

Y i

vl

ot

4.
A

Fig. 22 Feedback control system reprasentation for the plecewise-linear system
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Notice, however, that the transfer function for the mass, s 2, dog! not con-
form to any of the forms listed in Table 4. Fortunately, since s * corre-
sponds to integration in the time-domain, the transfer function can be repre-
sented by two integrators connected in series. The resulting configuration

is shown in Fig. 23.

INTL INT2

Fii. 23 NET-2 representation of the feedback control system

The format for specifying an integrating element in NET-2 {is,
INTn IN OUT K

vhere: INTn = symbolic name
IN = {nput node
OUT = output node
K = integrating gain factor

The summing junction shown in FPig. 23 is represented in NET-2 by a SUM ele-
ment. The SUM element may have as many inputs as desired and one output,
which is the algebraic sum of all inputs. The specification format is,

SUMn OUT IN1 1IN2

vhere: SUMn = gymbolic name
OUT = output node
IN1, IN2 = 4nput nodes (a minus sign prefix indicates subtraction)

The dead band characteristic is represented using the TABF element. This
element delivers a quantity at the output node which is an empirical func-
tion of the input node quantity. The empirical function is specified by a
table of order pairs of data points. The specification format is,

TABFn TABLEm OUT IN

vhere: TABFfn = gymbolic name
TABLEm = table nems
OUT = output node
IN = input node

Utilizing the three system elements described above, the NET-2 listing for
the plecewise-linear system is formulated as shown in Fig. 24. The ordered
pairs of dats points in TABLE 1 sre sufficient to describe the dead band cha-
racteristic. Each 1line of a TABLE entry is one ordered pair of data points.
The f4irst point is the independent varisble and the second point is the de-
pendent varisble. The independent varisble in TABLE 1 is sutomatically iden-
tified by NET-2 as the variable at the input node to the TABF element. The
dependent variable in TABLE 1 is the variable associated with the output node
of the TABF element. Linear interpolation is employed to determine the value
of the dependent variable when the valus of the independent variable falls
bstvesn two of the specified data points. It is apparent that the TABF ele-
ment can be used to represent any number of piece-wise-linear charscteristics.
The value of the input voltage source, V1, is determined from TABLE 2. TABLE
2 is included to describs the input to the system, which is a pulse and is
therefore not easily represented in a mathematical expression. TIME is ex-
plicitly declared as the independent variable of TABLE 2. Two-dimensional
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tables are also permitted in NET-2, but not required for these examples.

INT1 2 3 1
INT2 3 4 1
SUM1 2 1 -5
TABF1 TABLEL 5 &
TABLEL
-52 =50
-2 0
2 0
52 50
V1 1 0 TABLE2(TIME)
TABLE2

-0 0
QOO

10
TERMINATE = TIME-20
MAXSTEP = .2
STATE1

PLOT N(1)
PLOT N(2)
END

Fig. 24 NET-2 program listing for the pilecewise-linear system

The TERMINATE entry provides a method for terminating & eimulation if
a specified condition is met. The general form of the TERMINATE entry is:

TERMINATE = value,

vhere value is any mathematical expression. Termination occurs as soon as
the value of the mathematical expression becomes greater than zero. Any

time a TERMINATE entry is included in a run, s transient responss computation
is begun and terminated whenever the termination value becomes positive. In
this exsmple, the sisulation vill terminate when the value of TIME exceeds 20.
TIME is automatically incresented during the simulation after each integra-
tion step. However, a MAXSTEP entry sust be included to limit the maximm
step size that is taken.

The desired output quantities,in the form of node variables are re-
qQuested in plotted format under the STATE1l entry. The variable at node 1
Tepresents the input force and the Variable at node 2 represents the output
displacement of the mass. The completed listing is terminated with an ENXD
card.

The listings for Examples 5 and 6 provide a good indication of the trans-~
fer function snalysis capabilities and coding requirements of NET-2. The
User's Manual includes a more comprehensive discusaion of the STATEn entry
and the many possible formats for gensrating families of output deta curves.
Additional system elements are also discussed and one example is presented
that uses several of the system elements. However, no specific transfer
function or control system examples are included in the manual.

Symbolic Network Analysis Program (SYMAP) [11, 12)

Date: July, 1973.

Capability: Time-domain response, frequency-domain response, sensitivities,
and pole-zero locations of linear electrical networks and transfer
functions.

Method: Transient response obtained for transfer functions by computing the
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inverse Laplace transform and evaluating the resulting function at the
specified points in time.

Limitations and Restrictions: Transient response for step, ramp, and pulse
inputs only. No plots. :

Input: PField-free, user-oriented input language. Transfer functions modeled
by specifying numerator and denominator coefficients and the degree of
their associated s-term. Linear electrical networks specified by enter-
ing element types, values, and interconnections.

Output: Transient response, frequency response, and sensitivities may be
printed in tabular form. Poles and reros of transfer functions may be
requested.

Language: FORTRAN

Hardvare: Designed for CDC 6000 series with 100 K-words of core. Use of
dynamic allocatic. rakes core requirements gob dependent.

Usuage: Currently operative at several installations. Technical manual a-
vailable from NTIS [11).

Developers: B. A. Hass, E. J. Mock, J. R. Pistacchi

TRW Systems Group

Rendondo Beach, California
Sponsored by the Defense Nuclear Agency under Program Element 61102H,
Project WDNE130l, Subtask TCO022.

Availability: SYNAP is approved for public release and can be obtained by

sending a 1/2 inch magnetic tape and letter of request to:
AFPVL/ELP
Air Force Systems Command
Kirtland AFB
New Mexico 87117
Attn: SCEPTRE Project Officer

SYNAP Program Structure

SYNAP was developed to provide a mathematical modeling capability to the Air
Force Weapons Laboratory system analysis code, and a mathematical interface
to currently available circuit analysis codes such as SCEPTRE. Tha program
derives literal or numeric transfer functions for linear electrical networks
and also analyres user-defined transfer functions. The program has not had
extensive use but seems to perfora reliably.

A transfer function model, or "branch" as it is refr -. to in SYNAP,
say be represented diagrammatically as shown in Fig. 25. ..ce that the
transfer function model or branch possessss only two nodes.

Fig. 25 SYRAP transfer function model

A field-free, user-oriented input language is provided for describing the
transfer functions, desired outputs, and analysis modes to the SYNAP program.
Yor topological circuit descriptions, the input language is identical to the
SCEPTRE input language. Por transfer function descriptions, the language
consists of the headings and subheadings shown in Table 5.

Table 5 SYNAP Headings and Subheadings

1. GRAPH DRSCRIPTION
BRANCHES
VALUES
OUTPUTS
SEMSITIVITIES
RUN CONTROLS

2. no
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The GRAPH DESCRIPTION heading is required whenever one or more transfer
functions are specified for analysis. The coefficients and node connections
for each transfer function are specified under the BRANCHES subheading. The
general format for specifying a transfer function under the BRANCHES subhead-
ing 1e:

INPUT NODE - OUTPUT NODE (NUMERATOR/DENOMINATOR)

The numerator coefficients must be specified first and separated from the de-
nominator coefficients by a slash. Within the numerator or denominator spec-
ifications, the coefficientr may be entered in any desired order, but each
coefficient must be immediately followed by a number indicating the degree

of the associated s-term. Symbolic names may be used to represent some or
all of the coefficients. Symbolic names are required in order to compute the
sensitivity of a transfer to changes in the numerator or denominator coeffi-
cients. The sensitivities are obtained by computing the partial derivative
of the transfer function with respect to the indicated symbolic, or literal,
coefficients. The coefficient terms can also be expressed as a product of
literals and numbers.

The VALUES subheading is used to specify the actual value of any literal
coefficients. The value of all literals must be specified in order to obtain
a transient or frequency response run. The remaining subheadings are de-
scribed in the following examples. These examples also provide a clear
indication of the format for each entry.

Example 7 SYNAP Analysis of s Second-Order
System with Forced Vibrations

Several of the transfer function snalysis capabilities of SYNAP are illu~
strated in the following analysis of the spring-suspended motor of Example
1. The transfer function relating motor displacement to applied force is
given by Bq. (24).

- — (24)
F(s) 02 + 10s + 100

The corresponding SYNAP model for this transfer function is represented dia-
gramatically in Fig. 26. No additional elements or sources are required by
SYNAP to simulate the complete system. Arbitrary node numbers are assigned
to each of the two model nodes. The actual coefficient of the second term
in the denominator of the transfer function is replaced by an arbitrary sym-
bolic name, K1. The substitution of a symbolic name in place of the actual
coefficient permits computation of the sensitivity of the transfer function
to changes in the coefficient value. Symbolic names, or literals, may be
substituted for any of the coefficients in order to compute the corresponding
sensitivities.

bl 1 |32

844K18+100

Fig. 26 SYNAP model for the spring-suspended wotor

The SYNAP listing for this example is presented in Fig. 2/. The input node
and output node of the transfer function wodel are specified under the
BRANCHES subheading of the GRAPH DESCRIPTION. Pollowing the node specifica-
tion, and enclosed by parenthesis, the coefficients of the transfer function
ars specified. The numerator cosfficients are separated from the denominator
cosfficiants by a slash. Rach coefficient entry is immediately followed by
an entry specifying the degree of the s-term associsted with that coefficient.
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GRAPH DESCRIPTION
BRANCHES
1-2(1,0/1,2,K1,1,100,0)
OUTPUTS
2/1
VALUES
K1=10
SENSITIVITIEZS
Kl
RUN CONTROLS
TRANSIENT RESPONSE=STEP
STOP TIME=5
STEP SIZE=.01
INITIAL FREQUENCY=.16
FINAL FREQUENCY=16
FREQUENCY STEP=.16
END

Fig. 27 SYNAP program listing for the spring-suspended motor

The entry under the OUTPUTS subheading requests the output of the transfer
function between nodes 1 and 2, where 2 is the output and 1 is the input, In
this example, no other entry under OUTPUTS is possible.

The VALUES subheading is used to specify the actual value of the co-
efficient represented by K1. The actual value is required for computation

of the traneient and frequency responses. Specification of K1 under the
SENSITIVITIES subheading results in computation of the sensitivity of the
transfer function to changes in K1, expressed in terms of the real and
imaginary parts. The sensitivity is computed at each fre vency point in-
cluded in the frequency response solution.

The RUN CONTROLS subheading includes requests for both a transient and
a frequency response computation. In the original statement of the problem,
the forcing function for this system was shown to be sinusoidal. However,
SYNAP can compute the transient response only for a step, ramp, or pulse
forcing function. The step response is requested in this example merely
to illustrate the required forsat. The step input will be applied to node
1, since it is implied as the input node in the specifications under both
the BRANCHES subheading and the OUTPUTS subheading. The transient response
is obtained by computing the inverse Laplace transform of the transfer
function at specified intervals. Since numerical integration is not used
to oblain the transient response, the STEP SIZE entry merely determines the
values of time for which the response is computed. The ntep size does not
influence the accuracy of the transient response solution. If no step size
is specified, the indicated STOP TIME is divided into ten equal size in-
cresents to provide ten solution points. The frequency response is requested
by entering the desired initial frequency, final frequency, and frequency step
size.

The output produced by SYNAP consists of printed data only. The trans-
ient response data consists of a tsbular listing of the transfer function
output as 8 function of time. The frequency response output consiats of a
tabular listing of the magnitude and phase of the transfer ratio as s func~
tion of frequency. The sensitivity output comnists of the real and imaginary
parts of the sensitivity function computed at each point of the frequency

response.

Example 8 SYNAP Analysis of a Torsional Systea
with Four Degrees of Freedom

The transient response snd pole-zero locations of the torsionsl system de-
scridbed in Example 2 are obtained using SYMAP. A step torque is applied as
befors with the transient response desired for the first 10 secouds. The
transfer function relating angular velocity to applied torque is given by

Eq. (29).

L
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-
~
LA

. s (25)

) 3248 4 1124 + 1286% + 524% + 3

The angular velocity must be integrated to also obtain angular displacement,
and the complete SYNAP model is shown in Fig. 28.

]
3289 + 11255 + 128s" + 5282 + 3

Pro

O
B fe

Fig. 28 SYNAP model for the torsional system

The program listing for this example is presented in Fig. 29. Two entries
are required under the BRANCHES subheading, one for each transfer function.
Only even powers of s occur in the denominator of the first transfer function,
and no consideration is required for the missing odd terms when specifying
the transfer function coefficients.

GRAPH DESCRIPTION
BRANCHES
1-2(1,1/32,8,112,6,128,4,52,2,3,0)
2-3(1,0/1,1)

TRANSIENT RESPONSE=STEP
STOP TIME= 10
STEP S1ZE=.1
PRINT POLES
END

Fig. 29 SYNAP program listing for the torsional system

The first entry under the OUTPUTS subheading requests the valus of the out-
put variable at node 2, vhich represents angular valocity, as detersined by
spplying the input step to node 1. Similarly, the second entry requests the
value of the output variable at node 3, vhich represents the sngular dis-
placesent, as determined by applying the inmput step to mode 1. In addition
to computing the output at node 3, SYMAP also computes and prints the over~
all transfer function between node 1 and node 3. Every output request auto-
saticslly produces a print-out of the overall transfer function between the
two nodes specified in the output request. This feature permits complicated
overall transfer functions to be derived for a system represented by several
simpler transfer functions. For example, the linear spring-sass systes dis-
cussed in Example 4 vas represented by two simple transfer functions which
vere then interconnected in a feedback arrangemsnt to represent the cosplete
system. The overall transfer function for the linear system could be ob-
tained with SYMAP.

The first three entries under the RUN CONTROLS subheading were de-
scribed in Example 7. The entry PRINT POLES will cause the zeros and poles
of the transfer functions to be computed and printed.

Exsmple 9 SYNAP Analysis of a Spring-Mass-Damper System with Two
Degress of Freedom

The spring-mass-damper system of Example 3, wvhich vas previously analysed in
the time-domain using the MECHANICAL DESCRIPTION of SUPER*SCEPTRE, is now
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analyzed using the transfer function approach of SYNAP. The previously de-
rived transfer function i{s given by Eq. (26).

X(s) o2 + 108 + 1000 26)
T 1000s* + 100606> + 10150082 + 610008 + 100000

The SYNAP model for Eq. (26) consists of a single transfer function block or
branch as shown in Fig. 30. Arbitrary node numbers are arsigned as before.

1 82+108+1000 2
o ———o
10008 “+100608 >+1015008 2+6 10008+10000

Fig. 30 SYNAP model for the spring-mass-damper system

In addition to computing the transient response, the frequency response and
pole-zero locations are also determined. The appropriste program listing is
presented in Fig. 31. The entries under cech subhesding are similar %o the
entries described for Examples 7 and 8. The frequency response data, entered
under the RUN CONTROLS subheading, includes a FREQUENCY MULTIPLIER specifi-
cation. The FREQUENCY MULTIPLIZX specification can be used in place of, or in
conjunction with ,the FREQUENCY STEP specification. When only the frequency
multiplier is specified, esach new frequency step is determined by multi-
plying the previous value of the frequency by the frequency multiplier.

GRAPH DESCRIPTION
BRANCHES
1-2(1,2, 10,1, 1000,0/1000,4, 10060,3, 101500,2, 61000,1,
100000, 0)
OUTPUTS
21
RUN CONTROLS
TRANSIENT RESPONSE = STEP
STOP TIME = 10
STEP SIZE = .1
INITIAL FREQUENCY = .01
FINAL FREQUENCY = 2
FREQUENCY MULTIPLIER = 20
PRINT POLES
L 1)

Fig. 31 SYNA? program listing for the spring-mass-damper system

A solution for the dead-band problem of Example 4 can not be obtained with
SYNAP. The SYNAP program is restricted to linear systems and has no pro-
visions for the formulstion of piecewise-linear models. However, the list-
ings for the previous three axamples provide a good indication of the trane-
fer function analysis capabilities and coding requirements of SYNAP. Your
of che examples in the User's Manual desl solely with the snalysis of user~
specified transfer functions. The manual examples sleo include sample
listings from each rum.

CONTINUOUS SYSTEMS MODELING PROGRAM III (CSMP III) [13,14)

Date: Updated version relessed about 1971.
Capability: Nonlinear transient response of continuous systeme rYepresented
:y algebraic equations, differential equations and various functional
locks.

o Sy‘m
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Method: Numerical integration of the system equations with a choice of five
fixed step routines (rectangular, trapezoidal, Simpson's, second-order
Adams, Runge-Kutta), two variable step routines(fourth-order Runge-
Kutta, fifth-order Milne predictor-corrector) and a routine for stiff
equations.

Limitations and Restrictions: No frequency response or polynomial root de-
termination.

Input: Field-free, user-oriented input language. Transfer functions, mathe-
matical functions, and boolean logic represented by functional blocks.
Numerator and denominator coefficients entered in appropriately dimen-
sioned arrays.

Qutput: The inputs or outputs of any functional block may be requested as
output. Solution points printed in tabular format and linear or log
plots as functions of the independent varisble, time.

Language: FORTRAN IV and IEM Assembler.

Hardware: Designed for IBM 360/370 with & minimum partition of 10ZK-bytes
of core.

Usage: CSMP III is an extended version of CSMP $/360 and has been used ex-
tensively in many scientific and engineering applications. Technical
manual available [13].

Developers: 1BM Program Product

Availability: CSMP III is distributed on s rental basis for $91/mo.($346/mo.
with interactive graphic feature). Inquiries and arrangements for
program rental should be conducted through the nearest IBM sales office.

CSMP 11I Program Structure

CSMP IIL is & general purpose program for simulating the dynamic response of
continuous systems. CSMP III is an extended version of the CSMP - $/360
program, released by IEM about 1967. Since its release, CSMP - S/360, and
later CSMP 111, has been used extensively in numerous scientific and engi-
neering applications. Systems are represented in CSMP III through the use
of function blocks which perform operations such as integration, differen-
tiation, function generation and logical operations. There are 42 built-in
function blocks. New function blocks may be created through various com-
binations of standard blocks or FORTRAN subroutines. Only a few of the
standard function blocks are required in the examples that follow.

The transfer function block provided in CSMP III, as well as many of
the other function blocks, is represented diagrammatically as shown in Pig.
32, The input and output are represented by arbitrary symbolic names, in
this case ¥ and X respectively. There are never any nodes or node numbers
associated with CSMP III function blocks.

F —» X

Fig. 32 CSMP III transfer function block

CSMP 111 employs & fisld-free, user-oriented input language that follows the
standard format established for continuous system simulation languages [15].
A CSMP I1I progream may be comprised of three primary segments:

1. INITIAL
2. DYRAMIC
3. TERMINAL

The INITIAL segment is used exclusively for the computation of initial con-
dition values prior to beginning the transient computations. Similarly, the
TERMINAL segment includes computations that are performed only after com-
pletion of a transient computarion. The INITIAL and TERMINAL segments are
optional and are not required in any of the examples that follow. The
DYNAMIC segment includes the complete description of the system dynamics and
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must slways be included. Within the DYNAMIC segment, statements describing
the required function blocks are entered. In general, a statement consists
of a varisble equated to a function block or some combination of function
blocks. The representation for a function block consists of the function
nase and one or more arguments, as required by the function. For example,
the general form for specifying an integrator is:
Y = INTCRL(IC,X)
vhere Y = integral or output
INTGRL = function name
IC = initial condition
X = integrand or input.
The function block for a transfer function is specified in a similar manner.
However, two additional entries are required; the STORAGE and TABLE entries.
Let the general form of a transfer function be defined by Eq. (27).
n
i
L as + a1

Xe) o= * Y7
X(o) n 3 (27
jfl b j' +b n+1
Then the format for specifying a transfer function block 1is:

Y = TRANSF (N, B, M, A, X)

STORAGE B(N+1), A(M+1)

TABLE B(1 ~ [N+1]}) = B(1), B(2), ..., B(N+1)...

A(L = [M+1]) = A1), A(2), ..., A(MF1)
output
function name
highest degree of denominator
an array in vhich the denominator coefficients are stored
highest degree of numerator
an array in vhich the nuserator coefficients are stored
input
STORAGE = indicates the array dimensions follow
TABLE = indicates the array names and corresponding coefficients follow.

In addition to specifying the function blocks required in a simulation, state-
ments specifying the desired outputs and run control data are enterad. The
exact format for these specifications i{s illustrated in the following examples.

vhere
TRANS

®>XwE g <

Example 10 CSMP 111 Analysis of & Second-Order System
with Forced Vibrations

The transient response of the spring-suspended motor of Example ! is desired
for & period of 0.5 seconds after application of the sinusoidal forcing
function. The transfer function describing the system is restated in Eq. (28).

X(e) . 1 (28)

P 2, 108 + 100

The CSMP 111 function block corresponding vc Eg. (28) may be represented as
shown in Fig. 33. The input force is represented by the variable name F, and
the output displacemsnt is represented by ths variable name X.

Lt —fx
8°+108+100

Fig. 33 CSMP III reprasentation for the spring-suspended motor
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A CSMP I11 listing for this example can now be formulated from Fig. 33 and a
knowledge of the function block formats, forcing function and run control
format. The complete listing is shown in Fig. 34.

The indentations shown in Fig. 34 are included merely for clarity. The
listing is composed solely of a DYNAMIC segment. The output displacement, X,
is equated to the function block representation for the transfer function.
The arguments of the function block are entered as previouely described. The
STORAGE entry requests 3 storage locations for the denominutor coefficients
and 1 for the numerator coefficient. The actual coefficients are specified
in the TABLE entry. The deno-imtgr coefficients have been specified f%nt.
starting with the coefficient of s and ending with the coefficient of s .
The three periods at the end of the entry indicate the entry is contined on
the next line. The nuseratur coefficient {s specified on the continued line.
In the following entry, the forcing function, F, is computed. The remaining
entries specify the run controls and output requests.

DYNAMIC
X = TRANSF (2, B, O, A, F)
STORAGE B(3), A(l)
TABLE  B(1-3) = 10., 1., 100.,...
A(l) =1,
F = .14SIN(62*TIME)
TIMER FINTIM = .5, OUTDEL = .01
PRINT F, X
OUTPUT X
LABEL MOTOR DISPLACEMENT
END
STOP
ENDJOB

Fig. 34 CSMP III program listing for the spring-suspended motor

The TIMER entry can be used to specify the increments for which printed or
plotted outputs are desired, the duration of the simulation, the integration
step size,and a minimum permissible step size. In this example, the duration
of the simulation is indicated by the FINTIM spacification, and the desired
output increment is indicated by the OUTDEL specification. Printed solution
points of the forcing function, F, and motor dispiacement, X, are requested.
A print-plot of the displacement is produced by the OUTPUT entry. The LABEL
entry indicates the plot is to be labeled. MOTOR DISPLACEMENT. The END card
signifies the listing for a run is completed. The STOP card is alvays in-
cluded and separates the listing from any user-supplied PORTRAN subroutines.
The ENDJOB card signifiss the end of the input data stresm for this job.

The listing of Fig. 34 represents the typical coding required to obtain
the time-domain response of a given transfer function. There sre several
additional run controls and options that can be specifisd. BSeveral of these
will be {llustrated in the examples that follow.

Example 11 CSMP III Analysis of a Torsional System
with Your Degrees of Freedom

A step torque is applisd to the torsional system described in Example 2. The
transient response for the first 10 seconds is required. The sppropriate
transfer function is restated in Eq. (29).

(s 8
T(8) 3548 4 11245 + 1288

(29)
S osuien

Since the angular displacement is aleo desired, an integrator is required in
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addition to the transfer function block. The representation for the combined
transfer function and integrator blocks is shown in Pig. 35.

< » ] 8
% 32% + 12245 + 1280 + 5242 + 3

Fig. 35 CSMP I11I representation for the torsional system

The program listing for this example is presented in Fig. 36. The variables
F, §1, and O have been assigned the names TORQUE, OMEGA and THETA respectively.
The function block representing the transfer function is specified in the
manner previously described. The format for specifying the integrator is
similar, but requiries only one entry. The arguments of the integrator func-
tion, in their respective order, represent the initisl condition and the
integrand. The input torque is specified as a PARAMETER, since it is con-
stant throughout the simulation.

The TIMER entry includes a specification for step size, DELT, of 0.05.
1f DELT is not specified, the program sssigns a vilue equal to 1/16 of OUT-
DEL. Since no integration method has been specified, the varisble-step
Runge-Kutta integration is used. This integration method will sutomatically
reduce the step size to meet the integration error criteria. When using
the fixed-step integration routines, the value of DELT has a direct effect
on the integration error.

DYNAMIC
OMEGA = TRANSF (8,B,1,A, TORQUE)
STORAGE B(9), A(2)
TABLE B(1-9) = 0.,52.,0.,128.,0.,112.,0.,32.,3.,...
A(1-2) = 1.,0.,
THETA = INTGRL (0., OMEGA)
PARAMETER TORQUE = 1.
TDGR FINTIN = 10., OUTDEL = .1, DELT = .05
PRINT TORQUE, OMEGA,THETA
OUTPUT OMECA i
OUTPUT THETA
Bno

STOP
ENDJOB

Fig. 36 CSMP III program listing for the torsional systea

The torque, angular velocity, and angular displacement are requested by the
PRINT entry. Print-plots of the angular velocity and angulsr displacement
are requested by the two OUTPUT entries.

Example 12 CSMP III Analysis of a Spring-Mass-Dampsr Systes
vith Two Degrees of Freedom

In this exssple, the translational system described in Example 3 is analyzed
for a unit step input. The transient response for a period of 10 seconds is
required. The transfer fumction relating output displacement to input force
is restated in Eq. (30).

e o e At v i e s

1) o? + 104 + 1000
7(s) 7 3 2 (0
1000s™ + 10060s~ + 101500¢” + 610008 + 100000
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The CSMP 111 functional block corresponding to Eq. (30) may be represented
as shown in Fig. 37.

P o2 + 108 + 1000 Epes

10008 + 10060s° + 10150082 + 610008 + 100000

Fig. 37 CSMP 1lII representation for the spring-mass-damper system

The CSMP I1I listing for this example is essentially the same as the listing
for Example 10. However, several new entries have been introduced for the
purpose of illustration. The complete listing is presented in Fig. 38.

DYNAMIC
X = TRANSF (4,B,2,A,F)
STORAGE B(5), A(3)

TABLE B(1-5) = 61000., 101500., 10060., 1000., 100000.,...
A(1-3) = 10., 1., 1000.

PARAMETER F = 1.

TIMER FINTIM = 10., PRDEL = .1

METHOD STIFF

PRINT X, F

RANGE

END

STOP

ENDJOB

Fig. 38 CSMP III program listing for the spring-mass-damper system

The PRDEL entry specifies the TIME increment for which the variables speci-
fied in the PRINT entry av.e to be printed. No output plots are requested in
this listing. The intep:zation routine for STIFF equations is requested by
the METHOD entry. "ne minimum and maximum values that the variables assume
during the simulatfon is obtained from the RANGE entry. Output generated
by the RANGE entry gives the minimum and maximum value of each variable;

the times at which the minimum and maximum occur, and the TIME interval over
vhich the RANGE values were obtained.

Example 13 CSMP 1II Analysis of a Piecevise-Linear Systes

The transient response for the pilecevise-linear cystem treated in Exanples 4
and 6 1s desired. The input to the system is a unit force applied for one
second. The representation for the system in Example 4 is sleo sppropriate
for this analysis, and is rapeated in Pig. 39.

Fig. 39 CSMP III representation for the piecewise-linear system

In the program listing, the integrators and dead band characteristic are rep-
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resented by appropriate functional blocks. The summing junction is repre-
sented by a simple algebraic equation. The complete listing is given in Fig.

40.

DYNAMIC
FT = FA - FK
V = INTGRL(0., FT)
X = INTGRL(0., V)
FK = DEADSP(-2.,2.,X)
FA = APGEN(PULSEl, TIME)
FUNCTION PULSELl = O., 1., 1., 1., 1.0001,0.,20.,0.
TIMER FINTIM = 20., OUTDEL = .2, DELT = .2
PRINT FA, X, FT, V, X
OUTPUT X, V
END
STOP
ENDJOB

Fig. 40 CSMP II1 program listing for the piecewise-linear system

Several new entries are introduced in this example. The functional block
AFGEN can be used to specify any arbitrary function in a plecewise-linear
fashion. In this example, the input force, FA, is determined for any value
of TIME by AFGEN. The first argument of the AFGEN block, PULSEl,merely
identifies a set of ordered pairs that describe the curve of the input force.
The second argument, TIME, identifies the independent variable. The inde-
pendent variable is always the first dats point in each ordered pair and
must be strictly monotonic increasing. The FUNCTION entry is used to specify
the ordered pairs that describe the PULSEl function. Thus, for a given value
of TIME, APGEN performs a linear interpolation on the data points of PULSEl
to determine the value of the input force, FA. The dead band characteristic
is referred to as dead space in CSMP 1II, and is represented by the func-
tional block DEADSP. The arguments of DEADSP, in the order of their occur-
rance, are: the negative or emaller value of the x-intercept (-2.), the
positive or larger value of the x-intercept (2.), and the independent varisble
(X). The non-gzero slope of the DEASP block is fixed at a value of 1. If a
slope other than 1 is required, the output of the DEADSP block may be mul-
tiplied by the desired slope.

The remaining entries in the listing have been discussed in the pre-
vious examples. The program listings for this and the previous examples
provide a good indication of the transfer function analysis capabilities
and coding requirements of CSMP III. An cptional graphics feature is also
available with CSMP III. The graphics feature utilizes a CRT display to
provide an interactive mode of analysis.

As with the other programs discussed in this chapter, CSMP III possesses
many capabilities that are not directly related to transfer function anal-
ysis. For instance, this example wvas formulated without the use of the trans-
fer function block. A full description of the numerous function blocks and
the graphic feature 1s included in the Program Reference Manual. As can be
seen from the program listings, CSMP III is intended primarily for time-domain
analysis. There are no provisions for frequency analysis or determination
of transfer function poles and zeros.

SUMMARY AND PROGRAM COMPARISONS

Transfer function representation of linesr vibrationsl systems provides a
systematic mathod of analysts, and often yields important insight into the
frequency behavior of a system. Transfer functions may be formulated from
the differential aquations of the system. Transfer functions can also be
formulated directly in the frequency-domain or derived from experimentsl data.
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Many of the techniques developed for modeling and analyzing control systems

are also useful in analyzing vibrational systems.

Obviously, the four problems analyzed in this chapter do not represent
even a small sampling of the possible spplications for transfer function
snalysis. However, the examples do illustrate the types of analysis that
can be performed on individual and interconnected transfer functions. The
examples also provide an indication of the coding requirements and analysis

capabilities of the programes included in this evaluation.

Table 6 provides

a comparison of the more important aspects of each program, and summarizes
much of the information presented in the text. Several of the entries in
Table 6, ,such as the rerun capability, are not discussed elsewhere, since

their meaning is clear.

Table 6 Comparison of Programs

Property

Progran

SYMBOLS: X = YES
NA = NOT APPLICABLE
I = IBM 360/370
C = CDC 6000

SUPER*SCEPTRE

NET-2
SYNAP
CSMP III

INPUT

Field-free input format

Transfer functions

Topological mechanical system descriptions_

Topological control system descriptions

Topological electrical network descriptions

TRANSFER FUNCTION ANALYSIS

Time-domain response

Frequency-domain response

Pole and zero détermination
Sensitivity

Overall transfer function determination

Maximum order

N

36

OUTPUT

User selected outputs

Tabulsr printed output

Linear print-plots

Log print-plots

L
" I 3¢ [

Polar print-plots

Composite print-plots

Interface with user plot routines

Print-plots of one variable vs. another

¢ 104 13¢ 10¢ 19e I5¢ 1ot In¢

CRT display

Lo

g! CONTROLS
Conditional termination

Reruns

Maximum step size

3¢ 10t It
t]

Minimum step size
Starting step size

Absolute integration error

Relative integration error

Arbitrary simulation start time

“EEE
Lt

Selection of specific points for solutiom

INTEGRATION METHODS

Swept variables other than time or frequency

5t [t

Multiple integration echemes

| Variable step error comtrol
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Property Progras

1BM 360/370
CDC 6000

YES
NOT APPLICABLE E

SUPER
NET-2
SYNAP
CSMP III

ELS
Expandable model library x |x x
Library of standard analog elements X

Library of standard piecewise-linesar elements x
SOFTWARE INFORMATION
FORTRAN x Ix x x

Asgesbler x Ix x
Preprocessor .3
Interactive x
Error -diagnostics x | x x x
Distributed by @eveloper X | x x
Distribuced by software center x
Cost $100 none [none [$91/mo

ATION
User's Manual

Technical Manual

MISCELLANEOUS FEATURES

Arbitrary forcing functions
Standard math functions

Nonprocedural processing

Accepts FORTRAN subroutines
Accepts comment cards
Accepts algebraic equations
Solves differential equations
Solves general algebraic loops

Machine compatibility I,CJI,Cc I C

» |
» |

L]
=t [0 [3¢ 3¢ I5¢ [ {52 |90 |3
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Dynamics of Spacecraft Structures

1.eonard Meirovitch

Virginia Polytechnic Institute and State University

INTRODUCTION

The problems associated with the dynamics of spacecraft structures are much
more diverse than those associated with civil structures or even aircraft
structures. As with aircraft, there is a weight penalty involved. Indeed,
the fact that spacecraft must be lifted from the earth surface and placed in

a certain orbit in space requires that the structure be made as light as pos-
sible. But the similarities end here, as spacecraft must operate in an en-
tirely different environment than aircraft, As an example, differential grav-
ity forces are generally more important than aerodynamic forces for spacecraft,
while the opposite is true for aircraft.

The missions for which spacecraft are designed often require that they
retain a certain orientation in space. The most common cases are those in
which the spacecraft must retain a relatively fixed orientation with respect to
an inertial space, and those in which the spacecraft must point toward the earth
at all times. It is also possible that the orientation of certain parts of the
spacecraft (such as solar panels) must remsin fixed in an inertial space while
other parts (such as antennas) must point toward the earth. Because space-
craft are free to rotate in space, rather than being restrained by reactions
as in the case of civil structures, certain controls must be exerted on the
spacecraft to enable them to fulfill their mission. Controls can be passive
or active. Passive controls are of two types: spin stabilization and gravity-
gradient stabilization. Spin stabilization is based on the fact that, in the
absence of external torques, a rigid body spinning about the axis of maximum
or minimum moment of inertia tends to maintain its orientation in space. On
the other hand, gravity-gradient stabilization is based on the fact that dif-
ferential-gravity torques tend to align the axis of minimum moment of inertia
or an orbiting spacecraft with the local vertical. Active controls are gen-
erally achieved by control jets or by momentum exchange devices, such as
control-moment gyros (CMG), reaction wheels, and rotors of dual spin or a
nultispin spacecraft, .

In general, the orbital motion of s spacecraft is given and the problem
reduces to that of controlling its attitude. For a rigid spacecraft, the
mathematical formulation consists of three simultaneous ordinary differential
equations for the rotational motion. The problem becomes appreciably more in-
volved when the spacecraft is flexible, as sdditional degrees of freedom must
be introduced to describe the displacements of the flexible parts relative to
a given frams. There are two basic types of mathematical models for flexible
parts, namely discrete and distributed. Discrete models, also known as
lumped models, are described by ordinary differentisl equations; snd distribut-
ed models, also known as continuous models, sre described by partial differen~
tial equations. For the spacecraft as a whole, discrete models lead to a set
of simultaneous ordinary differential equations. On the other hand, spacecraft
containing distributed parts are described by a "hybrid" set of equations, in
the sense that the rotational motion is described by ordinary differential
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equations and the elastic displacements relative to the rotating frame are
described by partial differential equations, For practical reasons, a hybrid
system muet be "discretized". The two most common discretization procedures
are the finite element method and the assumed modes method, where the latter
is often called the Rayleigh-Ritz method, The first expresses the continuous
elastic displacements inside an element in terms of displacements at given
points on the boundaries of the element. On the other hand, the second ex-
presses the continuous elastic displacements of a given flexible member as a
series of space-dependent admissible functions multiplied by time-dependent
generalized coordinates. All of thess methods are discussed in Ref. 1,

Another way of simulating a flexible spacecraft is by regarding continuous
flexible members as consisting of rigid elements interconnected by springs.
This approach has originated in conjunction with the analysis of spacecraft
structures [2 and 3] aud enjoys a certain degree of popularity with
spacecraft dynamicists, as witnessed by the number of computer programs based
on the approach. A refinement of this approach consists of regarding the
intarconnected elements not as rigid but as flexible [4], which brings
the approach closer to the finite element method.

The computer programs in the area of dynamics of flexible spacecraft tend
to be tailored to specific spacecraft. Nevertheless, in virtually every case
attempts have been made to generalize the program so as to accommodate a larger
class of configurations. The programs are gensrally very extensive and they
are modular in nature, in the sense that they consist of a group of subprograms
integrated into a single general program. Because of this, the programs do
not lend themselves to the same clear cut classification and objective evalua-
tion as would a single computational algorithm designed to solve a given prob-
lem, such as the eigenvalue problem of a real symmetric matrix.

COMPUTER PROGRAMS

Flexible Spacecraft Dynamice (FSD)

The FSD computer program simulates attitude and flexural motions of generalized
spacecraft with long tubular appendages subjected to orbital perturbing forces
including gravitational forces, solar pressure, temperature gradients, sero-
dynamic drag, and magnetic torques. Internal forces due to dampers, thrusters,
and momertum wheels are also simulated.

(The PSD Program has the following features:)

‘L. The flexible appendages can be extended or retracted at a variable rate.
All incrtial forces due to Coriolis, centrifugal, linear, and angular acceler-
ation are simulated during deployamen’.

2, The program can be run in sequences of parametric runs to study the ef-
fect of variations of one or more parsmeters or initial conditions. The pro-
gram can also be stopped and restarted during s computer run to change a param-
ster in order to simulate a flight operations procedure such as activation of
a thruster.

3. Up to 10 fluxible members can be simulated. The mambars can have arbi-
trary origin and angular position relative to the body axes. Each element may
have a different stiffness, coefficient of thermal expansion, projected area,
drag coefficients, unit mass, temperature gradient, tip mass, length, and de-
ployment velocity. In addition, each member can have either one of two data
sets associated with mass, area, and internal force integrals. This permits,
for instance, the simulation of a spin-stabilized spacecraft with wire trans-
verse elements and interlocked tubular elements on the spin axis.

4, Yor gravity-gradient stabilized spacecraft, a libration demper can be
simulsted consisting of a long damper boom that can rotate relative to the pri-
mary body axes. A magnetic hysteresis or eddy current damper will dissipate
energy during the relative motion.

One version of the FSD Program (Dual-Spin) generalized this option into
a secondary body with flexible appendages and additional degrees of relative
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motion, This Dual-Spin version also simulates nutation dampers situated on
the despun portion of a Dual-Spin epacecraft. Nutation dampers simulated can
be either a pendulum type with viacous or hysterisis damping or a viscous ring
damper .

5. Various body torquing devices are availasble to simulate spacecraft oper-
ation, Thrusting of the spacecraft can be simulated either for pure moments
or for a thrust vector whose line of action is arbitrary with respect to the
center of mass. The effect of thrusting on orbit parameters is also computed.

6. A simple control law is provided for thrusting which can be activated
by sun sighting. Complex control laws can be added if required. Torquing due
to electromagnetic or residual magnetic dipoles is simulated. The earth's
magnetic field i{s represented by recent multi-term spherical harmonic mod.l
developed by Goddard Space Flight Center. The capability to simulate torques
developed by constant or variable speed momentum wheel is also availsble.

The equations of motion describe the response of the system in terms of
the rotations of a reference system with respect to the inertial space and the
motions of various parts of the system relative to this reference syastem. The
generalized coordinates are of two types, discrete and distributed., Consequent-
ly, the equations of motion constitute a hybrid set of differential equations,
which 1s discretized by the assumed modes method. Typical admissible functions
are cantilever modes. Other appropriate admissible functions can be used such
as those for cantilever beams with tip masses.

The time history of the dependent variables is obtained by numerical inte-
grations of the squations of motion using the Adams-Moulton method and a fourth
order Runge-Kutta starter. The Adame-Moulton integrator uses a predictor-cor-
rector technique to select the appropriate integration time step that will
minimize computer time and maintain the desired sccuracy. The accuracy bounds
for the dependent varisble are spacified by the user.

Language: The majority of the program language is FORTRAN, A small portion
of the input routines i{s in assembly language.

Hardware: IBM 360

Accuracy and Reliability: The accuracy and validity of the program has been
demonstrated by many comparisons with analytical solutions, In addi-
tion, the comparison of simuiated data and flight data from the RAE-I
satellite has been remarkably good. This comparison was made with the
RAE-1 in various sysmetrical and asymmetrical configurations with the
boom at various lengths up to 750 feet. Yor an in-orbit dynamics
experiment, the FSD Program sccurately predicted the critical spin rate
for instability of the spin axis booms of the IMP-I satellite., In
addition to the above mentioned flight programs, the computer program
wvas the prime method of simulating the flexible dynsmics of the Lunar
RAE satellite and the IMP-J (spinning, radial wires) spacecraft.

The program has been operated on a daily basis for more than three
years. Any anomalies and discrepancies that have been uncovered have
been corrected or are minor. The program is presently considered to be
highly relishle. .

Contact: The computer program was developed by AVCO Systems Divison for
NASA Goddard Space Flight Center. In addition to being used in the
Goddard ISEE flight program, it is currently being modified, maintained,
and operated by Computer Sciences Corporation, Syitem Sciences Division,
for NASA Goddard and othsr agencies.

Availability: The PSD Progras was developed under govermment funding, hence
is public property. Further information can be obtained from:

J. V. Pedor
NASA Goddard Space Flight Center
Greenbelt, Maryland

R. M. Davis
Computer Sciences Corporation
Silver Springs, Maryland
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Subjective Comments: The FSD Program has several noteworthy advantages over
other existing prngrams. With respect to simulation of spacecraft with
long flexible deplcyable appendages, it is doubtful that other programs
have comparable accuracy for large displacements, It is not necessary
to determine an equilibrium configuration before solving the equations
of motion as many linearized solutions require.

Although the program is large (450 bytes) for the IBM 360 system because
of the higher order terms, three flexible modes and many options, it is
relatively easy to operate. The options can be invoked by input con-
trols. Because the program is so generalized, there have been occasions
when unexpected results have led to new inaights into spacecraft dynamic
behavior. These results, that were later confirmed by analysis, have
had an impact on spacecraft design and flight operations.

R

oL

LPARL Flexible Spacecraft Attitude Dynamics Programs (LPARL)

The Lockheed Palo Alto Research Laboratory (LPARL) consists of a series of mul-
tipurpose digital computer programs for simulation of the attitude dynamics

and control of complex spacecraft structures representable as rotationally
interconnected rigid and flexible bodies. The arrangement of bodies in the
model {s arbitrary, except that "closed loops" of bodies are excluded, 1i.e. -
the system of bodies and interconnections must form a "topological tree".

The LPARL multibody programs can also be used to study spacecraft attitude
stability, Using the nonlinear programs, a simple numerical method of sequen-
tial perturbation of initial conditions gives directly the n'merical values of
the coefficient matrices of the linearized equations corresponding to lineari-
zation about any chosen state. Using standard computer routines for eigenvalues
of linear systems, stability analysis is carried out by examining the non-posi-
tivity of the real part of the eigenvalues. Thus, in the context of computer
integration of the equations of motion, linearized equations (in numerical
form) and the associated stability analysis are a direct by-product of the
multibody nonlinear equations.

The series of programs, based on formulations described in [3 - 9], re-
pregents a natural evolution from the "simple” case of a tree of rigid bodies i
to the case of a tree of flexible bodies. This last program is currently under
development and will be completed this year. Intermediate models consist of i
topological trees of rigid bodies with terminal flexible bodies, and chains of !
flexible bodies., In these multibody programs, flexibility of a given body can
be suppressed, reducing it to a rigid body. In this sense, the more general
programs will logically supersede the less general ones. However, the redun- {
dancy in these programs is limited only to the model, because different programs
sre based on different formulations of multibody dynamics. In view of the vast
complexity of such multipurpose programs, the availability of distinct formu-
lations pi rides a unique method for verification of the validity of output d
and hence a very high degres of reliability for the correctness of the programs.

The LPARL programs represent a hybrid synthesis of large~angle nonlinear |
nulti-rigid-body dynamics with distributed coordinate representation of linear !
elastic deformations used in structural mechanics., The determination of defor- 3
mation functions is obtained from separate structural mechanics programs (e.g.
REXBAT, SKAP, etc.).

The programs integrate the equations of motion for the models using the
integrator described in "JPL Technology Utilization Document No. CP-2308,
vODQ/SVDQ/DVDQ, Variable Order Integrators for the Numurical Solution of Or-
dinary Differential Equations"; this 1is a variable self-adjusting step-sizs
integrator. In all the programs, interconnsctions between bodies in the tree
are described by parametrized inter-body rotation matrices, i.e. by a set of
gimbals having 0, 1, 2, or 3 degrees of rotational freedom. The gimbal axes
can be sequentially locked, and the nominal orientation of the gimbal axes can
be input by appropriate gimbal mounting rotation matrices.

The system configuration is described entirely by input daca. The only
subroutines required from the user are those vhich give the external force and
torque on each body, the gimbal torques (e.g. due to torsional springs, dampers,
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motors, etc.), and any auxiliary differentisl equations, such as for control
nystems. These subroutines have access to the instantaneous state of the
system, Gravitational effects are built into the dynamical equations of mo-
tion and need not be user specified.

The program output consists of a tabular listing of the state history,
as well as plots of these time histories generated on the SC-4020 plotter.

Programs

{. NBODY I and NBODY(F) I (F: Flexible bodies)

Based on formulation described in [3, 5, and 6]. Separate summation pro-
cedures are involved for eliminating moments of the unknown interbody forces
and constraint torques arising at gimbals with fewer than three degrees of
freedom. NBODY(F) I normally makes use of fixed-base cantilever mode shapes

for terminal flexible appendages.

ii. NBODY II and NBODY(F) II

Based on formulation described in [7] and using certain key ideas described

in [9). Base points are shifted from barycenter- to interconnection

(hinge) points, about which interbody forces have zero moments. Equations of
motion are written directly for sub-trees "outboard" of a given interconnection,
and formulation 18 simplified. Computer program runs alightly faster than

NBODY I series.

114, NBODY IIT and NBODY(F) III

Based on formulation described in [9]. The incidence matrix for each topo-
logical tree configuration controls the systemmatic contribution from the mo-
tion of each individual body to the overall dynamic equations. The force
equation of the system is maintained in the program, which provides the trans-
lational motion of the main body and other bodies. It slso simplifies the
coefficient matrices of the torque equations about the hinge points. The vi-
bration equations of the terminal flexible bodies are independent. Reduction
of the degree-of-freedom at s specific hinge point can be handled essily by
eliminating the corresponding gimbal rotational angle and the associated
torque component equation. This program is very efficient.

iv. P-NBODY and P-NBODY(F) (P: Perturbation)

Based on (8] and extensive additional revisions by J. Y. L. Ho. The multi-
body combining procedure employed has no closed-form analytical description

of the final equations, but is implemented on the computer by means of a re-
cursive computational scheme which in effect compiles the equation of motion
in numericsl rather than analytical form. In this program, the assumption is
made that the total motion of the flexible multibody spacecraft is represent-
able as the superposition of a nominal motion, obtained by conceptually "rigi-
dizing" each flexible body but preserving localized flexibility st the joints,
and s smsll perturbation corresponding to the linear elastic oscillations of
the flexible sppendages. The perturbation equations are thus variationsl
equations, i.e. equations linearized about a nominal trajectory of the assoc-
isted rigidized system. P-NBODY thus provides linear squations in analytical

form,

v. Remote Manipulator System (RMS)

Thie program is based ¢a the model of & chain of flexible interconnected bodies,
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and derives its name from its application to the Space Shuttle's Remote Manipu-
lator System. Formulation of the program is given in [4]. It employs three
classes of mode shape functions for interconnected flexible bodies, which are
not restricted to beams.

Language: The series programs consist of an assemblage of subroutines
written in FORTRAN V compatible with the UNIVAC 1108-1110/Exac 8
operating aystem,

Contact: The program was developed by Lockheed Palo Alto Research Lab.

Availability: It can be obtained on a case by case basis by contacting

G. Margulies
Lockheed Palo Alto Research Laboratory
Palo Alto, California 94087

J. H. L. Ho

Lockheed Palo Alto Research Laboratory

Palo Alto, California 94087

Subjective Comments: The LPARL programs have been used to study various

multi-body gravity-gradient configurations (without flexible bodies),
and were successfully validated with similar work at Bell Laboratories
(in the mid 1960's). They were used for a study of the attitude
motions of the spinning SKYLAB (with flexible booms) at NASA, MSFC.
Finally, an extensive comparison vas wmade with JPL's MBDY Program.

Martin Marietta Computer Program (MMCP)

The MMCP is a general-purpose computer program system for dynamic simulation
and stability analysis of passive and actively controlled spacecraft. The pro-
gram syatem will be used in design of attitude control systems and for evalua-
tion of total system performance including both time domain response and fre-
quency domain stability investigations. The program provides capability to
examine total system dynamic characteristics including interaction effects
between rigid and/or flexible bodies, control systems and a wide range of
environmental loadings.

The program system has the capability of redimensioning itself to suit
the problem at hand. For example, there may be a trade-off between the total
number of bodies and the number of admissible functions (or normal modes) con-
sidered to represent each body. The program is redimensioned so as to make
efficient use of the available computer memory.

The development of the program system has used the most general form of
Lagrange's equations, including auxiliary nonholonomic, rheonomic conditions of
constraint. Lagrange multipliers sre calculated and used as interaction
forces/torques in such a manner that the prescribed constraints are maintained.
The nonlinear flexible/rigid dynamic cou’ling effects are considered in un-
abridged fashion for each of the bodies of the system and for the system as 8
whole. Normal vibration modes may be used in representing elastic deformation
of a given body member, but an adequate series of admissible functions suffices.

Nonlinear time domain response is calculated for the synthesized dynemic
systes through use of the Runge-Kutta numarical integration slgorithm; state
vector concepts ars smbodied, thus the dynamic system is represented by a
series of nonlinear first order differential equations including both plant
dynamics and controller dynamics.

For frequency domain studies, the system of nonlinear first order equs-
tions is numerically linearized resulting in a set of firet order differential
equations involving state varisble perturbations. The linearized eguations
correspond to the autonomous system; that is, they are in the form y = Ay.

The so-called QR algorithm is used to extract closed-loop roots of the
characteristic matrix A. Also, & similarity transformation is perforwed om A,
giving a similar dynamic system A* which can be easily manipulated to provide
forvard-loop, return-loop and loop-gain transfer functions. The transfer
functions sre sutomatically displayed in Bode, Nichols or Nyquist form. Also,
the program has capability to generate root-locus displays.

-
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Language: The entire program is coded in FORTRAN IV with exception of the
job control language which, of course, is installation dependent, Double
precision arithmetic is used with all real numbers (not integers) in
the IBM and UNIVAC versions. The CDC version does not require double
precieion due to its 60-bit word length,

Hardware: The program is currently running on the IBM 360/370, and will be
implemented on UNIVAC 1108 and CDC 6500 computers by July 1975,

Reliability: As a monitor on accurscy and reliability of the program system,
total angular and linear momentum vectors as well as system kinetic and
potentisl energies are always calculated and displuyed. The results of
all "torque-free" demonstration protlems considered to date are positive
in that system momentum is conserved accurately and total energy
(kinetic plus potential) decreases monotonically.

Contact: The program vas developed by MMC for NASA, Goddard Space Flight
Center. Contact

Carl Bodley
Martin Marietta Corp.
Denver, Colorado 80201

Availability: Final documentation is scheduled to be delivered to the NASA
(Goddard Space Flight Center, Greenbelt, Maryland) by May 1, 1975,

It will be available through the Computer Software Management and In-
formation Center (COSMIC), University of Georgia, Athens, Georgia,
30601, by approximately mid 1975,

Subjective Comments: This dynamic simulation program is, by design, a gen-
eral purpose program for synthesizing and analyzing complex structural-
mechanical systems. The program system can, on option, be used to
exanine, in detail, nonlinear time domain response and/or linear fre-
quency domain response.

MBDY Attitude Dynamics Subroutine Package (MBDYADSP)

The MBDYADSP {s a collection of eight programs. All the routines in this
psckage are based on the rigid-body tree equations of [3] as rearranged in
[S] to eliminate constraint torques. However, three of the subroutines
allow the attachment of flexible appendages to any of the rigid bodies of the
tree, and a constant spin of the appendage base may also be accommodated.

The only situation (within the tree concept) that cannot be directly handled
by one or another of these programs is that of a chain of bodies where inter-
mediate bodies (rather than terminal bodies) in the chain are flexible. How-
ever, in this case, one can sonetimes redafine the “boundaries” of a flexible
appendage so that it is alvays a terminal appendage.

Since these are subroutines, the user wust develor his own "celling” pro-
grams, integration subroutines, matrix equation solving (or matrix inversion)
routines, etc. R

Several of the routines are simply linearized or partially linearized
versions of other routines in the package and, as such, are directly inter-
changeable with them, i.s., virtually no modification is required in the
calling program. The presence of these linearized versions allows the user
some latitude in trading off speed and sccuracy for most efficient problem
solving. All of the routines also provide the option of "rigidieing" a joint
between rigid bodies or prescribing motion sbout that joint in a very simple
manner. Yollowing is a description of the subroutins.

Capabilities and Methods Used by Subroutines

{. MBDY (see also [10})

MBDY 1is designed to solve the rotational dynmmics equations for a system of

rigid bodies, hinge-connected in the form of a topological tres. The solution
18 given in terms of the inertial angular acceleration components of one body,
srbitrarily chosen ss the reference body, and in terms of ths relative angular
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52 SHOCK AND VIBRATION COMPUTER PROGRAMS

accelerations of all the remaining rotational degrees of freedom.

The mathematical approach is that described in [5] and expanded in
some detail in [10]. The resulting matrix equation is of the form Ax = B, i
where x is the desired angular acceleration solution vector (Nx1l), A is a real
symetric time-variable matrix (NxN), and B 1s a vector of forcing functions
(Nx1), (N = no. of system degrees of rotational freedom). This equation is
then solved by a standard matrix equation solving routine each time the sub-
routine is entered with new forcing function values (e.g., at every numerical

integration step).

ii. MBDYTL (see also [10])

MBDYTL is designed to solve exactly the same problem as MBDY. Again, the
mathematical approach is that used for MBDY except that the equations are
subjected to a strict linearization with respect to the reference body's
angular velocity and acceleration as well as to the hinge rotation angles and
their derivatives. The matrix A thus becomes a constant symmetric matrix
which may be inverted only once to allow the calculation x = A-1B to be per-~
formed each time the subroutine is entered with new forcing function values.
A much faster solution for x thus results with reasonably good accuracy for
many problems.

i44. MBDYL (see also [10])

artio

This routine is identical to MBDYTL except that further simplification of the 3
system equations, beyond strict linearization, is accomplished. No body-to-
body coordinate transformations are done at all in MBDYL. Thus, this routine
will produce solutions at a slightly faster rate than MBDYTL, but with less
accuracy.

et R4

iv. MBDYPL (see also [10]) 1

MBDYPL is designed to solve the same problem as MBDY.

Using the same approach as for MBDY, but sssuming that only some of the
hinge rotations (and their derivatives) are small, the equations may be par-
tially linearized so that at least a portion of A becomes constant. The con-
stant part of A may then be inverted in the initialigation process and x is a
solved for by matrix partitioning. The result is a somevhat faster solution
to the problem than MBDY can provide, if the size of A is relatively large
(at least 10 x 10), and if linearizatioa is justified.

v. MBDYM

MBDYM is designed to solve the same problem as MBDY and the method of solution
is the same as for MBDY. However, the algorithms used in the routine to fom
the equation Ax = b have been modified, and in some cases simplified, to speed
up the solution., One significant modification changes the manner in which the
system is described by substituting the concept of a "connection" rather than
a hinge. A connection is defined as a one, two, or three degree-of-freedom
joint,

vi. MBDYFR

MBDYFR is designed to solve the rotational dynamics equations for a system of
rigid bodies, hinge-connected in the form of a topological tres, vhere each of
the rigid bodies may have a single flexible appendage. Further, any rigid body
carrying a flexible appendage is permitted to spin provided that the spin rate
is nominally constaat (with small variation).
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As in MBDY, etc., solutions are desired for inertial angular acceleration
components of the rigid reference body and for relative accelerations of the
remaining rigid bodies about their hinges. In addition, motion of the flexible
bodies must be obtained,

The approach taken is that described in [11). Briefly, this involves
developiag finite element models of each elastic appendage, assuming small de-
formations, and taking into account the appendage base's nominal motion (if
spin is present). The homogeneous form of the resulting viration equation is
then tranaformed to an uncoupled set of coordinates, i.e., modal coordinates,
and truncated by deleting unwanted modes of deformation. If spin is present,
the resulting modal vibration equations are complex and must be converted to an
equivalent real form by taking advantage of certain eigenvector orthogonality
relationships.

The appendage equations may then be coupled to each other as well as
directly to the rigid-body-tree formulation which remains in almost the iden-
tical form shown in [3, 10]). Reference '(12) shows the system equation
development in great detail, Again, the result {s a matrix equation of the
form Ax = B, where A is a time variable, symmetric matrix. Its order is de-
termined by the number of rigid body degrees of freedom and the number of modal
coordinates retained by the user to describe elastic appendage deformations.

Because the appendage equations have been derived in first order form
to allow transformation to an uncoupled coordinate set (for the case of spin),
two appendage modal coordinates appear in the solution vector, x, for each
eigenvalue retained in its model.

vii. MBDYFN

This subroutine solves the same problem as MBDYFR, except that no spinning
appendages are permitted. All appendage base bodies must have a nominally
zero spin rate.

The approach is much the same taken for MBDYFR [12]. However, the re-
sulting modal models of each appendage have real eigenvalues and eigenvectors.
The system equation, Ax = B, {s still solved at every entry with new forcing
functions, since A is time variable (and symmetric).

viii. MBDYFL

The subroutine solves the same problem as MBDYFN. However, hinge rotations
and their derivatives are restricted to be "small" as are the reference body
angular rates.

The method of solution is the same as for MBDYFN but, in addition, s
strict linearization process is applied to the squations under the assumption
that the hinge motion is small. This results in a constant A matrix and
allows its inversion once and for all in the initialization process.

Language; UNIVAC 1108 FORTRAN V

Reliability:The subroutine MBDYM which solves the rotational dynamice equa-
tions for the unrestricted rigid-body tree, and on which the other
toutines are based, has been checked against an older version, MBODY.
MBODY in turn was compared to a similsr program (see LPARL), and the
tvo agreed to within Univac 1108 roundoff error. The test problem con=
sisted of 7 rigid bodies and 11 degrees of freedom. The LPARL program
took approximately .023 seconds for 500 rapeated evaluations of the
satrix equation (without solution of that equation) while NBDYM was
timed on the JPL Univac 1108 at approximately .025 mseconds for the
same 500 evaluations.

The rigid-body routines in both their uurestricted and linearized
versions have been used to simulate T.V. camera slewing dynamics on
both Mariner Mars Orbiter 1971 and the Mariner Venus/Mercury Space-
crafe (MVM) 1973 as well as vehicle dynamics (including magnetometer
boom, high-gain antenns, solar panels, and T.V. platform) during a trs
Jectory correction mansuver of the MVM craft. All of these simulations

A
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agreed very closely with gyro and control system telemetry received
from the spacecraft, The two routines which handle the nonspinning
case with flexible appendages have also been dynamically checked to
vithin round-off error against older, special-purpose programs written
to solve Likins' hybrid-courdinate formulation. MBDYFR, which handles
the spinning appendage case, is the only routine which has not, as of
this writing, been dynamically checked agsinst some other independent
program.
Contact: The program was developed by the Jet Propulsion Laboratory. Contact
Gerald E. Fleischer
Jet Propulsion Laboratory
Pasadena, California 91103
Availability: The complete MBDY Subroutine Package is available from COSMIC
(The Computer Software Management and Information Center), Barrow Hall
University of Georgia, Athens, Ca. 30601) (404-542-3265). The cost is
a very nominal handling charge.

Spinning Structural Analysis Program Group (SSAPG)

The SSAPG consists of three programs: (1) Modified NASTRAN Spinning Structural
Analysis Program; (2) Dsta Generation Program; and (3) Skylsb Response Program.
The group or programs performs a structural analysis of a rotating structure,
yielding its eigenvectors, eigenvalues, and time response. (Although written
as two separate programs, the Data Generation Program and Skylab Response Pro-
gram may be considered conceptually a single entity). This program group was
developed to analyze a deliberately spinning Skylab; however, it is sufficiently
general to permit analysis of any system of bodies that may be described as a
core or central rigid body to which are attached an arbitrary number of flexible
appendages and (also) a second rigid body. A controller in the form of Control
Moment Gyroscopes (CMG's) {s also added as a module for providing closed loop
attitude control of a space vehicle., However, the program group is not limited
to spacecraft. The modified NASTRAN Spinning Structural Analysis Program can
be used to analyze structures spinning at constant angular velocities, such as
rotating shafts, blades of spinning turbines, and rotating linkages.

a. The modified NASTRAN Spinning Structural Analysis Program is a finite
element program that accepts the structural properties describing the system
(written in NASTRAN format). It provides the system sigenvalues and sigen~
vectors. Given the axis of rotation, the modified NASTRAN program will generate
the centrifugal force matrix and the resulting geometric stiffness matrix, the
Coriolis acceleration matrix, and the centripetal acceleration matrix. Com-
bining these matrices with the elastic stiffness matrix and mass matrix generatad
by the original ummodified NASTRAN, a complete set of matrices is now available
for the original MASTRAN to use in performing its eigenvalue analysis.

Although the original NASTRAN complex eigenvalue subroutine was inefficient
(slow) for the large scale spinning Skylab being analysed, it is understood that
subsequent modifications to NASTRAN have eliminated this deficiency. If the
new NASTRAN eigenvalue analysis still is too lengthy, other more efficient
sigenvalue routines will have to be substituted, such as the fine EISPACK de-
velopad by Argonne Laboratories. The modified RASTRAN Spinning Structural Anal-
ysis Program provides capadility for performing analyses of rotating structures.
this wvas accomplished by incorporating spin equations into MASTRAM (MASA Struc-
tural Analysis Program). The NASTRAN program is unaltered as far as original
capabilities avre concerned. The spin equations are coded into a dummy subroutine
already in NASTRAN which is called by DUMMOD] entering a DMAP statement refer-
ring to this dummy subroutine. The user of this progrem must be sble to con-
struct input dats for NASTRAN (including imput to the spin equations) and also
understand some basic NASTRAR terminology.

b, The Data Gensration Program constructs a number of satrices needed for
the Skylas Response Fro:rll. %gi required inputs are the eigenvalues, sigen-
vectors, and grid point coordinates furnished by the modified NASTRAN Spinning
Structural Analysis Program. It is limited by storage to a maximm of 30 eigen-
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values and 300 degrees of freedom. A more detailed description of the eigen-
value analysis is included in [13] and [14].

Uaing input from an eigenvalue program, the NASTRAN program, and experi-
mental results, this program computes data that will be used by a SKYLAB re-
sponse program as constant input, This program evolved into a separate unit
because many lengthy computations in the response program may be held constant
while other critical terms varied over a series of runs. The output from this
program is stored on magnetic tape and used as an input tape to the response
program,

¢. The Skylab Response Program uses as direct inputs the outputs of the
Data Generation Program (since the two can be considered conceptually as a
single program). Its outputs are time domain responses of the attitude, at-
titude rate, and linear and angular displacements of the system components.
This can be modified to print out any desired system stste as & time response.
The program is described in more detail in Enclosure 3, including the assumed
CMG closed-loop controller. This program is limited to a maximum characteris-
tic matrix [A]) (Q = AQ, when Q is the state vector) of 68 x 68. This limits

the number of eigenvectors to 30.
This program computes the coefficients of a set of linear differential

equations (the set is yariable in size), The coefficients are put into
matrix form; this matrix is inverted yielding a simultaneous solution for
the highest order derivatives, The set of differential equations is then
numerically integrated with respect to time via a 4th order Runge-Kutta
method, It is the purpose of this program to speed up the calculation time
for these mathematical operations,

Language: The programs of this group are all written in FORTRAN IV.

Reliability and Accuracy: The same as the overall NASTRAN,

Developer: The program was developed by Computer Sciences Corporation for
NASA, Marshall Space Flight Center (MSFC). Contact

Dr. Sherman M, Seltzer
Marshall Space Flight Center
Huntsville, Alabama 35812

Availability: The programs are available from MSFC at no cost, either as
program listings or actusl documentation,

Subjective Comments: The SSAPG was developed to perform the above described
analysis for large scale rotating structures consisting of connected
rigid bodies and attached flexible appendages., The Unified Flexible
Spacecraft Simulation Program (UFSSP) performs part of the task retain-
ing nonlinearities, The disadvantage of this more accurate (nonlinear)
protrayal of the equations of motion is that the dimension of the prob-
lem that can be attacked and implemented successfully by a computer is
considerably less than can be done for the linearized SSAPG. 1In the
developmen. of the latter, it was felt that the steady state equilibrium
(1.e., a constant spin rate about which perturbations are permitted)
was sufficiently accurate since most systems envisioned are either stable
or altered to be s0; hence, large state displacements and rotations
are not expected.

Structural Performance Analysis and Redesign (SPAR)

SPAR is a general purpose, finite element structural analysis computer program.
It models complicated ssrospace structures as assemblages of elements such as
beams, plates, and shells. Current capabilities include static analysis for
point loads or motions, inertisl loads, temperature distributions, and pres-
sure loads; normal mode analysis including effect of prestress and spectral
shift; and bifurcation buckling calculation.

Any problem of the types Ax »= y or (A - AB)x = 0 can be solved where x
and A are unknown and A and B are any linear combination of the systes mass,
stiffness, and geometric stiffness matrices.

The outstanding characteristics of SPAR include:

Righ computation speed - up to 20 times as fast as RASTRAN for
large problems.

o 3“’21»;




56 SHOCK AND VIBRATION COMPUTER PROGRAMS

Low computer core requirement - many significant problems can be
worked ysing demand keyboards.

Simplified minimum input.

The high performance of SPAR is achieved by extensive use of the executive
routines and the eecondary storage available on third-generation computers,
the fact that the program is mcdularized, an efficient library system, and ef-
ficient sparse matrix routines and iteration procedures.

A data base comprised of automatically-maintained direct access libraries
(DAL's) is used to provide a means of information exchange between an array of
totally independent absolute programs (processors). The DAL's are generated,
serviced, and interrogated using a system of routines collectively called
IMSYS (information management system). IMSYS is written almost entirely in
FORTRAN, and operates nearly identically on UNIVAC, CDC, and IBM systems.

A datas set already in a DAL may be replaced by using IMSYS to enter into
the DAL a nev data set having the same name. Among other services, IMSYS pro-
vides the ability to interrogate DAL's to determine their contents, delete
data sets, selectively copy data sets from one DAL to another, to copy (and
subsequently retrieve) entire DAL's from disk or drum to tape, etc.

Through IMSYS, DAL's can be created ard utilized in a wide variety of ways,
without concern for DAL internal format, or for the procedure implemented by
IMSYS routines in actually executing the data transmissions.

The crucial factor in implementing the LAL approach was to minimize the
input-output activity required by IMSYS without using an excessive amount of
core storage for.directories, and vwithout restricting DAL generality (e.g. the
form and number of data sets in a single DAL, the number of separate DAL's si- L4
multaneou ly sctivated, etc.). The method used in IMSYS, which involves dynamic
swapping of segments of DAL tables of contents between secondary storage and
small in-core directory area, has shown excellent performance. In SPAR appli-
cations, most DAL operations have been observed to require a single input or
output access.

Other significant featurei include:

The computer execution costs achieved by the basic static solution
routines are very close to the minimum that can possibly be attained
using direct solution procedures, generally affording substantial savings
vhen compared with the costs associated with constant or variable-width
band matrix, "active column", or partitioning solution methods used in
other programs. A number of run-time comparisons with other well-known
finite element programs have been made. In no case has any other pro-
gram been found to execute as fast as SPAR, even for structures ideally
suited to band matrix or active column methods; and in large problems
very substantial differences in run time (e.g., factors of 10 or more)
have often been observed.

SPAR attains its low execution costs through the use of a solution
technique based on a direct elimination procedure which (unlike band-
matrix, active column, etc.,) techniques avoids virtually all unnecessary
arithmetic operations by recognizing in essentially complete detail the
eparsity characteristics of network stiffness matrices.

The element repertoirs includes a very general class of beam elements
and 3 and 4-nose plate/shell membrane and bending elements (isotropic,
orthotropic, or seolotropic). Beam elements may include effects of shear
center/centroid offests, transverse shear deflection, and non-uniform
torsion. Section properties (moments of inertia, area, shear deflection b
constants, torsion constants, principal axis orientation, shear center 3
location, etc.) may be input directly, or the program will compute them
for many types of sections (wide-flanges, boxes, tube, angles, zees,
channels, tees), given only the section dimensions as input.

Plate/shell membrane and bending element formulations based on "hy-
brid" variational methods are included, providing substantial improve-
ments in the accuracy of displacements and stresses. Three-dimensional
liquid and solid elements ars planned for ths near future.

Loadings include point forces and moments at joints, pressure loads,
non-zero specifiad joint motions (in "oblique" directions, 1if required),
and thermal losding. Oblique joint restraint is allowed.
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The data input apparatus is designed to minimize the amount of man-
ual effort required to prepare data decks for large~scale applications.
Extensive use i{s made of "1libraries" of beam and shell section proper-
ties, material constants, etc., in generating problem definitions. This
method usually reduces greatly the amount of manual effort (and proba-
bility of error) in preparing data decks for large structures., For ex-
ample, the section properties of a beam are "defined" by referring to
the applicable set of data in one of the libraries. Accordingly, the
detailed definition of each unique section appears in the input data
only once, regardles: of how many elements have that particular section.

Multi-dimensional "network generators" of input data for element
definitions, position coordinates, constraint, applied loading, etc. are
provided.

Input: An arbitrary number of data sets may be entered into a DAL using IMSYS.
When a program requests IMSYS to insert a data set into a DAL, the follow-
ing information must be given:

A "name" (several words, which may be numeric cr alpha-numeric)
uniquely identifying the data set.

An error status code for the data set.

Information describing the size, configuration, and position (in
core) of the data set.

IMSYS then stores the data set in the DAL, and updates the DAL table of
contents enabling the data set to be retrieved from the DAL by direct ac-
ces.

Output: To extract a data set from a DAL, the following information is sup-
plied to IMSYS:

The name of the data set.

The position in core where the data set is to be stored, when re-
trieved from the DAL.

An error action code indicatiag to IMSYS the action to be taken if
various abnormalities arise; e.g. if no such data set exists, or if
found to be marked in error, or if there is not sufficient space in core
to hold the data set, etc.

Language: FORTRAN 1V, UNIVAC 1108, EXEC 8 only, (A CDC 6600 version will be
completed simultaneously for NASA Langley Research Center.), Assembler,
Map.
Usage: The program has not yet had extensive use but application is starting
on several NASA Marshall Space Flight Center (MSFC) projects including
the Space Shuttle, the Large Space Telescope, and the Spacelab.
Contact: Larry Kiefling
Marshall Space Flight Center
Huntsville, Alahama 35812

W. D, Whetstone
Lockheed Palo Alto Research Laboratory
Palo Alto, California 94304

James C. Robinson
NASA Langley

Hampton, Virginia 23665
The program vas developed by Lockheed Missiles and Space Company (LMSC).

The development was funded by MSFC with contributions from NASA Langley

and the U.S. Army.

Availability: It has been submitted to COSMIC for release.

Subjective Comments: Some of the advantages of SPAR are: low computer execu-
tion cost, large capacity, demand terminal operational capability, eingle
input logic, hybrid polygon elements, modular logic, and flexible output

capability.

Unified Flexible Spacacraft Simulation Program (UFSSP)
UPSSP {s designed to provide a gemsralized analytical tool for simulating the
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dynamic response of multibodied, controlled, flexible space vehicles subjected
to environmental and operational disturbances,

UFSSP accepts as a configurational model any general system of up to
eighteen bodies interconnected in a topological tree configuration with ter-
minal flexible members. Up to three rotational degrees of freedom are al-
lowed between adjacent bodies, and the interconnection points can move with
respect to the bodies.

The program user basically supplies the number of bodics in his model,
the topology and geometry of their interconnections, the mass properties
for each body, and a modal description for each flexible body. The digital
program then utilizes an inductive algorithm [15] to synthesize and inte-
grate the complete dynamic, kinematic and control equations of the specific
system model. Thus, a wide variety of space vehicle configurations can be
readily simulated by merely modifying the program's input data; no derivation
of dynamic equations is ever required of the user.

The spacecraft model is permitted to undergo a completely arbitrary large-
angle motion, and prescribed forces and torques may be applied to all bodies.
The flexible charscteristics of the terminal members of the model are described
by means of three-dimensional orthogonal deformstion functions (structural dy-
namic modes). These modes provide a realistic description of the vehicle's
flexibility with as many degrees of freedom as 1is necessary for a particular
problem. The required input structural dynamic modes are derived separately
in any of several computer codes (e.g., NASTRAN, SAMIS, TRW's Structural
Modal Analysis Program). An automated input routine allows the user to input
the modal data either on cards, magnetic tape or as a disk file.

The UFSS program provides a complete simulation system by incorporating
basic subroutines for automated calculation of the following system charac-
teristics: rigid and flexible body dynamics, generalized control system
actuation, interconnection and internsl flexible member dynamic loads, gener-
alized Keplerian orbit parameters, and envirommental disturbance effects.

The control subroutine (CONTROL) forms the active forces and torques
that act upon the dynamic system. CONTROL accepts automated sensor inpute
(e.g., dynamic/orbital variables, unit vectors to the earth, sun, etc.) from
tne dynamics subroutines, and returns forces and torques to appropriate con-
trol points on user-defined bodies.

The structure of CONTROL {s such that the user can very quickly and ef-
ficiently synthesize his specific control system, This is due to the fact
that CONTROL contains a series of packsged subroutines that typify the most
common alements normally encountered in control system analysis (e.g., single
and double pole networks, hysteresis, desd-zone etc.). The user :an also code
part or all of his control system in FORTRAN if he so desirs.

The environmental disturbance subroutine provides sutomated calculation
of gravity-gradient, geomagneti., serodynamic and solar radiation pressure
disturbances.

Determination of the dynamic loads within the system model 1s divided
into two basic phases. In the firet phase, the forces and moments acting
at each interconmnection between adjacent bodies are calculated within the
program via informstion available from the dynamics subroutines. In the second
phase, the mode-acceleration method is utilized to calculate intersal loads
wvithin any desired member of the structural model for a given terminal body.
These internal loads are calculated by a separate, stand-along program oper-
ating upon a special loads history tspe generated by the UFSS Program. Thus,
1f only the interconnection loads are desired, these can be obtained from the
UFSS Program time history run itself by merely satting the LOAD option. flag
to "ON".

Significantly, the present UFSS Program simulates the dynamics of rapidly
spinning flexible bodies whose structure can be defined by a space curve (0.8
rotors, booms, antennae) or by a plate model (e.g., a solar array). The
method of handling the spinning of flexible bodies is based on sddition of a
modified displacement function (curvature shortening effect) for each flexible
body, thersby including the centrifugal stiffening effact as well as other ac-
celeration effects. This method utilizes the non-spinning real modes as input
for each flexible body; all spin corrections are computed internally by the

program.
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Language: The program is written exclusively in FORTRAN IV,

Hardware: The program is operational on both the CDC 6000 series computers
and on the UNIVAC 1108 system. Additional equipment includes a total of
four tape or disk units, plus standard printers and readers as well as a
Calcomp plotter. The core storage requirement for the program is approxi-
mately 146K octal words. A time-share, rigid-body version has also been
implemented which requires only 58K octal words of core.

Usage: The UFSS program is prescntly checked out and operational at the fol-
lowing installations: TRW Systems Group, the NASA Marshall Space Flight
Center (MSFC), the NASA Johnson Space Center (JSC), /nd ERNO Raumfahrt-
tecknik GmbH (Bremen, Germany).

Contact: D. J. Ness

TRW Systems Group
Redondo Beach, California 90278

Availability: The UNIVAC 1108 Versions are available from TRW Systems Group.

Subjective Comments: In addition to routine simulation tasks, the program is

ideally suited to provide simulation support in proposal and other short-

duration efforts due to its rapid turn-around time, far reaching generali-
ty, and operational status. It has been used in this manner at TRW for
studies on such vehicles as the Background Measurement Satellite, Pioneer

F/G, Space Shuttle, and the ESRO/ESTEC Geosynchronous Observatory Satel-

lite (GEOS).

A Skylab I simulation effort provides a prime example of the versa-
tility and rapid response available with UFSSP. Reacting ‘to a pre-launch
request from the NASA Marshall Space Flight Center (MSFC) TRW and NASA
personnel used the program to analyze a potentially serious problem in
the Apollo Telescope Mount (ATM) deployment system. The problem involved
dynamic interaction between the flexible deployment cables, the deployment
motor dynamics, and the reaction control system on the S-IVB Orbital Work-
shop (OWS). Within 48 hours from task initiation, the latest version of
the UFSS Program was installed and operational on the MSFC computing sys-
tem, and simulation results were available for the complete two-body de-
ployment model--including the three-axis reaction control system of the
$-1VB, the deployment motor dynamics, the flexible cable dynamics and
multiple options for studying cable breakage and motor failures.

The program was also used to simulate the constrained deployment of
the damaged OWS solar array system prior to the successful "space repair"”
work performed by Skylab Commander Pete Conrad and his crew. The deploy- |
ment equations for the individual solar array wings, including their slid-
ing motions and separation from the face of the OWS, were coded in the
control subroutine; simulation results for the system were completed once
again within 48 hours.

Westinghouse Electric Computer Program (WECP) i

The WECP simulates the dynamics of a spacecraft consisting of an arbitrary tree |
structure of multiple rigid members, with or without partially constrained
joints (i.e., joints with less than 3 degrees of freedom). This includes dis-
cretized models of elastic contlinua.

The following items can be included in the dynamics: gravity gradient and
solar pressure effects, passive (dsmping and elastic reaction) and active (con-
troller) internal moments, orbit eccentricity, and termal (direct earth and di-
rect plus reflected solar) effects. The RAE-1 application computations include
specific values for hinge moment coefficients. l

The general tree structure of rigid members can include segmented rigid
models of elestic continua. Internal elastic reactions are then formed through
multiplication of a rigidity constant by s deformation gradient, obtained as a i
weighted sum of incremental rotation components per unit segment length. Values
for weightings sre supplied by numerical differencing theory. Damping reactions
are computed from relative angular rates, sasily obtained from a programmed al- }
goriths. External torques (e.g., dus to solar radiation and gravity gradient)
conform to known physical relationships. |
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The computer program is subdivided into five parts. Initial setup (Part
0), General system constants (Part 3) and General numerical integration (Part
4) are applicable to any tree-structure satallite. Parts 1 and 2 contain the
necessary modeling and inputs to apply the program to the Radio Astronomy
Explorer (RAE-1) satellite.

The program can be adapted to varfous satellite configurations by changing
the satellite parameters, the control parameters, and the initial conditions.
Typical satellite parameters are as follows: Total number of rigid

members; number of locked hinge axes and their identification; the inertia
matrix and mass of each member; undeformed relative orientations of adjacent
members (reference shape); hinge coefficients; incidence matrix snd comnection
matrix as defined in [2]; effective surface area for solar radiation; ther-
mal bending constants (proportional to absorptivity/conductivity ratios). On
the other hand, typical control parameters and initial conditions are as fol-
lows: Initial angular rate and orientation of each member (e.g., the latter
may conform to the previously described undeformed shape); number of orbits
to be simulated and the number of computer print intervals desirad per orbit;
numarical integration error control parameters which trade off economy vs.
accuracy.

The entire program is based on {2, 3]. ™he program is fully documented
in [16]. The documentation includes annotated Fortran listings, with specific
equations cited from accompanying supporting analysis and from biog 'aphical
references.

Language: The program is written exclusively in FORTRAN 1V,

Usage: The program has been successfully applied to the RAE-1 satellite, The
results compared favorsbly with an independent Lagrangian analysis
(17]'

_, Error control in 4th order Runge Kutta integration can be set to
1074 red and 10-6 rad/sec for direction cosines and angular rates,
respectively. Model fidelity has been demonstrated adequate for a
4-hour simulated duration. .

Stable computation has been observed with orbit eccentricities
up to one-tenth.

Contact: J. L. Farrell

Westinghouse Electric Corporation

Baltimore, Maryland
The program was developed by Westinghouse for NASA, Goddard Space Flight
Center.

Availability: The program is available in the form of [16] at the Clearing-
house for Federal Scientific and Technical Information, Springfield,
Virginia 22151.

Subjective Comments: A positive feature of this program is that it is fully
documented (16]. The documentation includes full annotated listings
and analysis, as well as straightforward direction for progran usage.

Discretization of a continuum is successfully modeled, including
specific coefficient formulations and adjustments for thermal deforma-
tions,
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Torsional Systems

N. T. Tsai

Naval Ship Research and Developmens Center

INTRODUCTION

A torsional system is one of the major media for mechanical power transmis-
sion and, thus, its dynamic behavior has been the subject of many studies.

A typical torsional energy transmission system is the drive train of an auto-
mobile. Another commonly used system is the propulsion system of a marine
vessel as shown in Fig. 1. It consists of shafts, bearings, propellers,
gear trains and turbine or reciprocating engines. The vibration analysis of
such a system usually involves longitudinal, transverse, and torsional modes
snd their coupled motions. Of these motions only the torsional vibration
will be exsmined in this chapter. Other modes of vibration can be found in
the chapter reviswing rotating machinery.

The purpose of this chspter is to discuss the functioning and the
capabilities of available computar programs on torsional vibration analysis.
A short description of the algorithms most widely used in torsional analysis
will be presented as background information for the sumsaries of programs
that follow. Because of limited resources, this review may not be complete.

reduction
gear

propeller \

Fig. 1 Ship propulsion system

METHODS OF TORSIONAL ANALYSIS

De'ending on the purpose of the torsional analysis, there are different
msthodologies to mest one's requirements, such as periodic response, tran-
sient response, optimization, and strength. For most torsional systems the
primary design requirements are the result of a periodic response or harmonic
analysis. The typical information nesded includes natural frequencies, modsl
shapes, snd critical speeds. This periodic analysis has been successfully
handled by the well known Holzer method and the extended-Holzer or Prohl-
Myklestad method. On the other hand, recent sdvances in technology have
required the transient analysis of complex torsional systems. Several
snalysis techniques such as the finits slement and bond graph methode have
been utilised for' this purpose. They will be described briefly here with the
Holzer type transfer matrix mathod which can also handle the transient analy-
sis vwith a norsal mode approach.
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Holzer-Myklestad-Prohl Method

In the Holzer method [ 1], the shaft elements are considered as massless
springs with torsional stiffness and the disks are considered as lumped
masses. A transfer matrix is developed for each segment to relate the state
variables across the element or station. Thus, the Holzer method utilizes
transfer matrices to propagate the effect of assumed and known boundary con-
ditions through an N station system model. The independent variable is
frequency, from which the mode shape is determined. If the mode shape
satisfies the boundary conditions the assumed frequency is a natural tre- q
quency. Both trial-and-error and iteration procedures have been used in
determining the frequency.

When damping is considered the transfer matrix 18 not affected, but
the mass and stiffness elements are replaced by complex quantities. Equiva-
lent atiffness and inertis are used in the cases of geared torsional systems.
Similar approaches are used in modeling the branches in the torsional
systeas. If the gear ratio {s n, then the values of the stiffness and
inertia of the geared shaft are multiplied by n? Although the Holzer method
calculates the response from one end to the other end, a different algorithm
has been proposed in which the response of a branched system i{s obtained by
calculating it from the junctions and then simultaneously from all the
branches toward their respective ends { 2].

When the shaft is cunsidered as a beam structure for the purpose of
obtaining the shear stress and bending moment of the shaft under torsional
motion, the Prohl-Myklestad method can be used to compute progressively the
response of the system from one station to the next in a manner similar to
the Holzer method. The shaft is considered as z: lumped mass connected by 3
the massless rod elements. This method can also be used to calculate the ;
natural frequencies and mode shapes of the shaft whirling, which {a coupled
flexure~torsional vibration,

{
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Finite Element Method

In this method, the equations of motion of a discrete model are solved by
either modal superpc .i..on or direct integration to obtain the transient
response of torsional systems. Because the available finite element pro-
grams such as NASTRAN [ 3] are rather large compared with programs based on
the Holzer method, this method has been used mostly in the transient analysis
of complex torsional systems.

In the modal method only the vibration modes of the structure in a
selected frequency range are used as degrees of freedom, thereby reducing the
transient equatione into an uncoupled form for easy solution. In the direct
integration method, the degrees of freedom are the displacements at grid
points.

The modal method is usually more efficient in problems where a small
fraction of all modes is sufficient to produce the desired accuracy. The
direct method {s usually more efficient for problems in which a large
fraction of the vibration wodes are required to produce the desired accuracy.

e

Method of Electric Circuit Analog

Thie mathod of analysis [4,5] is similar to the method of four-pole para-
meters [ 6) in which torque {s analogous to voltage, velocity to currenmt,
inertia to inductance, flexibility to capacitance, damping to resistance,
and gear to transformer. Thus, the torsional system is considered as an
equivalent electric circuit and trested as a circuit probles. This implies
that the system i{s linear and can be representcd mathematically by a set of
differential equations with constant coefficients. This approach has the
advantage that the entire body of circuit analysis, including computing
algorithms, can be used directly vwhere applicable. Steady-state and tran-
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sient analyses have been carried out with this method. Branched torsional
systems can be modeled easily with the electric circuit analog. In addition,
a modular approach is possible with this method.

Parameters and impedance of components of a torsional system can be
measured and used as building blocks for the construction of other models.
Programa using this method are proprietary in nature. However, since there
are many electric circuit programs available, users can establish the circuit
block diagrams and conduct the analysis with the circuit analysis program.

Method of Bond Graphs

The method of bond graphs is specifically designed to expedite the modeling
of physical dynamic systems in which power interactions are important. Al-
though this method has been in existence for more than a decade, many engi-
neers are not familiar with its advantages. Recent studies [ 7,8,9) indicate
that this method can be successfully applied to the analysis of various
geared torasional vibrations.

In this method, the physical systems are treated in a manner similar
to that of the method of electric circuit analog. However, the junction
structure of the bond graph method has much more variety than the Kirchhoff
structure used in the electric circuit theory. In addition, this method
can be used to model the torsional system and its interface with other
energy media, such as that in a torsional-electric or torsional-hydraulic
system. A bond graph is made up of elements indicating where energy is
generated, stored or dissipated, connected by lines called bonds. Each bond
represents a uni-modal power transmission. The modular approach is used to
construct the model. Both steady-state and transient analyses can be con-
ducted with the bond graph method. It is capable of analyzing nonlinear
torsional vibrations in lumped or distributed models.

Selecting a Method

In selecting the method of analysis the user should keep in mind what
his requirements are. In general, a torsional analysis m.thod should pro-
vide the capabilities to model the following aspects of a dynamic system
throughout the prescribed range of operations:

1. Speed transmission through gear sets, rollers, belt-pulley, etc.

2. Friction; both friction to ground (bearing) and friction associated
with slippage (roller drive, for example). Both linear and nonlinear fric-
tion models should be provided.

3. Distributed shaft span and gear span, to include systems for which
the vave length of torsional mode energy is of the same order or shorter

than one or more shafts in the gear span,
4. Lumped mass and compliance to account for such dynamic effects as

gear inertia, gear tooth compliance, and flywheel inertia.
5. Backlash phenomena of meshing gear pairs. This phenomena causes
considerable dynamic loads in torsional systems where transient vibration is

of a primary concern.

PROGRAM SUMMARIES

There are a large number of computer programs available for torsional asnaly-
sis, ranging from single shaft Holzer programs for natural frequenciss to
transient torsional dynsmics programs for nonlinear responses of complex
geared systems. These computer programs have been classified into two cate-
goriss: (1) general purpose programs which are general structural dynamics
programs and thus capsble of handling complex torsional systems, and (2)
special purpose programs which are developed for the specisl needs of tor-
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sional analysis. Since the general structural dynsmice programs are revieved
in another chapter here and in [10], only a few programs vill be discussed
here with the understanding that other structural dynamics programs can also
be used for torsional analysis. A more detailad summary of the available
special purpose programs follows the discussion of general purpose programs.
Note that two recent papers on rotor bearing systems [11] and structural
members [12] have also included torsional programs in their surveys.

General Purpose Programs

The most familiar general purpose structural analysis program probably is
NASTRAN. It has the capabilities to do nonlinear transient analysis. But
it is usually used in the linear transient analysis and harmonic analysis
of torsional systems. Using the algorithm of the finite element method,
NASTRAN s suitable for large complex systems. Because of the large size
and rigid structure of NASTRAN, it {s not recommended for the occasional
user or for simple analyses. Only if the progras is available in-house and
experienced programmers are available, will NASTRAN be considered for gmeral
torsional analysis.

On the other hand, there are other, simpler structural dynamic pro-
grams available for linear torsional problems. One of them is the General
Bending Response Program [13] and SHAFTRAN [14) for the analyeis of marine
propulsion systems as well as ship vibrations. The algorithm of the Prohl-
Myklestad sethod is used in the development of theses programs, which can
handle coupled flexure-torsional problems in addition to torsional vibra-
tion, A short summary of these two programs is listed here:

General Bending Response Program (GBRP)

Date: First version was issued in 1962.

Capability: Steady-state and transient vibration analyses of torsional
systems with damping

Method: Finite difference method

Limitation: Applicable to linear systems

Input: Physical parameiers of torsional systems. Sampled time history of
the forces acting on the system in the transient analysis.

Output: Displacement, torque, and rotation in tables and/or SC 4020 plots

Language: TORTRAN IV

Hardware: CDC 6000 Series, UNIVAC 1108, IBM 360 (100 to 150K Core on CDC).
The cors requirement of the newer veraion is strictly a function of
the application,

Usage: The program has been in application since 1962 on ships, propulsion
systems, and various machinery. In addition to torsional analysis, it
can handle transverse, longitudinal vibration and shaft whirlisg
problems.

Developer: Eligabeth Cuthill and Francis Henderson

Computation and Mathematics Departsent
NSRDC
Bethesda, MD 20084

Availability: Availsble through developer

Other Comment: Program is well documented and tested. An NSRDC Report,
"An Updated Guide to the Use of Gensral Bending Response Program
(GBRP)," by M.E, Golden and F. Henderson s in preparation for the
naver version of tha program.
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SHAFTRAN

Date: Developed in 1971

Capabilities: Vibration of a general marine propulsion system due to
steady~-state excitation from the propeller.

Method: Transfer matrix method

Limitation: Applicable to linear systems

Input: Physical parameters of the systems under investigation

Output: Natural frequencies, mode shape, and :ritical speed as well as
forced damped responses of the system such as stress and deflection
under steady load.

Language: FORTRAN IV

Hardware: CDC 6600 Computer

Usage: It has been checked for accuracy with a number of exact solutions
for simple structures. Results of illustrative examples for applics-
tion are presented in the documentation.

Developer: Marine Vibration Associates

Belmont, MA 02178

Availability: Available through the developer.

Other Comment: The program can handle a variety of shaft-type problems such
as vhirling and flexiable rotor motion. The program treats the shaft
elements as simple Euler-Bernoulli beams or as generalized Timoshenko
beanms.

In addition to the general purpose structural dynamic programs, general
purpose simulation languages such as the Continuous Systems Simulation
Language (CSSL) of CDC and Continuous Systems Modeling Program (CSMP) of
IBM can also be used to calculate the responses of geared torsional systems
{15]. To use these programs the user should provide the dynamic equations !
and physical parameters as input while the computing systems will supply ]
the integration and processing capabilities.

Bond Graph Programs

There are two hond graph programs available for torsional analysis.

ENPORT-4 [16], which is discussed in the chapter by Karnopp, has been used {
in many computer systems for various dynamic system simulations. Less dis-

tributed and not ac well documented is the program DBOND [17], which has been
specifically modified for the analysis of complex nonlinear torsional

systems [9]. Both programs may be obtained by users from their respective

developers. Because these programs have baen developed for genersl dynmuic

systems, they are very simple to use once the modeling process i{s under-

stood. Compared with other general purpose programs, bond graph programs

provide a simpler snd graph-oriented simulation program.

Special Purpose Programs

Summaries of the available special purpose programs are listed below. Some
of the summaries are taken from information supplied by developers of the
programs.

CADENSE-22 !

Date: September 1970 !
Capability: Toraional critical speeds of a geared system

Mathod: Holser Method

Input: Physical parameters and operstional range of torsional systems

Output: Matural frequencies, mode shapes, and critical speeds

Language: FOKTRAN IV
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Hardware: CDC 6600 (20000 words)
Usage: Applicable to systems with branches, gears, epicyclic gears, and
elastic torsional connections.
Developer: Mechanical Technology, Inc.
968 Albany-Shaker Road
Latham, NY 12110 5
Availability: Available through developer
Other Comment: Ahle to handle planetary gears. Steady-state analysis.

CADENSE-23

Date: September 1970
Capability: Damped torsional response of geared systems
Method: Holzer Method
Input: Physical parameters and frequency range of geared systems
Output: Torque and displacement distribution and gear tooth force
Language: FORTRAN IV
Hardware: CDC 6600 (40000 words)
Usage: Applicable to systems with gears, branches, single reduction gear
and constraint to ground with stiffness and damping
Developer: Mechanical Technology, Inc.
968 Albany-Shaker Road
Latham, NY 12110 ]
Availability: Available through developer
Other Comment: Can accept excitation ip the form of gear manufacturing 5
error. Steady-state analysis.

SRR AR
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CADENSE-24

Date: February 1973 f
Capability: Transient response of geared systems with backlash and branches
Method: Fourth-order Rung-Kutta Method
Input: Physical paraseters, torque or velocity history, initial displace-
ment or velocity
Output: Torque, displacement in time domain with plots of torque
Language: FCRTRAN IV
Hardware: CDC 6600, UNIVAC 1108 (64000 words)
Usage: Dynamic loads on gears and rolling mills, drive train start-up, etc.
Developer: Mechanical Technology, Inc.
968 Albany-Shaker Road
Latham, NY 12110
Availability: Available through developer
Other Comment: Has been verified and runs effectively on those cases
studied [18].

SRR S L

TAGS

Capability: Critical frequencies and forced undamped response of geared
systems
Method: Holrzer type transfer matrix method ]
Input: Physical parsmeters of torsionsl systems 3
Output: Torsional critical frequencies and forced dynamic responses 4
Hardvare: COC 6600 (32000 words)
Usage: Applicable to branched gear train including lumped inertis,
torsional spring to ground and external loads,
Developer: S. M. Wang
I.B.M. BRessarch Center
¥ Yorktown Heights, NY 10598
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Availability: Professor 1.E, Morse, Jr.
University of Cincinnati
Cincinnati, OH 45221
Other Comment: Shear stress may be calculated. See Ref. [19] for detailed
information.

TABU

Capability: Steady-state response of branched systems
Method: Stiffness matrix method
Input: Physical parameters of toraional systems
Output: Natural frequencies and mode shapes
Language: FORTRAN IV
Hardware: CDC 6600 (30000 words)
Usage: Linear branched torsional systems
Developer: Southwest Research Inatitute
8500 Culebra Road
San Antonio, TX 78284
Availability: Available through developer
Other Comment: A forcing function and modal damping may be included to
calculate shear stress.

TOFA

Date: August 1971
Capability: Frequency response of shaft-disk systems
Method: Holzer Method
Input: Physical parameters, limited to 50 segments
Output: Natural frequencies and mode shapes
Language: FORTRAN IV
Hardware: CDC 6600 (12000 words)
Usage: Applicable to rotor systemg in coolant pumps of nuclear reactors.
Developer: Atomic Energy of Canada, Limited

Chalk River Nuclear Laboratories

Chalk River, Ontario
Availability: Available through developer

Rotating, Twisted Beam

Capability: Steady-state response of torsional structures
Method: Linear lumped parameter model with Holzer-type method
Input: Lumped parsmeters of torsional structures
Output: Natural fraquencies and mode shapes
Hardwvare: PFORTRAN 1V
Usage: Applicable to torsional and coupled torsional-flexurs motions
Developer: Rochester Applied Science Associates, Inc.
Rochester, NY 14601
Availability: Avsilable through developer or COSMIC Program No. LAR-11461
Other Comment: Can also handle tvisted beam stress analysis

COSMIC Program No. MFS~-2485

Capability: Steady-state responses of linsar systems
Method: Holzer Method

Input: Lumped parsmeters of torsional systems
Output: Natural frequencies and mode shapes
Language FORTRAN 1V

Hardware: IBM 360
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Usage: Free-free and free-fixed shaft systems
Developer: Rocketdyne

6633 Canoga Avenue

Canoga Park, CA 91304

Availability: Available through developer or COSMIC Program No, MFS-2485
Other Comment: Another version of this program (COSMIC Program No, MFS-
1488) is designed for IBM 7094 computing systems.

TWIST

Date: January 1975
Capability: Static and free dynamic torsional systems, including gears.
Method: Holrzer-type transfer matrix method
Input: Lumped parameters of torsional systems
Output: Natural frequencies and mode shapes
Language: FORTRAN IV
Hardware: CDC 6000 Series, IBM 370, UNIVAC 1108
Usage: Applicable to twisting motion of torsional systems under steady
loading.
Developer: P, Y. Chang
W. D. Pilkey, University of Virginia, Charlottesville, VA
Availability: The Structural Members User's Group, Ltd.
P. 0. Box 3958
Charlottesville, VA 22903
Other Comment: Mass can be modeled as lumped or continuous, or a combins-
tion of both.

CONCLUDING COMMENTS

1. Of the many special purpose programs available, most are developed
for the steady-state sralysis of geared systems. Although soma can be
extended to transient analysis, only program CADENSE-24 provides the tran-
sient analysis model with backlash capability,

2. The general purposs programs can meet the need of most users.
These programs are different from each other in methodology and size, Thus,
the advice of a specialist is recommended in selecting and applying the
appropriate program.

3. There is s need for s user-oriented program capable of doing both
steady-state and transient analyses, The program must be well-documented,
easy to learn, and accompanied by good input and output formsts and proces-
sors. The bond graph programs ENPORT-4 and DBOND seem to meet these
requirements. But most users are not familiar with this method.

4. The rasults of the torsional analysis should be compared with the
performance of a complex torsional system to assess the effact of the
various physicsl paramsters in the programs. At present, only a few
developers have attewpted to do so (see references [9] and (18], for exampls).
Some comprehensive test data are needed to conduct a meaningful validation
of these prograss. :
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Crash Simulation

M. P. Kamat

Virginia Polvtechnic Institute and State University

INTRODUCTION

In our present day environment, crashes of light vehicles like automobiles,
general aviation aircraft, and helicopters are a frequent occurrence. A
l1ight vehicle crash 1is a dynamic phenomenon involving & complex interaction
between structural and inertial behavior. Under crash conditions the
structural response is characterized by large deformations, inelastic mat-
erial behavior, and fracture under highly impulsive loads.

In attempting to make vehicles crashworthy, one of the prime considerations
is the passenger trauma, that is to say, the degree of the severity of forces
and acceleration vectors experienced by the passenger. USAAVLABS study
[1} reveals that for light fixed-wing and rotary-wing aircraft the peak
accelerations during a majority of crashes were below human tolerance limits.
These test results, together with those of NASA's rather limited tests (under
advisement by FAA) on light fixed-wing eight passenger aircraft [2], appear
to indicate that with an efficient absorption of the kinetic energy in the
structure of a light vehicle the majority of crashes could be made survivable.
Needless to say, it is implicitly assumed herein that crastworthy restraint
systems and adequate fire protection snsure passenger survivability.

At least until extremsly efficient restraint harnesses are developed,
the most practical way of ensuring survivability under front end collisions
1s to improve the vehicle's interior energy sbeorption behavior [3]. DeHaven
(4] sptly points out that "safe transportation of people in any type of
vehicle must of necessity apply the practical principles which are used by
every packaging engineer to protect goods in transit.” One of these basic
principles is that the inside of the container must be designed to cushion
and distribute impact forces over the maximum area of the contents and have
yield qualities to increase deceleration tims.

TYPES OF ENERGY ABSORBERS

In principle, an ensrgy sbsorber is a device vhich has some form of a
sechanism for dissipating the kinatic energy of s body under impact. Most
energy absorbing devices fall under one of five categories: (i) Hydrau-

lic or pneumatic; (ii) Material Deformation; (i1i) Priction; (iv) Extrusion;
and (v) Compaction and/or Compression. This classification is based on the
prime machanism of energy absorption in each case.

Energy absorbers of the first kind are very common on most modern day
vehicles in the form of shock absorbers. However, in spite of their re-
usability, shock absorbers of this kind would be too heavy and {nefficient
for application in vehicle collision.
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74 SHOCK AND VIBRATION COMPUTER PROGRAMS

Energy absorbers of the second kind rely on buckling, inelastic yielding,
crushing, shearing or tearing of the msterial for energy absorption. The
material may be either ductile or brittle, and may even be strain-rate sensi-
tive. Because the mechanism of energy absorption in this case (failure) is
an {rreversible process, such energy absorbers obviously cannot be reused.
Nonetheless they are more efficient than the hydraulic or pneumatic kind
because of their high energy dissipation density and stroke efficiency.
Frangible or collapsible tubes, honeycomb cores, and balsa wood are energy ab-
sorbers of this kind.

Energy can also be dissipated through the mechanism of friction. Vehicle
braker are an example of an energy absorber wherein this mechanism is used
to dissipate the kinetic energy by converting it into heat and mechanical
energy. The energy dissipated is, however, directly dependent on the
coefficient of friction and the magnitude of the normal pressure. Although
the latter could be controlled, the former is dependent on the environment
and may change with time due to wear of the two surfaces in contact. As a
result, such absorbers are not adequately reliable to find applications in
vehicle collisions requiring high energy-dissipation,

Extrusion devices utilize the principle of extrusion of materials to
dissipate energy partly by compression of the material and partly by viscous
effects. They are velocity sensitive, and thus their energy dissipation
capacity is sutomatically controlled to suit impact conditions. Extrusion
devices sre very efficient energy absorbers because of their reliability and
ability to withstend repeated impacts. Inspite of their high initial cost,
they may be used in preference to devices belonging to the matsrial deformatiom
category because unlike the latter, the former are not one-shot devices.

Energy absorbers in the last category utilize the principle of com-
pressing low density gases in high strength containers. Besides yielding
high specific energies they can be maintained i{n a collapsed state prior to
use and thus save space. A combination of the phenomena of compaction
and material deformation is used in vehicle cushions provided by a loose
and arbitrary arrangement of stesl drums and rubber tires ([8).

An sxtensive bibliography and details on the specifics of a variety of
energy absorbers can be found in References [5] through (8].

ENERGY ABSORPTION PREDICTION

There are essentially three ways of predicting absorption of kinetic
energy in impact. These are (i) Analytical (i1) Numerical and ({1i) Hybrid.

Analytical

This technique can be used only for those energy absorption devices for
vhich the governing differential equations of the mathematical model of the
device can be formulated and solved to obtain closed form or numerical sol-
utions. Such cases are in general rare, although under very simplified
assumptions such techniques have been successfully used [6, 7] for
analysing certain types of energy absorption devices. The drawback of
these analyses is that they are essentiaslly quasi-static and do not account
for effects like strain-rate sensitivity of the material and randommess of
the loadings involved. They can at best be used for qualitative purposes
only.

Numerical

Enezrgy absorption, especially through material deformation is a highly

nonlinear phenomsnon involving & structurs of complex geometry and material
properties under time varying loads of magnitudes that cause the structure
to buckle, warp, undergo large deformations, and respond inelastically. DBe-

cause of these complexities, the prediction of energy absorption becomas a
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formidable task which defies a deterministic theoretical solution. Improved
constitutive modela have emerged over the past few years (9, 10] which
attempt to describe material behavior quite adequately in most cases. And,
although a lot more may be desirable in this regard, this to a certain
extent removes a part of the arbitrariness and indeterminancy of the
phenomenon of material deformation due to i{mpact and makes it more amsnable
to analysis through approximate numerical techniques like the finite element
displacement method.

An excellent review of some of the simulators available for analysis of the
response of vehicles in impact can be found in references [9] and (11]. These
simulators and a few others will be examined for their capabilities with
regard to energy absorption in the next section. It need be mentioned in
passing that attention is being restricted here to simulators which can
analyze energy absorbers belonging to the material deformation category
only. Multi-purpose simulators for analyzing absorbers of other kinds are,
to the author's best knowledge non-existent and recourse has to be made to
simplified analytical techniques for their analyses.

Hybrid

This techniqus attempts to exploit experimentally observed features of

an energy absorption device to obtain an improved response through a
rigorous numerical analyeis. This approach is gaining popularity with
investigators since it tends to minimigze tha deterioration of the quality
of response resulting from a lack of account of localised effects or from
use of an inappropriate constitutive model for numerical analysis. In this
technique the constitutive model is most often replaced by experimentally
obtained losd-response data wherein localized effects are also accountad for
in a gross sense. Application of this techniqua has been successfully
accomplished in but a few siwplified loading situations, and eignificant
work remsins to be done to extend its scope and make it cost effective
with numerical technique.

SIMULATORS FOR ENERGY ABSORPTION PREDICTION

Simulators which are rather broad in scope, well documented, non-
proprietary and which could be used mainly for prediction of snergy
absorption through material deformation will be considered next for their
capabilities. It must be remarked howsver, that there exists a host of
special purpose sisulators desiguned specifically for s particular type

of energy sbsorber. Although broad details about soms of these simulatorse
are svailable no documentation exists, as they are intended for in-house
use only. One such simulator is the one developed by Hirsch {8]. Still
another is the one developed by Warner of Brigham Young University {1i] for
analyzing hydro-cell cushions.

1. MARC-CDC, AMSYS, DYCAST

These simulators, although broad in their scope, can also be used for

the prediction of energy sbsorption through material deformation under con-
trolled conditions of impact. However, ssveral additional features, not
presently in these simulators, would certainly enhance their usefulness for
prediction of energy absorption. These simulstors cannot presently sccount
for strain-rate elfeacts wvhich msy well be important under certain circumstances,
and, with the exception of MARC-CDC, the other two simulators do not allow for
large strains, which appears to be & serious disadvantage as regards snergy
sbsorption prediction. Although there is a provision for impulsive and ran-
dom loadings in MARC-CDC and ANSYS, they, like all other simulators to be
described below, do not provide any informstion regarding probabilities of
failure or probable estimstes of the iamportant response parameters. MARC-CDC
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& ANSYS are very well documented but DYCAST is presently under development by
the Grumman Aerospace Corporation under joint NASA/FAA sponsorship.

2. ACTION

This simulator, currently being developed at the Virginia Polytechnic
Institute for NASA Langley [13]), although not as broad in scope as MARC-~CDC,
ANSYS, and DYCAST, has nearly the same capabilities for nonlinear transient
analysis. As an additional feature, ACTION also admits experimental

dats in the form of a load-response surface instead of the ususl stress-
strsin curve. This hybrid feature, vhen fully developed, may sxtend the scope
of this simulator quite significantly. With the exception of [14], the
simulation capabilities of this program remain relatively untested.

3. WHAM II & III

This simulator, developed by Belytschko [15], possesses most of the
desirable features for energy absorption prediction. It accounts for large
strains, strain-rate effects and can model compacting materials. 1In
addition to general transient loading, it admits impulsive but not

random loading. It can predict dynamic as well as elastic and plastic
buckling. It has been used very successfully for the analysis of automotive
sheet metal under impact and crash loadings [16). This simulator thus
ppears to p a tremendous potential for use in the analysis of
vehicles for crashworthiness, and for energy absorption prediction.

4, LANDIT

This simulator developed by the Jet Propulsion Laboratory [17] is a

very spscial purpose simulator which predicts the dynamic landing response
characteristics of axisymmetric impact attenuating vehicles consisting of a
rigid payload and a crushable impact limiter system. Impact is assumed to
occur against a rigid barrier whose roughness is accounted for in the
analysis. It has a very limited and rather crude description of the crushable
material properties and, as such, the energy absorption prediction is only
approximate.

5. KRASH

This simulator, developed by Witlin & Gamon of Lockheed California, is

a hybrid eimulator which uses experimentilly based frame element stiffness
and masees for nonlinear transient response. Structural inelasticity is
accounted for with the help of stiffness reduction factors which in essencs
are specified by the uscr based on prior experience. Although limited in
terns of element library, correlation of simulation and experiments has been
extraordinarily good vhen applied to helicopter crashes [18]. The program
is designer oriented and thus would serve as a good tool for preliminary
crashworthiness design studies.

6. HVOSM

This simulator developed by McHenry, et al . of Calspan [19]) could be re-
garded wore as a hybrid simulator than otherwise. The simulator has been

used mainly for modeling automwobiles in crash situations. The vehicle is modelsd

using lumped masses and springs. The deformable barrier is characteriszed by
specifying its stiffness par unit of ares, which is input as a fifth order
polynomial in deflection, the coefficients of which ars supplied by the user
based on previous experience with similar barriers. Although ths simulstor
provides an excellent description of vehicle rigid body kinematics in three
dimeneions, {ts suspension and tire forces, and phenomena like skidding,
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cornering, etc., the material models of the barrier and the vehicle proper are
deficient and rely heavily on the experience and intuition of the designer

for their intrinsic values. In short, its usefulness for energy absorption
prediction is rather limited at the present time.

7. BARRIER VII

This simulator developed by Powell [20]) is a simulator, more of a

hybrid type because of its rather crude and user-dependent model of the
vehicle. The vehicle is modeled as a rigid body surrounded by springs

whose stiffness constants are specified by the user--a task which requires

a lot of ingenuity and prior knowledge of the deformation characteristics of
vehicles of similar type. It lacks the good vehicle rigid body kinematics
description of HVOSM but provides a wide collection of elements like beams,
cables, columns, springs, friction and viscous dampers at the disposal of
the user for modeling s strictly two-dimensional deformable barrier. A
unique feature of this simulator is a rather sophisticated logic for vehicle-
barrier interaction and separation.

It appears that the simulator developed by Thompson [21] would also
qualify as a hybrid simulator. The simulator however is proprietary, and
details about its capabilities other than those in [21] are not available.

Information regarding use and availability of the non-proprietary
simulators described can be obtained by contacting their developers or
custodians listed in the Appendix.

CONCLUSIONS

A study of the various simulators available to date reveals that much

more by way of an analysis capability may be desirable than what is

availsble. But then, assuming cost is not a consideration, is a

strict rigorous numerical analysis of a highly complex phenomenon, if at

all feasible, capable of answering all the questions with any fidelity? If
not, {s the hybrid approach which appears to be gaining popularity more
cost-effective and relisble and the route which ressarch investigators

should adopt in future? Several factors have to be weighed very seriously
before we can even attempt to answer such questions. The sirze and speed of
computers to come, our improved understanding and modeling of material

behavior under dynamic conditions, ease with which local effects like
cross-sectional deformations, joint eccentricities,and joint compliances can be
modeled, reliability of designer's intuition, success in extending hybrid
approach to general loadings, and above all, coet of simulation will undoubtedly
be some of the controlling factors.

1 Turnbow, J. N., Carroll, D. F., Haley, J. L., Jr., and Robertson, S. H.,
“Crash Survival Design Guide," USAAVLABS Technical Report 70-22, Aug., 1969.
2 Hayduk, R. J., and Thomson, R. J., "Simulation of Aircraft Crash

and its Validation," AIAA Paper 75-271, Feb. 1975.

3 Martin, D. E., Kroell, C. K., Denforth, J. P., and Gadd, C. W.,
"Increased Energy Absorption by Car Interior Can Help Reduce Injuries from
Car Crashes,” SAE Jo 1, Jan. 1968.

4 DeHasven, H., "Accident Survival--Airplane and Passenger Automobile,"
Cornell Univ. Med. College, Jan. 1952.

S Esrs, A. A., and Pay, R. J., "An Assessment of Energy Absorbing
Devices for Prospective Use in Aircraft Impact S.tustions,” Dynsmic Regponse
of Structures, Pergamon Press, New York, 1972,

6 Green, R. J., "Methods for Deternining the Collision Performance of
Some Energy Absorbers in Automobile Bumper Applications,” Denver Research
Institute Report DRI#2381, May 1973.




78 SHOCK AND VIBRATION COMPUTER PROGRAMS

7 Coppa, A. P., "New Ways to Soften Shock," Machine Design, March, 1968.

8 Hirech, T. J., "Test and Evaluation of Vehicle Arresting, Energy
Absorbing and Impact Attenuation System," Texas Transportation Institute,
Technical Memoranda 505-1, Nov. 1971.

9 Saczaleki, K. J., "Structural Problems Associated with the
Prediction of Vehicle Structure Crash Response," Proceedings ASME Applied
Mechanice Symposium on Transportation Technology, ADM-Vol. 5, Nov. 1973.

10 Armen, H., Levine, H., Pifko, A., and Levy, A., "Nonlinear Analysis
of Structures," NASA CR-2351, March 1974.

11 McIvor, I. K., "Modeling and Simulation as Applied to Vehicle
Structures and Exteriors,” NHTSA Research Institute Conference Proceedings
on Crashworthiness, March 30, 1973.

12 Private Communications, Feb. 1975.

13 Killian, D. E., Melosh, R. J., Swift, G. W., and Kamat, M, P.,
"Users’' Guide to the ACTION Computer Code," VPI and SU Contract Report to
NASA Langley Research Center, July 1974.

14 Melosh, R. J., and Kamat, M. P., "Allocation of Distortional
Energy in Controlled Crash of Light Aircraft," SES Conference, Duke Univ.
Durham, N.C., Nov. 1974,

15 Belytschko, T., Welch, R. E., and Bruce, R. W., "Large Displacement,
Nonlinear Transient Analysis by Finite Elements,” Proceedings of the
Tnternational Conference on Vehicle Structural Mechanice, SAE Paper No. 740334,
Detroit, 1974.

16 Belytschko, T., Welch, R. E., and Bruce, R. W., "Dynamic Response
of Automotive Sheet Metal under Crash Loadings,” AIAA 16th SDM Conference,
May 1975.

17 Knoell, A. C., "Landing Dynamics Program for Axisymmetric Impact
Attenuating Vehicles (LANDIT)", Technical Report 32-1341, Jet Propulsion
Laboratory, Nov. 1968.

18 Wwitlin, G., and Gamon, M., "Experimentally Verified Analytical
Techniques for Predicting Vehicle Crash Response,” AIAA Paper No. 75-273,
Feb. 1975.

19 McHenry, R. R., "Vehicle Dynamics in Single Vehicle Accidents:
Validations and Extensions of a Computer Simulation,” Cal Report No.
vJ2251, 1967. 1

20 Powell, G. H., "Computer Evaluation of Automobile Barrier Systems," {
Report to U.S. Department of Transportation, Federal Highway Administration, !
Report No. UCSESM 70-17, Dept. of Civil Engineering, University of California,

Aug. 1970.

21 Thompson, J. E., "Vehicle Crash Prediction using Finite-Element
Techniques," SAE Paper No. 730157, Jan. 1973.

22 "MARC-CDC, Non-linear Finite Element Analysis Program, User
Information Manual,” Publication No. 17309500, Control Data Corp., |
Minneapolis, Minn.

23 Swanson, J. A., "ANSYS-Engineering Analysie System Users'
Manual,” Swanson Analysis Systems, Inc., Elizabeth, Pa.

24 Belytschko, T., "WHAM Users' Manual," University or Illinois at
Chicago Circle Report No. 74-B2, 1974,

25 Witlin, G., and Gamon, M. A., "Experimental Program for the :
Devalopment of Improved Helicopter Structural Crashworthiness Analytical
and Design Techniques;' Vol. II, USAAMRDL Technical Report 72-72B, May 1973.

26 "Documsntation of Input for Single Vehicle Accident Cowputer Program,"
Texas Transportation Institute Report 140-1, July 1969.

27 Powell, G. H., "BARRIER VII-A computer Program for Evaluation of
Automobile Barrier Systems,” Report to U.S. Department of Trausportationm,
Federal Highway Administration, March 1973.




CRASH SIMULATION 79

APPENDIX

This section provides a brief description of peculiarities and availability
of the simulators referred to in another section.

MARC-CDC [22]

Capability: A static or dynamic nonlinear analysis (large deflections,
plasticity and creep) of structures and continua. The program has an
extensive finite element library consisting of some 19 finite elements.

Method: The program uses Von-~Mises yield criterion with isotropic and kine-
matic hardening. The solution technique is the modified Newton-Raphson
method coupled with explicit time integration of the nonlinear equations
of mction.

Language: FORTRAN

Hardware: Program runs on CDC, IBM and UNIVAC machines.

Usage: The program has been used extensively and is found to be reliasble in
most cases. It is the best known and most widely used program for non-
linear analysis.

Developer: David Hibbit and Associates

MARC Analysis Research Corporation
105 Medwvay Street
Providence, Rhode lIsland 02906

Availability: The source or object form of the program along vith documenta-

tion is available from the developer at a fee which is negotiable.

ANSYS [23)

Capability: A static or dynamic nonlinear structural analysis and heat trans~
fer anslysis.

Method: Finite element displacement method. The program has seventeen dif-
ferent finite elements available for nonlinear analysis. It uses the in-
cresental method of solution accounting for plasticity with isotropic and
kinematic hardening. It uses the wave-front method coupled with an ex-
plicit times integration scheme for the solution of the nonlinear equa-
tions of motion.

Language: FORTRAN

Hardware: The program runs on CDC, IBM and UNIVAC machines.

Usage: The progrem has been used extensively especislly by the nuclear indue-
try and soms indications of its reliability are availabla.

Developer: John A. Swanson :

Swenson Analysis Systems, Inc.
870 Pine View Drive
KElizabeth, Pa., 15037

Availability: Progrem snd documentation ara available from the developer at a

fee which is negotiable.

Dynamic Crash Analysis of Structures (DYCAST)

Capability: A static or dynamic nonlinear analysis (large deflections and
plasticity) of structural models.
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Method: Finite elemert displacement method. To the author's best knowledge
it is the only simulator of its kind which has the most sophisticated
capability for modeling plastic deformations using the most up-to-date
theories of plasticity. It uses the self-correcting incremental method
and an explicit time integration scheme to solve the nonlinear equations
of motion.

Language: FORTRAN

Hardware: The program runs on CDC and IBM machines

Usage: Portions of this program are operational at the NASA Langley Re-
search Center.

Developer: Harry Armen, Jr. and Associates

Research Dept , Plant 35
Grumman Aeros} ace Corporation
Bethpage, N. 1., 11714

Availability: The program, still under development, will be released at the
appropriate time through COSMIC, 112 Barrow Hall, University of Georgia,
Athens, Ga., 30602

Analyzer of Crash Transients in Inelastic or Nonlinear Range (ACTION) [13)

Capability: A static or dynamic nonlinear analysis (large deflections and
plasticity).

Method: Finite element displacement method. It uses Von Mises yield criteri-
on vith kinematic hardening. The method used is the minimization of a
functional which guarantees the satisfaction of the nonlinear equations
of motion. Implicit time integration scheme is used for dynamic analysis

Language: FORTRAN

Hardware: The program runs on CDC and IBM machines.

Usage: Portions of this program are operational at the NASA Langley Research
Center, Hampton, Va., 23365

Developer: Robert J, Melosh and Associates

Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, Va., 24061

Availability: The program, still under development, will be released at the
appropriate time through COSMIC, 112 Barrov Hall, University of Georgia,
Athens, Ga., 30602

WHAM 1I AND III [24])

Capability: A static or dynamic nonlinear snalysis (large deflections, plas-
ticity and cresp) of structures and continua.

Method: Finite element displacement method. It uses the incremental msthod
with dynamic relaxation and explicit integration to solve the nonlinear
equations of motion. It is claimed to be a very fast simulator for tran-
sient analysis with speads varying from 500 to 5000 element time steps
per cpu second depending upon the type of element used.

Language: FORTRAN

Hardware: The progrem runs on CDC, IBM and UNIVAC machines.

Usage: In ite limited usage there are indications of a rather high degree of
performance and good simulation cepability,

Developer: 7. Belytschko

Department of Materials Engineering
University of Illinois at Chicago
Box 4348

Chicago, Illinois 60680

Avuhbt:tty: The source program cards are availsble from the developer at no
cost.

.
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Landing Dynamics Program for Axisymmetric Impact Attenuating Vehicles (LANDIT)
(17]

Capability: Dynamic landing response of axisymmetric vehicles consisting of a
rigid payload and a crushable limiter system.
Method: The nonlinear equations of motion are solved numerically in an incre-
mental fashion.
Language: FORTRAN
Hardware: The program runs on IBM machines.
Usage: The program being very special purpose has had very limited usage and
no indication of reliability is available.
Developer: A. C. Knoell
Jet Propulsion Laboratory
Califorais Institute of Technology
Pasadena, California 91109
Availability: The program is available in source form at a cost of $550 from
COSMIC
112 Barrow Hall
University of Georgia
Athens, Ga., 30602

KRASH [25]

Capability: The program predicts the dynamic response of lumped masses inter-
connected by nonlinear beam elements. Each lumped mass has six degrees
of freedom.

Method: The Euler's equations of motion for each mass are linearized incre-
mentally and integrated numerically using a modified predictor corrector
method. In each time step the increments of internal forces and moments
are deterzined from the conventional stiffness matrix modified by user
specified stiffness reduction factors corresponding to each of the six
degrees of freadom.

Language: FORTRAN

Hardware: The program runs on IBM machines.

Usage: The program has had very limited usage for simulating helicopter
crashes, Correlation of simulation and experimental results has been
shown to be extraordinarily good.

Availability: The program is documented in Reference [25]. Additional de-
tsils about the program are availatle from:

Eustis Directorate
U, §. Army Air Mobility Research and Development Laboratory
Fort Eustis, Va., 23604

Highway Vehicle Object Simulation (HVOSM) (26)

Capability: The program predicts the dynamic interaction of a vehicle with a
deformable barrier. The vehicle is modeled as an assemblage of lumped
sprung and unsprung masses interconnected by rigid linke and eprings.

Method: The Euler's equations of motion for each mass are linearized incre-
mentally and integrated using Runge-Kutta or Adams-Moulton methods. De-
formation characteristics of the vehicle and barrier are user specified,

Language: FORTRAN

Hardware: The program runs on CDC and IBM machines.

Usage: The program has been used fairly extensively but because it is hybrid
its reliability is strongly influenced by the user.

Developer: R. R, McHenry

Calspan Corporation
4455 Genesee Strest
Buffalo, N. Y., 14221

Availability: The program along with the documentation is available at no

cost upon submitting a magnetic tape to
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Dave Solomon

HRS-40, NASA Building
Department of Transportation
Federal Highway Administration
Washington, D. C., 20590

BARRIER VII [27]

Capability: The program predicts the dynamic interaction of a vehicle with a
deformable barrier. The vehicle and the barrier a:e modeled using a va-
riety of finite elements. However, the models are strictly two-dimen-
sional.

Method: Finite element displacement method. The program uses an incremental
method coupled with an explicit integration scheme to socive the lineariz-
ed equations of motion.

Language: FORTRAN

Hardvare: The program runs on CDC machines.

Usage: The program has had limiced use and no indication of the reliability
is svailable since its relisbility is greatly influenced by the user.

Developer: Graham Powell

Departnent of Civil Engineering
University of California
Berkeley, California 94720

Availability: The program along with the documentation is svailable at no
cost upon submitting a magnetic tape to
L. C. Meczkowski
HRS-12, Fairbanks Highway Research Building
Department of Transportation, Federal Highway Administration
McClean, Va., 20590
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Highway Vehicle Simulation

James E. Bernard

Highway Safety Research Institute

INTRODUCTION

The problems of vehicle handling appeared in the literature as long ago as
1946, when the pioneering work of Olley [1) was published. Subsequent inves-
tigators developed linearized equations whose solution would yield the tra-
jectory of a vehicle subject to time-varying steering or braking. More
recently, efforts have been made to anilyze various nonlinear aspects of the
vehicle system, including, most notably, nonlinear tire properties. Perhaps
the best source of an overview of this subject has been given by Ellis (2].

Since the equations of vehicle motion can become quite difficult to
handle in the general case, it is not surprising tha: simulation has been a
tool frequently used by vehicle dynamicists. Perhaps the best known early
computer simulation was developed in 1961 by Ellis [3], who developed a three
degrees of freedom analog-computer model for studying the latersl motion of an
articulated vehicle, Since that time, the advent of more and more sophisti-
cated computing equipment has led to the possibility of simulations of in-
creasing complexity. Presently, many research facilities make use of highly
nonlinear passenger car simulations with at least fourteen degrees of freedom,
including six degrees of freedom for the vehicle body (the so-called sprung
mass), a vertical or "wheel hop" degree of freedom for esch wheel (or unsprung
mass), snd a spin degree of freedom for each wheel,

These many degrees of freedom car, of course, prove to bH¢ sn unnecessary
burden. We have therefore listed in Table 1 a set of user guidelines relating
user goals to levels of sophistication in the simulations.

Of course, the range of validity of linear analysis and numerical inte~
gration of nonlinear equations overlap. Linear analysis is an appropriate
tool to solve for key measures of directional response at a constant speed and
at lateral accelerations on the order of .3 g or less, and the nonlinear cal-
culations are meant to cover the entire range of vehicle performance. However,
it 1s seldom appropriste to use nonlinear calculations where linesr calculs-
tions will suffice, since (1) the convenience of the closed-form solutions is
lost, and (2) the results are no more accurate than the linearized calculatiomns.

It is important to note that in both the linesr and nonlinear analyses
there is a wide spectrum of sophistication vhich may be applied. In the case
of linear analysis, a variety of useful information may be obtsined from a
vary simple two degree of freedom model. The only input data required are the
cornering stiffnesss of the tires, the wvheslbase, ~nd the weight and fore-aft
location of the c.g. To have any hope of matching vehicle tsst results, how-
ever, several additional features are required, namely, (1) s roll degree of
freedom, (2) compliance of the steering systeam, and (3) s wors sophisticated
model of the tire, including measures of casber anxd aligning moment.
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Table 1 Guidelines for the Simulation of Handling Response

Objective Tool Remarks

Understeer/oversteer Linear analysis It can be very difficult

gradient, response
time

to match eampirical results
with calculations. Ex~-
tremely careful instrumen-
tation is required, and

. steering compliance may

be difficult to quantify,

Trends in performance
in the nonlinear range
(over .3 g oa dry
surface)

Nonlinear simulation.
Neglect nonlinearities
in the suspensions,

steering lash, Acker-

As the simulated maneuvers
become more severe, the
trends become questionable.

man effects and
steering compliance,
and load sensitive
tire properties,

Careful tire modeling ac-
curate to ten degrees slip
angle anc at least 1.5
times the static load may
be necessary.

Requires accurate
steering vheel-road
wheel relationship,
load sensitive lat-
eral forces and
aligning wmoments,
roll steer, camber,

Accurate predictions
from .3 g to 5

Static distance to bump
stops is important to en-
sure realistic fore-aft
lateral load transfer
distribution.

Add bump stops, ac-
curate tire data to
extreme loads and
angles,

Accurate predictions
over .5 g

The same choices may be found in nonlinear simulations. In attaining
increased accuracy of the solution, increasing expenses accrue resulting from
the acquisition of additional input data, the numerical integration of more
complex equations, and in the analysis of additional output.

Various lavels of nonlinear calculations are given in the table. It
should be emphasized that these levels are concerned with the prediction of
vehicle response on a dry surface in the absence of drive torque or braking,
1f eignificant longitudinsl forces during a steering maneuver are to be simu-
lated, the predictive task becomes much more difficult, requiring a very
careful analysis of the combined, longitudinal and lateral forces at the tire-
road interface, carefully chosen brake dynsmometer dats and/or a detailed
analysis of the engine-transmission-differential system. Prediction of vehicle
performance on a wet surface remains a speculative undertaking because of the
variability of the shesr forces at the tire-road interface with small changes
in water depth,

1t should perhaps be noted here that calculations of brake torque,
$iven brake parameters such as drum radius, lining descriptors, etc., is not
vithin the state of the art. Thus line pressure vs. brake torque points
messured using s brake dynamometer should be procursd for computations in
which the absolute level of brake torque is important.
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Several programs appropriate for use in all but the first task of
Table 1 will be considered in this review. Linear analysis will not be con-
sidered here, since the code can be generated without extreme difficulty based
on any of several well known formulations (see, for example, [4, 5])). This
is not, we emphasize, to suggest that linear analysis is somehow trivial or
inappropriate—while the code is not difficult to generate, the gathering of
appropriate parameters for use in the linear analysis remains a difficult
task, as does vehicle testing in the linear range.

The programs to be considered here will be reviewed in three areas, viz,.:

(1) the tire model, which dictates the range of validity

of the solution to directional response analysis and
the usefulness of the simulation for combined braking
and turning maneuvers

(2) special features such as algorithms allowing impact with outside

objects

(3) documentation.

In addition, a short history of each program will be presented, along with a
prognosis for future improvements.

The run costs for thess programs, which are highly variable with the
maneuver simulated and the computer hardware, will not be discussed in detail.
In general, however, one should expect to run passenger car simulations on a
digital computer for about $5/simulated second, with rapidly escalating costs
for impact calculations and specislized graphics. Commercial vehicle simu-
lations, with their attendant additional degrees of freedom for tandem axles
and trailers, may be expected to be significantly more expensive.

Initially, four passenger car directional and ride response simulations
will be presented. This will be followed by a review of available commercial
vehicle simulations and some general remarks pertaining only to ride analysis.

PASSENGER CAR SIMULATIONS
HVOSM

The Highway-Vehicle-Object Simulation Program, now commonly called HVOSM, has
been under development at Calspan Corporation (formerly Cornell Aeronautical
Laboratories) since 1966. The development of HVOSM has been funded by the
Federal Higiway Administration (formerly the Bureau of Public Roads) to serve
as a tool in the analysis of pre-crash safety and post-crash performance after
impacting certain kinds of fixed objects. This program remains the most
comprehensive numerical tool for the anzlysis of passenger car braking and
handling, vith exclusive features such as terrain tables allowing virtually
arbitrary roadway inputs, and various tire options programmed to compute
lateral and fore-aft forces resulting from tire/rough roasdway interactions.

The shear forces at the tire-road interface are computed based on a
cubic fit to measured tire data for the lateral forces, with rather rudimentary
u-slip curves for braking calculations, All tire shear force calculations are
based on load-varying input parsmeters. A spin degres of frewdom is included
for each wheel, and the tire properties may vary from wheel to wheel.

In spite of the load-varying input properties, a cubic fit cannot ade-
quntcly’ match measured tire data across the entire range of slip angles
likely to be encountered. Thus, it may be necessary to "tune" the curve fit
to the measured data to esphasize either high or low slip angles.

Coupling between lateral and longitudinal shear forces is accomplished
through the use of san updated version of the "friction ellipse" concept which
may be expected to lead to reasonable results.

i1This is, of course, s matter of judgmeni. It is our experience that
while the cubic fit may somstimes wirk out well, cue is likely to encounter a
nismatch on the order of 15X or so in the mid slip angle range.
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HVOSM remains the only program with vehicle dynamics orientation to at-
tempt impact calculations’. However, the representation of the impact dynamics
remains very rudimentary and the barrier analysis is quite limited in scope.

The reaults calculated using HVOSM may be displayed using perspective
views of the automobile-terrain. These graphics are plainly superior to any-
thing else available, Perhaps the only serious unfavorable aspects of the
graphics package and indeed the entire HVOSM package relate to documentation.

The documentation for HVOSM is spread out over at least ten separate
volumes, Unfortunstely, no one volume will suffice, since mathematical details
of the various important mathematical models are presented in the order they
were developed rather than in order of importance.

A remedy for this problem is currently being provided at Calspan, where
comprehensive documentation for the latest version of HVOSM is being produced
under sponsorship of FHWA, This documentation is due to be completed in
early 1976.

The present version of HVOSM may be olLtained from David Solomen, Chief,
Environmental Design and Control Division, Federal Hignway Administration,
HRS=-41, 400 7th Street, S.W., Washington, D.C. 20590.

Information on the ongoing improvements may be ctcained from David J.
Segal, Research Mechanical Fugineer, Transportation Sairety Department,
Calspan Corporation, Ruffalo, New York 14221,

The HSRI Passenger Car Simulation

The HSRI passenger car simulation has evolved from commercial vehicle simu-
lations developed under sponsorship of the Motor Vehicle Manufacturers
Association (MVMA). The program entails fifteen degrees of freedom including
body motions, wheel bounce degrees of freedom, and wheel spin. Impact can-
not be simulated, and the range of validity of the roll angles is limited in
that changes in the track due to roll, as seen in a plan view, are neglected",
While the surface of the simulated roadway need not be smooth, fore-aft and
lateral forces due to rvad undulations cannot be predicted.

The HSRI tire model was recently developed, under sponsorship of the
Nationsl Highway Traffic Safety Adminfistration (NHTSA), to allow accurate
calculations of the shear forces at the tire-road interface across the entire
range of slip angles likely to be sncountered in limit msaeuvers. The re-
sulting algorithm, which entails user input normal pressure distribution at
the tire-road interface and load sensitive input parsmeters, is capable of
matching measured tire data within five percent or less, a substantial im-
provement over the previously available algorithms. This added accuracy is
extremely useful if the simulated mansuver covers all ranges of sideslip
angles, rather than remaining entirely in a high or low angle range.

The shear forces at the tire-road interface are computed through inte-
gration of the shear stresses over the contact patch., The closed-foras
solution to the integration yields both longitudinal and lateral shear forces,
and thus obviates the necessity of any "friction ellipse" type operations.
The calculations of the longitudinal-lateral force interactions have been
found to closely match measured data,

3The BARRIER programs [6) are useful for vehicle-barrier impact simu-
lstion. These programs, however, emphasize the barrier snalysis and uss & sis-
plified vehicle analysis. Illinois Institute of Technology Research Institute
is currently working on a more sophisticated vehicle-barrier interaction
algorithm under FHWA sponsorship. R, L, Chiapetta may be contacted at IITRI,
10 W, 35th Street, Chicago, I11., 60616 for details.

*In fact, this mesns that the numerical solution becomes invalid during
the later stages of a rollover maneuver.
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It should also be noted that the HSRI simulation is quite economical
to run, These economies derive, in the main, from the methodology of the
wheel spin calculations as explained in (7).

The documentation, which is complete and up to date, was published as an
appendix to the technical report associated with [8]. Further information
may be obtained from James Bernard, Highway Safety Resesrch Institute, The
University of Michigan, Huron Parkway and Baxter Road, Ann Arbor, Michigan
48105.

The University of Tennessee Passenger Car Simulation

The equations of motion and code for this simulation were developed by Frank
Speckhart of the University of Tennessee wvhile serving a temporary appointment
with NHTSA. The model contains 19 degrees of freedom, including the ususl ten
degrees for the sprung and unsprung masses, plus time lags for the shear
force build-up at each tire and a steering degree of freedom allowing the
calculation of vehicle trajectory with "free" stesering.

This simulation is distinguished by a very careful front and rear sus~
pension anslysis, in which equations of motion are derived based on the as-
sumption of an inclined roll axis., The tire shear forces are computed based
on the Calspan tire wodel as presented in (9].

While no user-oriented documentation has been presented in the published
literature, a summary of the pertinent mathematical models is given in [10].
User information and further technical details msy be obtained from F, H.
Speckhart, Mechanical and Aerospace Engineering Department, University of
Tennessee, Knoxville, Tennessee.

The NHTSA/APL Hybrid Computer Simulation

A hybrid computer simulation for studying vehicle dynamic response to braking
and steering inputs is available at the Applied Physics Laboratory of the
Johns Hopkins University (APL) {11}, This simulation has evolved from the
hybrid simulation {12, 13] developed by the Bendix Research Laboratories for
the National Highway Traffic Safety Administration. The tire model is quite
similar to the algorithm used in the HVOSM simulation [14]. Current capa-
bilities include simulation of vehicles with the following types of sus-
pensions: (1) independent front and rear, (2) independent front and solid
rear axle, (3) solid front and rear axles, and (4) solid front axle and solid
rear axle with dual tires. Current enhancement plsns include the addition of
a tag rear axle with dual tires to permit simulatioa of buses and large trucke
and a trailer model to permit simulstion of towsd vehicles.

The operation of the simulation is through a CRT and keyboard comsole.
A dedicated printer copies all the output snd input from the CRT for permanent
hard copy. Special APL written software permits complete user selection of
output variables and alteration of input dats such as vehicle and tire model
parameters. The interactive capability enhances the simulation usefulness and
provides increased engineer/simulation productivity. The APL staff has an
excellent track record for maintenance and improvements of the hybrid facility
and cooperation with outeide users.

The hybrid sisulation can be used at APL in support of publicly funded
contracts, For information on costs and for scheduling contact Paul Bohn,
Applied Physics Laboratory, 11100 Johns Hopkins Road, Lsurel, Maryland 20810.

COMMERCIAL VEHICLE SIMULATIONS
Introduction

While the dynsmic performance of articulated vehicles has been studied by many
investigators [15], the development of commercial vehicle simulations began in
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the late 1960's., There are now three separate, well-documented simulations
devoted to the analysis of commercial vehicles, as will be explained below,

AVDS3

The Articulated Vehicle Dynamic Simulations, or so-called AVDS programs, were
developed at the IITRI, 10 W. 35th Street, Chicago, Ill., 60616.
Documentation for the latest version, AVDS3, was published in 1973 [16].

AVDS3 simulates the dynamic response of tractor single-, double-, or
triple-articulated vehicles, The dynamic characteristics of the vehicle system
subject to road, vehicle, and environmental factors can be evaluated through
computations of steering and braking demands for the specified vehicle while
negotiating a prescribed trajectory. Such a procedure has been validated with
generally good results {17],

The inverse procedure of the AVDS3 program—the input is the trajectory
and the output is the steering and braking—is s distinct advantage in many
analyses. For example, specific trajectories of interest can be studied for
the demand on the driver-vehicle system. This is not easily done with programs
which calculate trajectory based on driver input, since difficulties are en-
countered in matching the output trajectory with the trajectory of interest.

The tire model is a cubic fit for the lateral shear forces. However, in
this case, the longitudinal forces are calculated based on the required longi-
tudinal deceleration rather than computed based on "p-slip" type relationships.
Thus no wheel spin degree of freedom is necessary (or possible), and the later~
al forces are modified in the presence of braking using s friction ellipse.

Since the longitudinal deceleration is input rather than output, AVDS3
1s not particularly useful for braking analysis. This is particularly true
when antiskid brakes are involved®, Further, to facilitate the inverse metho-
dology, many simplifications were made=——quasi-static load transfer is used in
lieu of roll and pitch degrees of freedom, and tandem axles are not considered,

The HSRI Commercial Vehicle Simulations

The MVMA Truck and Tractor-Trailer Braking and Handling Project was begun at
HSRI in mid-1971 with the expressed purpose of establishing a digital computer-
based mathematical method for predicting the longitudinal and directional re-
sponse of trucks and tractor-trailers. Two computer programs have been pro-
duced as a result of this project—a straight-1ine braking program for straight
trucks, tractor-semitrailers, and tractor-semitrailer-full trailer combinations
[18]}, and a combined braking and directional response program for trucks and
tractor-semitrailers [19]. Some special features of these programs are din-
cussed below.

To allov large payloads without unduly large axle loads, many trucksy and
articulated vehicles make use of tandem—-axle suspensions. These suspeniions
commonly have a mechanism for "load leveling," that is, an attempt to maintain
equal losding on each of the tandem axles in the presence of road
irregularities. This mechanism may also cause unequal load distribution during
braking, which may, in fact, result in so-callsd "brake hop." Thus, since the
normal force at the tire-road interface has an important effect on the braking
process, a careful analysis of tandem suspensions has been performed.

Seven separate tandem suspensions may be chosen by the user for use in
the straight-line braking program. These include air spring suspensions, var-
ious four spring suspensions, and a walking beam suspension. 7Two tandem sus-
pensions are user options in the braking and directional response simulation-—

SMost air-braked vehicles built after March, 1975, will be equipped
witii air brakes to aid in complisnce with Federal Motor Vehicle Safety
Standard 121,
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the simplest four spring suspension and a walking beam suspension, Validation
runs for these latter two suspensions have been performed in both the straight-
line braking and the braking and directional response program.

The brake systems commonly employed on commercial vehicles require
special attention not usually necessary for hydraulic~braked venicles. The
brake system model may conveniently be divided into three sections. In a
tracto: -trailer air~brake system, the driver applies the brakes by operating a
treadle valve which controls the air pressure at the brakes, In the first
section of the model, the relationship between pressure at the treadle valve
and the line pressure at the brakes on each axle 18 computed as a function of
time, The time delay and the rise-time characteristics of the air brake system
are represented in the simulation.

In the second section of the brake system model the relationship between
line pressure and brake torque is modeled. The program user has two options:
he may either input a table of brake torque for increasing line pressure, or
ask the simulation to calculate a relationship for torque vs. line pressure,
based on brake models contained in the computer program,

The third section of the brake model contains the antilock brake system
simulation. This system is set up in a quite general form so the user may call
for any of a wide variety of antflock control logic.

Unfortunately, the documentation for these programs rests in several
separate vclumes, This problem is currently being remedied at HSRI where com-
plete and up to date straight-line braking documentation is being produced for
publication in May, 1975, and braking and handling documentation for publica-
tion in July, 1975. Information on these programs may be obtained from James
Bernard, Highway Safety Research Institute, The University of Michigau, Huron
Parkway and Baxter Road, Ann Arbor, Michigan 48105.

The Cornell General Vehicle Model

Work on the simulation of articulated vehicles has proceeded at Cornell
University since the pioneering analysis and simulation of Mikulcik {[20].
Several basic changes and refinements have been made, many of which have ap-
peared in the literature {for example, {21, 22]).

The present Cornell model allows the user to "construct" the vehicle
using a building block approach. Thus a straight truck, trsctor-semitrailer,
and doubles and triples combinations may be modeled with minimal inconvenience.
(Note this 1is the only available doubles or triples handling simulation in
which the user specifies driver input commands and the trajectory is computed.)
The axles may be modeled as either massless or having mass, In either case,

s full six degrees of freedom are included for each sprung mass, and the sus-
pensions are assumed to be made up of springs and dashpots having linear
characteristics.

The tire model is a modification of a formulation developed at HSRI [23].
Since the formulation makes use of a closed-form integration of the shear
stresses at the tire-road interface, no "friction ellipse” type of calculations
are necessary to compute the interactions between the lateral and longitudinal
forces,

An explanation of this model will be presented in [24]. There is, how-
ever, no published information in the form of a user's manual, The details
of the use of the program may be obtained from A, I, Krauter, Shaker Research
Corporation, Northway 10 Executive Park, Balldton Lake, New York 12019,

The Systems Technology Model

An analysis of truck and bus handling was performed by Systems Technology
under NHTSA sponsorship during the period June 1972-March 1974. In the course
of this contract, nonlinear equations of motion for a threewaxle straight truck
and an intercity bus were derived snd implemented as digital computer

simulations.
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The tire shear forces are computed based on the Calspan tire model as
presented in [9]. This simulation is distinguished by the capability to com-
pute the effects of sloshing of 1iquid cargo as explained in [25].

The liquid cargo is assumed to be inviscid and incompressible, and the
fluid flow is assumed to be initially irrotational and remain that way. The
equations are for a cylindrical tank with circular cross section, and they are
derived for an arbitrary liquid cargo level up to a point, then they are
specialized to the half full case. The angular displacement of the plane of
the water surface defines the wave motion, and the pitch and roll angles are
assumed to be small perturbations, Only the first harmonics of these wave
motions are included in the analytical representation, and this gave good
correlation with the full scale results,

A source list of the program, and details of the pertinent mathematical
models are presented in [25). PFor further information, contact G, L. Teper,
Systems Technology, Inc., 13766 South Yawthorne Boulevard, Hawthorne,
California 90250.

SOME REMARKS CONCERNING THE SIMULATION OF RIDE

Each of the simulations in the preceding review (excepting AVDS3 which is not
a useful tool for ride analysis) entail six degrees of freedom for the sprung
mass, Thus accelerations at the passenger position can be calculated for the
car or truck in question. However, it may well turn out that these simulations
are not a particularly accurate tool for ride analysis, because the beam
vibration of the sprung mass makes a significant contribution to the total
sprung mass acceleration,

Beam vibration can also be handled in the simulation., For example, it
may be assumed that the total motion response of the vehicle is given by a
linear superposition of the beam bending modes and rigid body modes

- .
S(x,t) = £ a,(t)£ (x) + rigid body wotion (1)
i=1

where S is the vector describing the motion of some point in the vehicle, the
f{ are mode shapes, and the time varying coefficients ay are the solutions to
ordinary differential equations of the form

i + mfuli + 251“’1«.;1 - ;: by, (0) 2)

vhere
Wy J 1-512 is the "resonant frequency" of the ith mode;

& is the dissipation sssociated with the ith mode;
b1j h;rc so-called influence coefficients;
rj are the applied forces from the suspension, engine

mounts, etc.

The parameters Uhes 51. and bij may be obtained either from an experi-

mental setup wherein the body ie suspended by soft springs and subject to
sinusoidal forces at various points along the frame, or from a detailed
finite element numerical analysis. In either case, significant expense is
involved. Further, the sources cf soms of the Py, such as engine mounts, may
?;7?1tt1cu1t to analyse. Appropriate references on these topics are [26]) and
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The tmportant point here is that while the simulations considered in this
review may be used in a ride analysis, the results may be flawed due to the
rigid body assumptions. However, the expense of a more meaningful analysis,
including beam vibration, may be difficult to justify in many applications.

The most cost-afficient procedure in ride simulation is likely to be to
neglect all side-to-side dynamics and concentrate efforts on a "bicycle" model
entailing front and rear wheel motions and rigid body dynamice. Even when non-
linearities in the suspensions are included, the system will easily fit on most
analog or hybrid computer facilities, thus enabling the user to perform econom—
ical calculations demonstrating ride trends for various roadways of interest.
This methodology obviates the necessity to procure more input data than is
justified by the accuracy of the calculations.
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Cable Systems

Nicholas F. Morris

Polytechnic Institute of New York

INTRODUCTION

Structures vhose main load~carrying elements are cables are not a recent
development in civil engineering. Suspension bridges have often been used to
span long distances efficiently and in an asesthetically pleasing manner. Sus-
pended railway electrification lines and guyed towers are other examples of
cable-supported structures which have been used for many years. Recently, how-
ever, more daring structural applicstions of cables have been proposed. Roofs
supported by cable nets have been built in many areas. These structures differ
from more traditional cable-supported structures in that no stiffening elements
have been designed into the structural system. It is accepted as a design prem-
ise that the cable net can carry a load by its increased nonlinear stiffness
under deformation. While suspension bridges require nonlinesr equations 1if
they are analyzed by the deflection theory, the linearized deflection theory
will result in a fairly accurate description of suspension bridge behavior.
Cable nets, however, ars usually msuch more nonlinesr than suspension bridges.

A eimple deflection theory is not adequate for their analysis. This fact has
long been recognized and a large amount of research work has been carried out
on the static analysis of cable nets [1]. Unfortunately, the dynsmic response
problem has not received as much consideration. This lack of attention to
dynamic analysis does not seem to have resulted in the design of any structures
which have behaved poorly under wind load. It must be noted, however, that
most previously constructed cable net roofs carry a fairly stiff roofing system
along with a relatively large roof dead load. Future designs vill not have
these chacteristics; roofing will probably have very light membranes with very
11ttle dead weight.

Cable systems are used quite extensively in ocesn engineering work ss moor-
ing 1ines. While the problems involved in their design seem quite different
at first, from the design problems of cable net roofs, there does sxist a great
deal of similarity. The main dynsmic load acting on each element is a random
process; for mooring lines the process is due to wave action, while for cable
nets the process arises from the wind field, Both sete of loads are a result
of fluid-elastic forces arising from an assumed Gsussian velocity field for the
fluid. As shall be seen the analyticsl work done on cable systems for both
roof nets and mooring lines, although carried out independently, lead to the
same computational procedures.

NOTATION

The following notation has been wmployed

A = cross-sectional areas of a cable element
ayy = pumerstor of displaced element's direction
cosine with respect to the global x axis, Bq. (2)
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B“ = factor containing nonlinear terme in
cable tension, Eq. (4)

c = damping matrix for the net

Cyp = elements of the damping matrix

Dy = linear factor in the computation of
cable tension, Eq. (5)

D = displacement matrix for the net

) = velocity matrix

D = acceleration matrix

E = modulus of elasticity

1,3 = designation of end nodes for an arbitrary
element

K = stiffness matrix for the net

l‘ij = original length of the slement 1 J

M = mass matrix of the net

nyy = elenments of the mass matrix

ny = lumped mass at node £

P = load matrix

Ti4 = tension in the element 1 j

T130 = original tension in the element { j

X{,Y{,2y = Cartesian coordinates of node 1 in the net

ug,v4,wy = displacements of node 1 in thex, yand z
directions

BACKGROUND

Cable nets are often highly indeterminate structural systems. Since their
snalysis usually requires a nonlinear formulation, some work has been carried
out on their description by different mathematicsl models, In general, two
basic approaches have been utilized ([1]: continuous and discrete methods. In
the first method the structure is considered as a continuous element. This
representation is obviously true for a single cable but, of course, general nets
are sade up of discrete cables. An attempt is made, however, to replace the
discrete configuration with a continuous anisotopic membrane. The membrane
squations can then be solved with the aid of finite differences or the Calerkin
nethod. If finite differences are amployed, the continuous approach will be
efficient only if the resulting algebraic equations have a lower order than
those arising in the discrete mathod of analyeis. This condition cen occur if
the number of cables and nodes in the structure is quite large. While the con-
tinuvous method has been widely employed in the static analysis of cable nets,
it does not seem to have been carried out for genersl nonlinesr dynamic analy-
sis. GCalerkin's method has been used in conjunction with a continuous repre-
sentation to solve for the dynamic response of double layered planar cable nets
[2]. 1t was found that, vhile the method vas less efficient than the finite
element method for nonlinear static and dynamic snalyses, it was a reasonsble
procedurs for the computation of linear dynamic response. However, Galerkin's
method does have the defect of requiring different programs for each new set of
boundary conditions.

In general, it does not appear that the continuous method will be used in
dynamic response programs. It is not general enough to analyze various net
configurations. Thers are also problems ianvolved in the description of inter-
action between layers in double layered cable nets. The femiliar problem of
programming general boundary conditions also arises in this formulatiom,
although cabla nets cannot have very many different support conditions; a cable
is either restrained or free. The discrets, or finite element, method has been
used to devalop dynamic response programs. While it may be less efficient than
the continuous method for a particular problem, the discrete method has the
sdvantage of greater generality., It is also easier to program, and fit in with
sulti-purpose computer programs.

The various formulations of the finite element method differ in the choice
of basic element. Some researchers have represented cable nets as a configuration

3
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of straight cable elements vhile others have attempted a more accurate de-
scription with the aid of curved cable elements. The latter formulation is
obviously more accurate, albeit, somevhat more difficult to program for non-
1linear analysis. Most civil engineering applications, however, appear to have
used straight elements. This is valid because cable nets are ususlly highly
tensioned and the geometric surfaces that they span are made up of shallow
curves. The largest discrepancy between the two types of discretization meth-
ods will, therefore, arise in the analysis of a single, loose cable. A larger
number of straight elements will then be required to achieve the same accuracy
as a given number of curved elements. This may not be too scvere a restriction
since the order of the algebraic system remains manageable in either case.

The dynamic equations which arise in the discrete method of analysis are
easily derived. 1f the elements are taken as straight, the inertia esquation
for the x direction at an arbitrary node i can be written as [2]

a

(t, o M)+x =L w0+l e 0 o)

zj:uz.“ ’1?1_13'1::
1s which
au-x’_'tu‘-xj-uj (2)
Ty " Tyge * (ﬁ- )y (yy + Dy 3
By, = 0.50 [(uy = w2 ¢ (v, = vl (v, - wp?) )
19 g = 9% 1= Y 1™ vy

n‘j - (:1'15)(“"1) + (”.-’j)(".-") + ("".j)(""j) (5)

Similsr equations can be written for the y and sz directions [3]. It should
be noted that the summations over j 1n Eq. (1) represent the effect of adja-
cent nodcs around the sode i, If the lumped mass approach is used, mij = my
for { = Jend mgyy = 0 for 4 % j. The summation over r includes sll vibrating
nodes; they all zntcr into the damping matrix.

Bq. (1), and its counterparts for the y and = directions, can be visu-
alized as the equations of motion for s space truss with initisl tensions. Thay
are nonlinear equations for two reasons. First of all, the tecms By4 introduce
the effect of large displacements on the tension magnitudes. Soconﬂy, the
use of displacements in the expression for aj4 reveals that the equations sre
written with respect to the deformed position of the net. Therefore, if B4y is
set equal to sero and syy is taken as x4 - x4, Bq. (1) 1is the linear -qulti
for a space truss with iaitial tensions. It must be moted, however, that the
initial tensions must exist in the equivalent space truss. Most cable nets
have quite arbitrary geometries which would be unstable as trusses unless they
were stabilized hy the initial cable tensions.

Eq. (1) and the other two equations of motion msy be cast into the familiar
form of the displacement msihod of analysis

(M) {p}+ {») = M} (B} + [c] {B)} (6)

K(D), however, depends on the value of ths displacement matrix which is not
known until the equations have been solved. It is, of courss, possidle to use
the formulation of the force method of analysis in the description of the cable
system. In fact, in certain problems such as the analysis of single cables,
this approsch will probably be more efficient computationslly., Most work dons
on cable nats, however, has utilised the displacement method of snalyeis. The
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writer knows of no nonlinear dynamic analysis of cable nets carried out with
the aid of the force method.

At least four general solutions to Eq. (6) have been published [2,4,5,6].
Except for the work of Shore and Modjtahedi, who used a perturbation approach,
some form of implicit method was chosen to solve the dynamic equations. Leonards
and Recker used Holzer's method, Morris and Birnstiel used Newmark's linear ac-
celeration method, while Argyris, Dunne and Angelopoulos used a finite element
time interpolation function. Researchers solving the linear form of Eq. (6)
have also chosen an implicit method of analysis. It is felt that for cable net
analysis an unconditionally stable algorithm is required. This may not neces-
sarily be true; as an example, the method used in {6) is not unconditionally
stable. However, the results found therein appear to be quite good. As is cus-
tomary in structural dynamics, Eq. (6) can be solved either directly or with the
aid of the modal response method. Leonards and Recker, and Argyris, Dunne and
Angelopoulos used the direct method while Morris and Birnstiel used both meth-
ods. Of course, when the modal superposition method is applied to Eq. (6) the
resulting system of equations is not uncoupled as it is in the linear case. An
equation of the same form as EZq. (6) is obtained, but the order of the matrices
involved should be much smaller if the method is to be efficient.

It might be of interest at this point to coasider some of the computational
difficulties involved in the nonlinear dynamic response analysis of cable nets.
These difficulties arose in the writer's work but they appear to be general dif-
ficulties in other nonlinear analyses as well [7]. A minor problem is the choice
of mass matrix, Comparison of lumped mass solutions with results of experimental
tests made by Jensen [8] on both double layered planar nets and hyperbolic nets
reveals that the lumped mass eigenvalues and mode shapes agree very closely
wvith empirical values. Therefore the lumped mass method seems reasonable for
cable nets. A major problem is the choice of time step. The difficulties here
are enormous! In a linear dynamic analysis the choice of too large a time step
reveals itself quite rapidly; the displacements become excessive and a cutoff
value can be put into the program to stop computations, ¥Yor the nonlinear form
of Eq. (6), this will not happen; a solution will always occur and the displace-
ments will not be excessive. A quick glance at the results will not be suf-
ficient to determine that the results are meaningless; the solution must be fol-
lowed through to check whether the values are reasonable or not, There are, in
fact, two different time step errors that have occurred in the solution of cable
nets acted upon by a harmonic forcing function. The first error arises when the
tise step is completely wrong, even for the linear solution. When this is the
situation, the response goes to a certain smplitude and undergoes s very slight
vibration sbout the smplitude. This error cen be avoided by basing the time
step on the linear solution to the same problem, a procedure which requires s
linear analysis prior to the nonlinear analysis. However, if s tims step is
employed vhich is the same as, or slightly less than, the stable time increce.t
for the linear solution, a second error might still arise. 1In this case, the
solution behaves correctly for a few cycles of loading until an amplitude trend
gradually sets in. The maximum smplitude in one direction increases slightly at
each cycle wvhile the maximum amplitude in the other direction becomes slightly
smaller; a steady state solution never occurs. This behavior is disconcerting
in a cable net because one would expect larger amplitude in one direction
(against tension) than in another (with tension). However, the error is re-
vealed quite clearly because the tension values are completely in error.
Strangely enough, this behavior does not seem to be dependent on the nonlinearity
of the response. Some highly nonlinear response computations have not exhibited
this peculiarity while it has been found in only slightly nonlinear response
problems. Whether this pattern occurs or not seems to be dependent on the rel-
ative magnitude of the in-plane displacements. The more important they are, the
more likely it is that this behavior will appear.

When the wmodal superposition method is applied, the problem of time step
appears in a different manner. TYor use with the linear acceleration procedure,
s time step of Tg4,/6, vhere Taip 18 the smallest period of all the modes em-
ployed, appears to work quite vnh for both linear and nonlinear response com-
putations. Making the time step smaller does not change the results obtained.
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Howvever, the basic problea still remains in another form: the choice of how
many modea must be used to obtain sccurate results., Unfortunately, as could be
expected, the number of modes required for a nonlinear solution is usually larger
than that required for a linear solu*ion. Hence the choice of modes to be. used
must be decided by trial and error just as the time step is, However, there is
ssme advantage to the modal responss method; it seems to arrive at an snsver
even if this answer is not completely correct. PFor example, if a sufficient
number of modes is not used, the displacements may be approximated quite well
although the tensions are incorrect. It should be noted, however, that the
errors in tension usually reveal themselves by jumps at a node. That is, for a
cable continuous across a node, instead of virtually the ssme tension in each
segment, there is a jump in value with the value on one side of the node too
large and that on the other side too small. The correct tension should then
be close to their average values. This fact makes it possible to salvage re-
sults obtained with the aid of the modal superposition methods, even if the num-
ber of modes chosen is not large enough. Probably the greatest advantage of
the modal superposition method is that where the loading pattern allows it to
be applied, the time step is much larger than that required for the direct
method; in some cases, a factor around 10 f{e involved. The large increase in
time step i3 even more important than the reduction in size of the algebraic
syatem involved in Eq. (6).

Any implicit solution to Bq. (6) requires, in some form, the solution of
an equivalent nonlinear static problem at each time step. The time step is so
small, however, that no sophisticated methods are required to solve the equa-
tions; a simple iteration will converge in two or three trials at most. In
some nonlinear systems (9], it has been possible to solve the equations once at
each time step and add the errors involved at the next time step. This has
been tried for cable nets under harmonic forcing functions but it has not been
successful [2]. It must be pointed out that a harmonic forcing function is the
most critical load that can be used to check a procedure. A noniterative ap-
proach might work for other loading conditions.

The computation of mode shapes and eigenvaluus prior to attempting a
dynamic solution would seem to bes a necessity. sny direct procedure such as
the Givens-Householder method should be suitable vherever system size is not a
problem. However, this writer has had difficulty in using simple iteration
schemes for cable systems. Either convergence vas not obtained, or it vas ob-
tained very slowly. This result could be expected because many net systems are
highly degenerate. Even vhere different modes do not have the same frequencies,
the eigenvalues are close together. PFor doublu layer systems the mass terms on
the two layers may differ widely. Iteration procedures are quite sensitive to
this mase distribution, even though the eigenvalues and mode shapes may not be.

As stated earlier, the main loads that a cable net, used as either & roof
or a mooring line, is subjected to will be stochastic in nature, arising from a
Caussian velocity field. (While esrthquake loading is an obvious design con-
sideration for roofs, their large in-plane stiffness appears to be such that
wind load will be more critical.) In ocesn engineering, a large amount of re-
ssarch work has been carried out to arrive at a suitable loading description due
to wvave action. For roof nets, some work has been dome on wind loading but the
problem is complex and it will probably be some time before a realistic loading
pattern will be decided upon. It is obvious, however, that random vibration
theory will be required in any solution., At the present time, a computationally
efficient procedure for computing the rendom vibration of a geometrically non-
linear system with a large number of unknowns does not seem to be available.
About the only procedure which could be employed would be a computer simulation
of the wind field over the cable net and its resulting loading pattern. The
cable net could then be solved using Eq. (6). There are two defects in this
procedure. First it requires that several simulated loading patterns be applied
to arrive at statistically velid results. Yor a nonlinear dynamic analysis, the
computer time would be prohibitive. Secondly, uncertainty in the loading, at
the present time, is 80 large that a refined nonlinear solution does not seem
to be reasonable,

Although random vibration theory cannot be easily applied to nonlinear
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response problems, it can be readily employed in linear response computations
of root mean square values for displacements and tensions, This knowledge has
led many researchers to attempt a linear formulation of the dynamic equations.
Fortunately, for both wind and vave forces, a semi-linear analysis is possible.
The wind velncity pattern at a given point may be described by a slowly changing
mean velocity and a fluctuation, or gusting, about that mean velocity. The mean
velacity varies so slowly that its effect on the structure is static, vhile the
dynamic effect is due to the fluctuating forces. It can be assumed, therefore,
that the dynamic response is a linear perturbation about the static equilibrium
position under the mean velocity. The stiffness of the structure under the
dynamic load is computed by substituting the static equilibrium displacements
and tensions in the equations for K(D) of Eq. (6). Of course, the nonlinear
static equations must be employed in solving for the displaced position of the
net under the mean wind load. This procedure has been widely employed in both
civil and ocean engineering analysis of cable nets. It will result in accurate
answers vith an enormous saving in computer times.

It seems evident, therefore, that in order to solve practical problems for
cable systems, three subroutines must be available in suy progrem, a nonlinear
static subroutine, a linear mode and eigenvalue computation subroutins, and a
linear dynsmic response subroutine. The latter two subroutines are standard in
any general computer packsge. The nonlinear static subroutine is svailable in
such systems as STRUDL {10] and NASTRAN [11]. Rowever, a sesrch of their liter-
ature does not indicate vhether initial tensions can be read into their space
truss programs. STRUDL does have a mechanisa for forming new stiffness matrices
but this writer has not tried to utilize it. As pointed out earlier, a cable
net is a space truss whose members are in initial tension; therefore, all that i
is needed to use any general cosputer system is the ability to incorporate this
tension into the stiffness matrix. This wvas done for the ELAS system by Alpay
and Utku [12].

PROGRAMS AVAILABLE

There does not exist at the present time a large commercisl market for computer
programs devoted exclusively to cable systems. Although only small modifications

of existing programs may be required to obtain semi-linear solutions, the manuals
for general programs do not state if, or how, this could be done. Most of the
available programs presented herein are programs developed by researchers in the
field of cable dynamice. In genersl, such programs suffer from the defects of

poor user docusentation and lack of generality. However, no judgmeat can be i
made on any individual program. The following programs are commercisl programs i
vhich are available for analysis of cable networks:

1, Aska-Group, ISK Stuttgart
Pfaffenwalding 27, 7000 Stuttgart 80,
Germany

1
This is a general nonlinear dynamic program for three-dimensional cable nets. !
It uses a finite element time representation and is not unconditionally !
stable {6].

i

2. Atkins Ressarch and Development
Woodcote Grove
Ashley Road, Epsom, Surrey, England

This program uses a semi-linsar analysis of three-dimensionsl cable systems.
Dynsmic equations are solved by Newmark's f method (13).

3. Lockheed Rlectronics Company, Inc.
U.5. Highway 22 '
Plainfield, New Jersay 07061 [
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4,

This program utilizes a semi~linear solution to two dimensional cable-
bouy systems under various current velocity profiles.

Swanson Analysis Systems, Inc.
870 Pine View Drive
Elizabeth, Pa. 15037

A general nonlinear cable system program is svailable. It uses implicit
integration of the basic equations and either a direct or sodal response
solution.

The following programs have been reported in recent research literature on
cable systems; the principal investigator is listed:

5.

10.

J. W. Leonard

Civil Engineering Department
Illinois Institute of Technology
Chicago, Illtnois 60608

This program solves the forced response of general nonlinear cable
systems [4]. It uses Holzer's method and is commsrcially available,

N. F. Morris

Civil Enginesring Department
Polytechnic Institute of New York
Brooklyn, N.Y. 11357

This is a series of programs for linear and nonlinsar responss using both
the modal response sethod and the direct method. The work was sponsored
by the National Science Poundstion and program listings are pudblic (2].

8. Shore

Civil Engineering Department
University of Pennsylvania
Philadelphia, Pa. 19104

This program solves the forced steady state response of cable nets under
a harmonic forcing function {5]). The frequency-asplitrude curve is com-
puted with a numerical form of perturbation. It requires modal super-
position,

W. C. Knudsen
Doctoral thesis, April 1971
University of California, Berkely 94720

Knudsen developed semi-linear programs for cable nets under wind loading
and esrthquaks. Both computer simulation of the wind load and random
vibration theory are utilized along with both direct and modal response
solutions.

8. Utku

Duke University

School of Engineering
Durham, Morth Carolina 27708

This system is a conversion of the ELAS program to solve initially stressed
nembers. It has a semi-linear procedurs for solving random vibration
problems [11].

WOAA National Dats Buoy Center
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This program solves ths two dimensional probles of mooring cables with
the aid of a semi-linear solution [14]. It is documented and has been
applied at other centers [15]., Random vibration theory har been used.

11, R. F. Dominquez
Texas A and M University
College Station, Texas 77843

This program utilizes the flexibility method in the solution of cable
systems, The analysis is semi~linear, A distinctive feature of this
progrem is its use of complex coordinates in a more accurate description
of deuping [16].

12. s. A. Crist
Air Force Academy
Colorado 80840

Several computer progrsms have been developed for the steady state re-
sponse of trailing wires behind an orbiting sapcecraft {17,18],

13. S, T. Hong
Department of Civil Engineering
Washington University
Seattle, Washington 98105

A semi-linear solution is programmed for long, taut mooring lines. It
utilizes a frequency domain analysis [19].

14, K. P. Kerney
Maval Ship Research and Development Center
Bethesda, Maryland 20034

Two dimensional motion of an inextensible cable under harmonic forcing
is described by this program. A semi-linear approach is used [20].

15. J. K. Arnston
Doctoral thesis, 1974
_ University of Minnesots
Mioneapolis, Minn, 55455

This program appears to be a semi-linear solution to the dynamic response
problem [21]. It has been used in the random vibration analysis of
ecircular roofs.

1 "Cable-Suspended Roof Construction State of the Art," by the subcom-
aittee on Cable-Suspended Structures of the Task Committee on Metals of the
Structural Division, John R. Scalzi. Chmn., J. Structural Division, A.8.C.E.,
Vol. 97, June 1971.

2 Morris, N. F., and Birnstiel, C., "Dynanic Response of Three-Dimensional
Cable Nets," Rsport Poly-CE-74-GX35409, prepared for National Science Foundation.

3 Thoraton, C. H., and Birnstiel, C., "Three-Dimensional Suspension Struc-
tures,” J. Structural Division, A.S.C.E., Vol. 93, April 1967.

4 Leonard, J. W., and Recker, W. W., "Nonlinear Dynamics of Cables with
Low Initial Tension," J. Enginesring Mechanics Division, A.8.C.R., Vol. 98,

April 1972,
S Shore, 8., and Modjtahedi, D., "A Perturbation Method for the Nonlinear

Analysis of Cable Networks," 13th Midwestern Mschanics Conference, School of
Engineering, Univ. of Pittsburgh, Pittsburgh, Pa., August 1973,
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6 Argyris, J. H., Dunne, P. C., and Angelopoulis, T., "Dynamic Analysis
of Tension Roof Structures,”" International Conference on Tension Roof Structures,
London, 1974.

7 Belyschko, T., "Transient Analysis,” Structural Mechanics Computer
Programs, ed. W. Pilkey, K. Saczalski, snd H. Schaeffer, Charlottesville, 1974.

8 Jensen, J. J., "A Static and Dynamic Analysis of Cable Networks and
Mew. ~anes," (in German), Division of Structural Mechanics, Norwegian lastitute
of Technology, University of Trandheim, Norway, 1970.

9 Stricklin, J. A., et al., "Nonlinear Dynamics of Shells of Revolution
by Matrix Displacement Method,” AIAA Journal, No. 9, 1971.

10 ICES STRUDL-2 Engineering User's Manual Volume 2, Dept. of Civil Engi-
neering, Massachusetts Institute of Technology.

11 McCormick, C. W., ed., "The Nastran User's Manual," National Aeronautics
and Space Adainistration, Washington, D. C.

12 Alpay, I. B., and Utku, S., "On the Response of Initially Stressed
Structures to Random Excitations," J. Computers and Structures, September 1973.
13 Howson, W. P., and Wooton, T. R., "Som: Aspects of the Aerodynamics
snd Dynsmics of Tension-Roof Structures,” International Conference on Tension

Roof Structures, London, 1974.

14 Goodman, T. R., et al., "Static and Dynamic Analysis of a Moored Buoy
System," NOAA National Data Buoy Center, Report NDBCM 6113.1, April 1972.

15 Panicker, N. N., Schultz, S., and Schamidt, D., "Analysis of Surface
Mooring Dynamics," Offshore Technology Conference, Dallas, 1974.

16 Dominquez, R. F., and Smith, C. E., "Dynamic Analysis of Cable Systeas,"
J. Structural Division, A.S.C.E., Vol. 98, August 1972,

17 Hinnericks, T. D., and Crist, S. A., "Steady State of Orbiting Trailing
Wire System," USAFA Report RR-72-7.

18 Ransen, J. G. R., and Crist, 8. A., "Dynamics of Cables Towed From Afr-
Craft,” USAFA Report RR-72-8.

19 Hong, S. T.. "Frequency Domain Analysis for the Tension in a Taut Moor-
ing Line," Report No. SM-71-1, Washington University, Seattle, Wash., July 1972.

20 Kearney, K, P., "Small Perturbation Analysis of Oscillatory Tow-Cable
Motion," Naval Ship R and D Center, November 1971.

21 Christiano, P., Seely, G. R., and Stefan, H., "Transient Wind Loads on
Circular Cocave Cable Roofs," J. Structursl Division, A.S.C.E., Vol. 100,
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Offshore Structures Analysis

V. Dunder

G. Belonogoff
Bechtel International Corporation

INTRODUCTION

This chapter deals predominantly with the dynamic snalysis of offshore
structures. Dynamic (and in some cases nonlinear) analysis is becoming
economically important for the following reasons:

1. For the more costly structures, small design refinements can
give rise to large construction cost savings.

2. In complex systens, unsophisticated static analyeis methods can
result in a higher risk in terms of property and life.

3. Because offshore structures are being built in deeper water and
are being exposed to harsher environmental conditions than in the past,
these structures can frequently no longer be sdequately described by
static analysis.

4, The computational capability and speed of the digital computer
can reduce production schedules.

S. Both the public and regulatory sgencies are concerned about the
possible environmental impact of proposed designs.

6. The response of floating rigs is not compatible with static
analysis.

In general, the response of a marine structure must account for the
action of ocean surface vaves, current, wind, gravity loading, snd other
loading conditions. In complex systems, the fluid-structure-soil inter-
action must be simulsted to obtain a reslistic structural model. The re-
sponse of fixed-base platforms, floating rigs, or large submerged struc-
tures, including certain msrine components such as risers, pipelines,
and moorings, are discussed.

NOMEMCLATURE
A‘ = Projected area of a unit length of & member
= Volume of watsr replaced by a unit length of a member
C = Dampiang factor
Cp = Drag coefficient
p " Modified drag coefficient
Cu = Mass (inertisl) coefficient
= Modified mass (inertial) coefficieat
= Mass coefficient accounting for a fluid flow disturbance
d1,d2,d3 = Dimensions of the object in the x,y,x directions
B = Modulus of elasticity
F e« Internsl forces
f = PFluid pressure force
fp = PFluid dreg force
fy = Horizontal fluid pressure
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Inertial fluid force

Wind pressure

Acceleration due to gravity

Mean water depth

Wave height

Coefficient in the wave profile calculation
Nonlinear coefficient in the wave profile calculation
Moment of inertia

Stiffness matrix

Linear strain stiffness matrix

Nonlinear strain stiffness matrix

/4

Wavelength

Virtual mass matrix

Added mass

Highest index number in the seriss

Load vector

Wave pressure at the crest

Wave prassure normal to the member surface
Wave pressure st the trough

Buoyant or in-air weight of the riser
Transfer function

Response spectrum

Time

Structural displacement, velocity, scceleration
Fluid displacement, velocity, acceleration
Wind velocity

Coefficients

Specific weight of the fluid

Increment of frequency

Wave phase angle

Coordinate of the wave surface

Phase angle

Rayleigh distribution

Fluid density

Air density

Variance of the spectrum

Variance of the response spectrum

Tension (axial force)

Mode shape matrix

Circular frequency of the wave

o
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FLUID-STRUCTURE INTR2ATTION

The fluid-structure interaction in offshore platforms smalysis is usually
simulated by hydrodynamic forces. These forces may or may not be related
to the response of the structurs, depsnding on the degree of the
simplification.

In the determinictic approach, the action of regular maximum vaves
or random wvaves may be used. The parameters of such waves are taksn from
oceanographic data of certain locations. Maximum wave characteristics
(height, period) from the last 50 to 100 years sre considered. Data are
available through National Oceanographic Data Csater.

The regular waves can induce harmonic response of the structures if
the structural period is close to that of the wave. Wind-induced waves
are usually of random character. Yor evaluation of random wave affects,
the stochastic evaluation is preferable. The wave is assumed to bde com-
posed of several regular (psriodic) waves, and an evaluation of the wave
energy is used in the computation of structural response. The wave
spectral deneity function and its application is briefly described in
another section. Since the computation of hydrodynamic forces in both

|
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stochastic and deterministic analysis is based on the same principles,
the differences in approach are mentioned only where necessary.
The calculation of the hydrodynamic forces is primarily based upon:

1. Computation of the pressure based on the fluid acceleration and
velocity and on the structural characteristics and response
2, Computation of the water particle kinematics

WAVE FORCES

Evaluation of the pressure forces depends on the relative size of the
structure and elements and the wave length. For truss or frame struc-
tures, the Morrison [l] equation is usually used. Morrison has derived
the pressure forces (force per unit length) for vertical piles and has
expressed them as a combination of drag forces fp and inertial forces fy.
Froude-Krilov pressure i{s considered negligible. The pressure force
according to Morrison is

£ fp+E (§¥)

Inertia forces of fluid particles are proportional to the local acceler-
ation of the fluid. Drag forces are proportional to the fluid particle
velocity. For flexible structures, the relative velocity and relative
acceleration are required. The (modified) Morrison equation can there-
fore be written in a form

£ = 1/2 CppAy(v = @) |v - ul + CypB¥ - M @

vhere Cp and Cy are empirically derived drag and mass cocf!{.cimu;

v and ¥ are fluid velocity and acceleration, respectively; u and iU ars
structural velocity and acceleration; p is fluid density; Ap and B denote
the projecting area and volume of the unit length of a member; and M, is
the added mass. The added mass is usually considered to be

l. - (CH - 1)03 (3)

vhere the difference in tangentisl and normal directions with regaxd to
the axis of the member were neglected.

Fluid kinematics of an undisturbed wave can be computed using vari-
ous theories. Model tests on circular cylinders indicate that a value
of 2.0 for Cyq will give conservative values of inertial forces. In prac-
tice, Cy is commonly assigned a value of 1.5, However, the same atudy
shows values of Cp varying from 1.2 to 4.4. Both the drag force and
the inertial force depend on the Reynolds number and on the irregularity
of the waves. The effect of scattering cannot be included because the
computation is based on the assumption that the wave motion is undie-~
turbed by the structure. The Morrison equation was derived for an iso-
laced vertical cylindrical body (tubular besm) whose dismeter is small
compared with its length.

No coupling in the computation of forces on individual members is
considered. (Only the phase of the passing vave is accounted for.)

For large-sized structural members, the Froude-Krilov forces should
be included. The effect of the Froude-Krilov forces becomes very impor-
tant when the sise of the structure approaches half the wavelength.. The
difference betwsen the pressure at the crest pc and the pressure at the
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106 SHOCK AND VIBRATION COMPUTER PROGRAMS

trough p, must be considered. Paulling (2] has linearized the expression
for the pressure force f. The linearized expression is

£ = [pndn + Cp(v - u) + Cy(¥v - i) (4)

where py is the computed pressure from the undisturbed wave; Ep and Oy
are drag and mass coefficients; a is the surface of the member; v and v
are the fluid velocity and acceleration, respectively; and u and i are
the structural velocity and acceleration. This linearization is neces-
sary for a stochastic approach. The first term in Eq. (4) represents
the Proude-Krilov force; the second term represents a linearized drag
force; and the third term represerts the simplified mass inertia effect.
More accurate procedures of linescizacion are required when drag forces
are the primary forces. According to some authors, the expression

CMV - (KM - 1)u should be used instead of the last term. A more rigorcus
evaluation based on the integral representing the Froude-Krilov force
uses Bernoulli's equation and is computed from the wave velocity poten-
tial. This evaluation can be found in [2].

If the dimensional characteristics of the structure increase to the
same order as the wvavelength, the wave scattering becomes more important
than the viscous effects. Potential flow theory is commonly used in cal-
culating wave pressure and wave forces on large submerged structures such
as oil storage tanks and underwater habitats. Reid and Bretschneider {3]
have proposed the computation of horizontal forces on large rectangular
submerged structures in the following form:

ty =Yn(aya, SBELEL W) (oo 0 - con(ey + kay)) ()

vhere 5( is the mass coefficient due to the flow disturbance; d;, d2, and
d3 are dimensions of the object in the x, y, and sz directions; k = 2n/L; v
is spscific weight of fluid; h and L are vave height and wavelength; H is
the vater depth; x, y, and s are coordinates; and O) is phase position of
the leading edge of the object with respect to the wave.

This equation ie based on the assumption that only inertisl forces
have sn important effect on the total pressurs. From this equation, some
other diffraction theories have emerged. Garrison and Chow {4] have out-
lined a diffraction theory in which submerged objects have arbitrary shapes.
Further references mey be found in [5-8].

Morrison's equation is usually preferred in the analysis of tubular
offshore structures. No such preferred theory exists for large-siszed
structures,

Yor simplicity, no vectorisl summation to the wave kinematics 1is made.

WAVE THEORIES

The kinematics of a wave vary with the parameters of wavelength, height,
and vater depth. Lambrakos and Brannon (9] have divided the theories of
calculating the wave velocity and scceleration into two groups: Stokes
theories and non-Stokes theories. Im etructural computation, the Stokes-
type theories are most often used even though they do not best fit the
experimental dats. The Stokes waves propagate without shape deformation
and are periodic in space and in time. Their equations usually include
nonlinear terms to describs formation of eddies and similar effects.
atokes fifth-order theory is the extsnsion developed and tabulated by
fkjelbreis and Hendrickson [10], and is applicable in medium to deep
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water. In medium deep water, Airy theory [8) 1s used. In shallow water
where the ratio of wavelength to depth is relatively large, cnoidal theory
{11) should be used. This claseification has been presented by Dean [12].
Statistics introduced in the computation of wave forces by Borgman (13}
require simpler, preferably linear, wave theories. The linear filter tech-
nique introduced by Reid [14) was studied by Hudspeth and others [15].
Hudspeth compares linear filter technique and stream function represen-
tation {16) with experimental data. The study does not favor the linear
theory; however, fair approximations were obtained.

A regular wave profile can be described in linear theory by

g(t) = h cos (kx - wt) (6)

where { is surface profile of the wave, h is the amplitude, k is the wvave
number (k = 2n/L), w is the circular frequency of the wave, x {s the
coordinate in the direction of the wave, and t is the time. In the Airy
linear theory, h is linearly proportional to the wave height h. The
Stokes higher order theory gives the surface profile by

N
gt) = 3 hy cosn (kx - wt) ¢))

nel

where the terms are similar in meaning to those in Eq. (6), except that
hp does not depend linearly on the wave height. Equations (6) and (7)
describe the surface of a regular periodic sea. As pointed out by Froude
[17] in 1905, an irregular wave can be built up from simple regular waves.

Using a Fourier series,
N
t(t) = 3, hy cos (kpx - w, t + €p) (8)
a=l

The terms are sgain similar in meaning to those in Eqs. (6) and (7), ex-
cept that wy is the circular frequency of the nth wave and €n is the phase
angle of nth vave. This representation of irregulsr waves vas introduced
by Denis and Pierson (18] in their description of the statistical means of
predicting the response of a ship when the wave snergy spectrum and the
response to regular vaves are known.

SPECTRAL DENSITY FUNCTION

In spectral analysis, the average snergy over the wavelength snd per unit
area of the sea surface can be computed as a sum of the kinetic energy of
orbital motion and potential energy of water level change [19). The dis-
tribution of enargy over the wave frequency Sy(w) can be computed. This
distribution is called the wave spectral demeity function, the wave
energy spectrum, or simply the wave spectrum. Basically, a single har-
monic surface vave is characterized by its height h and length 2.

The resl sea consists of waves having s wide spectrum of wavelengths
or frequencies. To help visualize this kind of wave, harsonic vaves of
amplitude hy, frequemcy w, (or correspondinz length &), and phase angle
€, for n » 1, 2...N can be considered. 1f the N discrete frequencies
sre uniformly spaced at intervals Aw over a range W, < @ < uy, the result-
ing wvave height will be periodic, with s period equal to 27/iw, and will
possess a mean square value equal to one half the sum of the squares of
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the individual amplitudes hﬁ/z. which is the computed component of the
spectra.

The wave spectrum is used in stochastic analysis to compute the
structursl response spectrum. The wave spectrum proposed by Pierson
and Moskowitz [20] was recommended by the International Ship Structures
Congress and by the International Towing Tank Conference and is fre-
quently used for computing structural response. The Pisrson-Moskowitz
spectrum is given by

2 4
Sp(w) = 9:-5- exp (-B(;f) ) O)

vhere g is the acceleration due to gravity; w is the circular wave fre-
quency; ¥ is the wind speed (64 feet above the sea surface); and o and B
are constants (for the North Sea, a = 0.0081, B = 0.74 may be

representative).
Some more details on the application of spectral density function

are in a paragraph "Stochastic Analysis.”

Recent results of the research on the growth mechanism of a wind-
wave fleld, combined with actual wave measurements of extreme sea states
in the North Sea, show that the Pierson-Moskowitz-type spectrum may not
alvays be adequate for the description of extreme and operational sea
states. A more sharply peaked wave spectrum is proposed in [21]., The
importance of the spectral shape of a wave field for structural behavior
is considered in this paper.

SOIL-STRUCTURE INTERACTION

Soil properties strongly affect the response of fixed-base offshore struc-
tures. Modeling of a pile by short-beam elements and modeling of the soil
by springs are both cumbersome procedures.

In the choice of a computer program for analysis, preference should
be given to programs that allow simpler pile modeling, computed as a sub~
structure or equivalent beam spring., An iterative solution in the appli-
cation of otherwise linear analysis may be necessary. Special provisions
for soil-structure interaction are fn McDonnell's STRUDL and in MARCS.
Both are programs for the snalysis of fixed-base offshor? structures.

Some useful remarks regarding the soil-pile interaction may be found in
{22, 23).

EQUATIONS OF MOTION

Linear Analysis

Finite element analysis is normally used in the solution of the response

of complex structures. Linear snalysis is in many cases applicable. To

reduce transient analysis of offshore structures to linear analysis, the

drag forces exprassion in Eq. (2) must bs simplified. When this is done,
the equations of motion can be expressed as

M+ Cu+Ku = P(v,¥) (10)

vhere M, is the virtual mass; C is the structursl and viscous dllpin;,
K is the linear stiffness matrix; P is the load vector; u, u, and ii are
the structural displacement, velocity, and acceleration, respactively;
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and v and V are the fluid velocity and acceleration. Equation (10) con-
forms to the usual finite element analysis fundamental system. However,
the following ditferences should be noted:

1. Virtual mass is composed of the structural lumped mass and
added mass (see Eq. (3)). Mass moments of inertia may have to be
included.

2. The damping coefficient C is higher than usual because of fluid-
structure interaction (viscous damping). A total damping of 2% has been
considered by Maddox [24].

3. Because loading vector P varies in time (generally independently
from joint to joint), voluminous data, representing hydrodynamic and hydro-
static forces, are generated.

4. The stiffness matrix can be full or reduced depending on whether
rotational degrees of freedom are considered in the analysis or whether
another reduction of the dynamic system is provided. As a rule, an exten-
sive reduction of the degrees of freedom with a consistent approach in the

reduction of all matrices is used.

In the computation of the virtual mass, the difference between the
compcnent tangential to the member and the component normal to the member
is seldom considered. The proper consideration of the added mass will
lead to a nondiagonal mass matrix. In the computation of added mass, the
changes in submerged parts and in air structural parts may have to be con-
sidered. Mean water level may usually be taken as the limit for the com-
putation of virtual mass. Mass moments of inertia, computed for a reduced
system, have been used by Penzien {25]. Equation (10) can be solved by a
general finite element analysis program such as SAP, STRUDL, STARDYNE, etc.,
but handling of the data (both input and output) is impractical unless both
a preprocessor and a postprocessor exist. The efficiency of the transient
analysis, which solves the structural response due to the high number of
forcing functions, is very important.. For more details on linear transient
snalysis and general purpose computer programs, see [26].

Integrated programs for linesr time history analysis of offshore
structures (WAVE-PORCE and STRUDL, MARCS) were recently introduced into
service buresus. Even though the equations for the computation of virtual
oass, drag forces, and buoyant forces seem simple, they require complex
structural geometry and transformation matrices generally involved in the
assembly of stiffness element matrices. The same input of geometrical data
and the transfer of the computed values in the formate applicable in generasl
purpose programs are necessary. The integrated programs have an advantage
in that the transfer of the data is transparent to the user. However, in-
tegrated programs are probably available only to large engineering com-
panies or offices. Existing programs are reviewed in Appendix I.

Nonlinear Analysis
Nonlinearities in the equations of motion may be caused by three things:

1. Nonlinear fluid-structure interaction
2. Large displacements and small or large strains
3. Nonlinear slastic or slastoplastic properties

Nonlinear fluid structurs interaction is psculiar to offshore struc-
tures analysis. When viscous forces are predominant, that is, vhere
Morrison's equation (Eq. (2)) in ite full nonlinear expression should be
considered for the computstion of hydrodynamic forces, an incremental
formulation and {terative solution are usually used. When nonconservative
hydrodynamic forces are predominant, the updated Lagrangian equation of
motion is preferred. The nonlinear equation of motion (linearized with
respect to the time increment dt) can be expressed in a form

= %a%’i‘m Py ,g
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t"’v tHde | ED("‘"G - tﬁta)ltﬁt‘-’ - tﬁtﬁ‘ + ety

tde, _t

T 1)

t t
+ tK.l‘dl.l + tKNLdu

wvhere ‘Hv is the virtual mass at time t; ED is the drag coefficient; C {s
the structural and viscous damping; EKL i{s the linear strain incremental
stiffness matrix based on the strain computed at time t and the configura-
tion at time t; fKyy, is the nonlinear strain incremental stiffness matrix
based on the strain computed at time t and the configurstion at time t;
t+dtp are the loads (other than forces due to added inertial and drag
effect) at time t+dt: EF are internal forces at time t in the configuration
at time t; tHt{, t+dtf are acceleration and velocity of the structure, du
is the fncrement of the displacement and tHdty, t+dty grq the acceleration
and velocity of the fluid at time t+dt. The Eotll displacement at time
t+dt is given by the sum of the displacement “u at time t and the increment

tHdty o ty +du (12)

Equation (11) is the modified form of the equation of motion given by

Bathe {27). 1In this equation, the effects of hydrodynamic forces are taken
into account and the drag cosfficient generslly depends on time, but this
time dependence is seldom considered.

At present, hydrodynamic nonlinearities are considered in the design
of structures undergoing large motion and should usually be included in the
analysis of semisubmersible platforas and their components, such as risers
and flowlines, pipelines, and moorings. The computation of structural dis-
placement can be included in simplified foram {f the structure is regarded
as & rigid body. This motion aand the hydrodynamic forces it causes can be
described by iterative procedures, e.g., WAVE-LOAD ([44). If rigid body
motion is considered, the strain energy change does not contribute in the
variational equations and the resulting equation can be written in the fors

t‘fdt"v tMtﬁ . ED‘tMt‘-' i t"dt"l)'t'l'dt; i t+dt"l|

s g tHE, o tHEy (13)

The mesning of the variables is the same as in Eq. (11). In practice, the
system of six equations for six degrees of fraedom is solved in time.
Masses, mass moments of inertia, and resulting forces from the drag compo-
nents are all reduced to the center of gravity of the platform. By iterat-
ing on Eq. (13), the forces on individual members can be calculated to any
desired accuracy. Finally, the stresses in structural sembers of the plat-
form can be solved, using genersl structural snalysis programs. The equa-
tions in the above form were presented by Paulling ia {2).

Large displacement nonlinearities, including strain enmergy comtribu-
tions, sust be considered in flexible structures. Becauss of the greatly
increased volume of computation, ouly simple tasks are usually solved.
Geometrical nenlinearities should be considered {n the analysis of pipe-
laying, risers, and flowlines, and in computation of the response of moor-
ings and undervater cable structures. Special programs are usually em-
ployed for these tasks.

There is, in the public domain, probably no genersl purpose or inte~
grated program for solution of underwater, flexible composite types of
structures. For simpler types of structures, finite difference solutions

By SR et TR

e e wainar

- ——



OFFSHUORE STRUCTURES 111

rather than the finite element method are being used. Burke (28] has de-
rived the following different.al equation of wmotiun of riser and eimilar
basically vertical beam-type components:

mi+ Cpv - v - o + BV 4l e qu? - (14)

where the dot indicates a partial derivative with respect to time and

the Roman numerals denote partial derivatives with respect to the depth
in the ocean; E and I are modulus of elasticity and moment of ‘nertia,
respectively; T is tensile force in the riser (variable with the depth)
and q is the buoyant weight of the submerged riser or the weight of the
riser in afr. Other varisbles have the same meaning as before. Particu-
lar boundary conditions are needed to complete the formulation. The
application of the finite difference method for solution seems to be
straightforward and is therefore often used; however the variability of
the boundary conditions may be limited, or at least cumbersome.

Material nonlinear analysis is not usual in the practical design of
offshore structures, but two contributions should be mentioned. Selna
[29], in 1971, in an analysis of a structure, described the reduction of
stiffness due to yielding. Steel bilinear hysteric material vas coneid-
sred. Even though the local yielding of joints with regard to shakedown
may be of reasonabls importance, not much has been done in that field
yet. Recently Kaul and Penzien [30] used stochastic snalysis to compute
the yielding of offshors structures. In this study, linearized equations |
that incorporated probability relations were employed.

It should be noted that these new developments are generally not
publicly accessible, because complex programs are needed and verifica-
tion of these programs may require considerable effort before a program
is applicable in design. Verification of the results of computation is
limited by the lack of experimental data or closed-forms solutions (or

similar computations).

As a special problem, equations of motion for cable systems may be i
considered. The structursl alements are unstable, unless loaded for a 1
certain configuration. Material nonlinearity and large strains might be i
important. {

SOLUTION TECHNIQUES

Deterministic

Equations of motion as presented in the previous paragraph must be solved {
in the time domain, and appropriate numerical methods must be used. 4

It is obvious that relatively slow motion is induced by the waves.
The stability of the solution is related to the frequencies of the struc-
ture., Unless special provision is made (e.g., filtering out high fre-
quencies by damping, or using modal analysis vhere applicable), many
time-integration steps may bs required in the solution of the response.
Modal analysis is prefersble to time history anslysis in solving linesr
systems of equations because it allows othervise dependent equations to
be decoupled. If a linearized system of equations is considered, the re-
spones of the structure can be expressed as

u = ¢ (13)

vhere ¢ are mode shapes derived from homogensous equations of motiom. !
From the orthogonality conditions, equation

thenig
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n,, *e * *
My+Cy+Ky = P (16)

can be obtained, using generalized matrices

M= oMy

K = oTke - JA"

c* - oTco

P 0T + oW an

Modal analysis may be thought of as a purely mathematical exercise for
determining orthogonal functions and generalized coordinates that trans-
form systems of coupled ordinary differential equations into independent
equations that can be solved by the Duhamel integral.

Note that Eq. (17) includes hydrodynamic forces only. In linear
analysis, superposition can be used and the response to various loadings
can be superposed. In nonlinear analysis, iterative methods are used to
solve equations linearized with regard to the time step. An equilibrium
or energy balance check may be an important feature of a program for non-
linear response analysis.

In deterministic analysis, the maximum magnitudes of displacements and
stresses that occurred during a given time interval are considered and
evaluated. Bacause the allowable stresses can vary vith the slenderness
ratio, amount of reversible stress ratio, stc., comparison of maximum
values may be a tedious task. It must be remembered that the directions
of wave approach, operating conditions, and drilling conditions all must
be considered. Postprocessing of the results of the response analysis
may therefore be a valuable feature of an integrated computsr program.

Changes in the National Codes applicable to stress analysis can pose
some problems. The updating of the program may not be fast enough to re-
flect those code changes.

Linear analysis allows simple superposition. In nonlinear analysis
1f the nonlinearities are not of major importancas, superposition is still
used. This may be thought of as a process of linearization, analogous to
developing a Pourier series and considering the first term only.

Deterministic analysis is at present a standard approach of evaluat-
ing structural design. The following codes are applicable: API (31],
AISC [32), ACI (33], AWS [34). Por further details on design, see also
[35). A review of deterministic analysis is given in Pig. 1.

Stochastic

In the analysis of offshore structures, stochastic analysis is generally
preferred to deterministic analysis vhenever the vave effects are
predominant.

The main reason lies in the difficulty of composing a reslistic
wave train. The random process describing the ocean waves can, bs assumed
stationary over a short period of time. When linsarized, the dynamic
wave forces have zero-mesan and Gaussian characteristice. Known statis-
tical methods can therefore be used to evaluate the distribution of the
response function and the probability of occurrence of the maximum peaks.

Ea

2

2

S




OFFSMORE STRUCTURES 113

DESCRIBE THE DETERMINE FLUID
STRUCTURE VELOCITY AND
(GEOMETRY ACCELERATION
AND MATERIAL) USING DESIGN
WAVE PARAMETERS
ASSEMBLE MASS, 2
DAMPING, AND USE MORRISON OR
STIFFNESS b FAOUDE-KRILOV
MATRICES EQUATION

. J [

SOLVE FOR

CHECK ALLOWABLE
STRESSES AND

DEFLECTIONS

Fig. 1 Deterministic solution

Pensien and others [26, 36, 37] have published several papers using
a stochastic analysis of offshore structures. The equation of motion
(Eq. (1)) or the linearized equation of motion (Eq. (11)) may be used
for prudicting the response. The response spectrum Sy can be related to

the wave spectrum 8y, by

S = s |r@|? (18)
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14 SHOCK AND VIBRATION COMPUTER PROGRAMS

vhere R is the transfer function. By definition, the transfer functions
sre amplitude quantities of the dynamic deflactions or stresses of the
given lumped mass model, excited by unit amplitude wave forces.

Wave spectrum computation and its application in stochastic analysis
are based on the following:

1. A Gaussiasn phase relationship
2. A continuous spectrum of waves that may be superimposed linearly
3. A stationary and ergodic process

With the vave spectrum and the response spectrum derived from the
wava spectrum, the statistical properties of the response can be obtained.
In particular, if the phenomenon is described by the Gaussian distribution,
the average value of the response will be given by

T = Cvo? 19

vhere 22 is the variance or ares under the spectrum. Values of the coeffi-
cient C have been given by Cartwright and Longuet-Higgins [38]. It is a
property of distributions that processes linearly related to Gaussian pro-
cesses are themselves Gaussian. The variance 0f of the response is equal

to
o - [ Sy (w)du (20)

The stochastic evaluation of the hydrodynamic forces can be simply de-
scribed as follows:

1. Find the wave pressures (loads) of regular waves of unit height
for a number of different frequencies. The loads must be determined for
different angles between the structurs and the direction of the waves.
Waves that will result in a given wave density spectrum should be used.

2. Transfer functions are found in principle by solving the responss
of the structure to the loads specified in 1. The swplitudes of the re-
sponse (displacement, stress, velocity, etc.) plotted in the frequency do-
umain are the transfer functions. When ths linear superposition property
is used, the response spectrum 1is obtained as a product of wave spectrum
snd & quadratic of the transfer functiom.

The parameter describing the statistical distribution of the ampli-
tudes of the response is directly related to the area under tha response
spectrum curve. As the vave spectrum is described by parameters reslated
to observed wave statistice and the response spectrum is directly related
to the wave spectrum, statistical long-term predictions of the responss
can be performed.

When the stresses are computed, the standard deviation of the stresses
Sp from the mean level can be calculated. The Rayleigh distribution

53
PSy) = 1- = (21)
1

wvhere P(Sp) is the probability level, can be found using Eq. (21). Ia
particulsr, the most probable largest stress during a time t can be
found from
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spmax = V20f ta(e/T) @2)

where T is the average period of the response. Stochastic methods have
an sdvantage in a complex evalustion of environmental forces, fatigus,
corrosion, etc.; however, they are applicable only if they can be com-
bined with long-term experience. The stochastic evaluation is used
mainly in Europe, where it is frequently required by lav. The process
of evaluation is shown in Pig. 2.

DESCRIBE THE OEFINE THE UNIT
STRUCTURE WAVE VERSUS
(GEOMETRY FREQUENCY FOR

AND MATERIAL) DESIGN WAVE SPECTRA
g -

, APPLY MORRISON OR
STIFFNESS ®| FROUDE-KRILOV
MATRICES EQUATION

COMPUTE THE
UNIT RESPONSE
CALCULATE THE
TRANGFER FUNCTION
ITUDEY
OSTAIN THE
RESPONSE
PECTRA
EVALUATE THE

Fig. 2 Stochastic solutien
LOADING COWDITIONS

Current

Computation of hydrodynamic forces in the general case includes wave
forces as well as the curreat-induced forces. The curreat is usually spe-
cified by & linearly varying velocity profile. A norlinear velocity pro-
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file can be used when large submerged structures are analyzed, in which
case a variable mud line level may be considered with regard to scouring.

It can be concluded from present calculations that large structures
in a depth of 300 feat or more should be provided with scour protection
wvhenever the seabed consists of fine sand (39). Offshore structures
located where significant steady currents are encountersd can be excited
in the fundamental or higher modes. Oscillations in the flow directions
can be excited in velocities that are one-quarter the velocity of those
currents required for cross-flow excitation [40].

Buoyancy

In the analysis of floating structures where a considerable change of the
total moment of buoyant forces can occur because of the rocking motion
of the structure, buoyancy forces require special sttention.

Wind

Wind pressure force is frequently computed according to AP1 standards
tv = 1/2 cpou’h (23)

where Cp is the wind drag coefficient, p is the air density, W is the
wind speed, and A, is the projected area. For hurricanes, special for-
mulas may have to be considered.

Ice

Ice load 1is usually specified by the thickness of the ice and by the ice-
breaking force. The interaction of the structure with the sea ice causes
cracking of the ice sheets. The effect of cracks on the strength proper-
ties of sea ice was investigated by Mohaghegh [41], who has developed ex-
pressions for the fracture strength of ses ice. Thickness, velocity of
ice flow, temperature, shape of the structure, and other variables affect
the force of the impact of ice sheets on the structure {42], Sometimes
formations of ice on the structure can considerably increase gravity
loads.

Collision

Fendsrs and dolphins are built to minimize the collision effects bstween a
ship and a structure. PFor collision design, the equation of motion sccord-
ing to Cummins which employs impulse response functions, is desirable.
Data on these functions are presented in [43].

Other Loads

Gravity loads of the structure and equipment must be considered during
construction and operational states., Drilling and production live loads
must be specified according to purposs and service requirements. In
higher seismic sones, the sarthquake motioas may be required. Detail
specifications of loads must precede the structural analysis.
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T{PE OF STRUCTURES ’

The computational procedure and applicable computer program(s) for the
solution of structures depand mainly on the aseumptions made for modeling
the physical situation. As a rule, the relative rigidity of the struc-
tural parts sllows the overall structurs to be broken into smaller units
for the purpose of analysis. For example, flexible parts (e.g., risers
and moorings) and the rigid portion of the semisubmersible rig are usually
analyzed separately. Detail stress concentrations in tubular joints are
handled by the dimcretized shell element model with boundary conditions
obtained from analysis of the overall structure.

Fixed-Base Platforms

Fixed-base platforms up to 500 feet in height are usually analyzed by
quasistatic methods that neglect inertial forces. The frequency of these
platforms is high compared with the frequency of the waves, and the damp-
ing effect of the water is sufficient to exclude the possibility of vibra-
tion that is induced by regular waves. For these platforms, programs such
as MARCS and STARDYNE can be used. For structures over 500 feet, linear
or nonlinear dynamic (time history) analysis is preferred, and programs
such as WAVE-LOAD + STRUDL [44], MARCS [45), and WAVE + SAP [46] are appli-
cable. The fundamental pariod of a thres-dimensional truss-type offshore
structure constructed in 1000 feet of water is predicted to range from 7 to
9 seconds depending on the amount of taper. (The taper is designed to min-
imize wave action.) The damping force due to the drag term in the vave
force equation is not great enough to prevent large amplitudes if waves
with periods matching the periods of the structure occur in a regular

wave train.

Fixdd-base platforms are sometimes subject to long oceanic trips
from the assembly site to the construction site. The intermediate posi-
tion requires careful consideration to account for towing conditions and
erection. Programs for simulation of the uprighting process of an
assembled platform from a horizontal position to a vertical position have
been written. They are FLAP [47] and OPUS (48]. A program readily
available through a service buresu is LAUNCH [45], which is actually a
part of the MARCS system.

Uprighting of large rigs (400 feet tall, 7000 tons, and $14 million)
demands special attention to the uprighting procedure. Obviously the up-
righting conditions must be an importsnt pert of the offshore structure
anslyeis pacxage.

Semisubmersible Rig

Semisubmersible rigs respond with relatively large motions to the action
of the vaves. The motion increases with the increased wave height only
up to a certain limit. The rapid fall of the transfer functions starts
at frequencies that correspond to a wavelength grester than about twice
the overall dimensions of the rig in the direction of the waves. A
sesisubmersible should be able to withstand some minimum amount of flood-
ing without sinking or capsizing.

The description of the behavior of floating platforms is usually based
on the assumption that the platform moves as a rigid body described by six
degrees of fresdom. Hydrodynamic forces must be synthesized, restraint
forces due to mooring must be computed, and stability must be evaluated.
Programs for evaluating motions of semisubmersible rigs are often based on
& stochastic approach. Examples of such programs are WAVE-LOAD + STRUDL
and the Esso Production computer prograss. These are described in [49).
For reference, see also [50]).
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Submerged Structures

Since the wave viscous effect for large-sized structures can be naeglected,
the fluid structure interaction is simplified and conventional linear
analysis programs can be used. The analysis of storage tanks that float
and those that stand on the ssabed, either fully submerged or penetrat-
ing the sea surface, are discussed in (6]. No special-purpose programs
in the public domain were found for referenca.

Riser

In addition to its own weight, the spplied tension, an' the hydrodynamic
forces of wave and current, the riser must also resist stresses resulting
from lateral displacements due to rig offset. Nonlinear, large displace-
ment analysis must be applied. Calculations of random responses have bean
given by Tucker and Murtha [51].

In this paper, the relationship between response spectra and input
spectra are developed through a series of intermediate steps sach of
which is either linear or linearized so that the random riser response
variables are also Gaussian. Wave spectra may be presently satisfactory
for vave forecasting but not for riser response. It has been demonstrated
that different spectra lead to greatly different responses. The riser is
very sensitive to the spectril density distribution, and the nonlinesri-
ties in computation are of primary importance. Therefore, at preseat,
the time history deterministic analysis seems to be a better approach.

The input motion of the semisubmersible rig must be computed for the riser.

This computation for the riser is usually done by specialized pro-
grans. Bechtel [52) snd Exxon Research Corporation (RISDYN, DYNRUN) have
compared the riser computations and have had very good agreement. The
above programs are propristary, and no publicly available programs are
known to exist.

During critical environmental conditions, the riser may be disen-
gaged and pulled onto the rig, resulting in a pendulum type of motioca.

For computation of this mode of the riser, a special program was devel-
oped at Bechtel [53].

Pipeline

A special program to analyzae the dynamic response of an offshore pipe-
line was written at Esso Production Research Company {S4]. The differ-
ential equation of motion was expressed in finite difference form and
the Crank-Nicholson time-averaging technique was used for integration.
Bilinear eprings are included to represent the pipe-~stinger interface.
Dynamic motions are induced in the pipe and stinger by specifying the
barge motions as a function of time. Experimental data for the pitch,
roll, and heave of the barge during 6- to 8-foot seas were used. The
program results were comparsd with a simple closed-form anslytic solu-
tion of a beam response.

In deep vater and for large-dismetsr pipe, tension and stingers
are required to control pipelaying stressss and possible buckling fail-
ure. Sometimes a beam slement stiffness is used, togsther with an itera-
tive vquilibrium guess of the deflected pipe. The stepwise computation
should include fluid drag forces vhich are proportional to the square of
the relative velocity.

Engineering Technology Analyste, Inc., offers computationsl capa-
bility using s finite-element progrem called PIPELAY, vhich can solve
tvo- or thres-dimensional nonlinear problems [355). Brief references
concerning the types of loads to be conaidered in submarine pipeline
can be found in [56].

g
A
|
3
i




OFI SHORE STRUCTURES

Cables and Mooring

Submerged moorings and cable structuras require special analysis because
of their negligible rigidity in bending. Since equilibrium for these
structures is possible only for certain deflected shapes, computations
starting from an assumed initial shape are generally unstable. Choo and
Casarella have described methods for the dynamic analysis of cables {57].
A finite alement analysis program for submerged cables was developed at
Bechtel (58). .

Joints

The entire structure is analyzed as a space frame to obtain the internal
joint reactions. These reactions are used to compute the detail stress
distribution in joints by means of the thin-shell finite element theory.
In the finite element mathod, an automatic mesh generation scheme is
desirable for the intersection of tubular members. Since the finite
element that {s based on the third-order polynomial (Pascal trisngle)

may be overstiff, the calculated moment stress concentration is usually
higher than the moment stress calculation measured in experiments. Some
details on stress analysis are referred to in ([59,60). Vissar [61] refers
to the SATE computer program, which is used for analysis of tubular joints.
Lockheed Structural Analysis Services has illustrated the cosputation of
stress concentrations in [62]. The early analysis of stress concentration
in joints was based on the properties of Fourier series, and various pro-
grans, based on [63,64], for the analysis of T-joints, Y-joints, and K~
joints were developed. Background dats for Tubular Joints Design Rules in
Amarican Codes were reviewed in terms of static ultimate strength and fa-
tigue by Marshall {n [65]. A finite element analysis program for tubular
joints vas reported in 1969 by Greste [66]. Experimental studiss related
to joints were described in (67].

SURVEY OF PROGRAMS

Only programs with specific capabilities developed for offshore structures
analysis are listed here. Many programs are propristary, and some pro-
grams say have been omitted for lack of information. Information about
these programs was obtained from published papers, user's manuals, and the
response from the technical public to a questionnaire. This questionnaire
has been mailed to many offshore structures contractors engaged in design,
and to other consulting firms selected from the Directory [(68]. The
authors are aware that the list is incomplete and apologize to developers
for any failure to include s particular program. A summary of the programs
is found in Appendix I.
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APPENDIX I

COMPUTER PROGRAMS

WAVE-LOAD [44]

Capability: Fixed-base offshore structure, semisubmersible platforms
Method: Rigid body motion (6 degrees of freedom), Morrison's equation,
Stokes and Airy wave theories, Pierson-Moskowitz spectral analysis,
soil-pile interaction (STRUDL), integration and iterative force
evaluation within WAVE-LOADS, finite element analysis
Limitation: Basically linear-elastic analysis; transient analysis of
structures with more than 300 joints is generally not recommended,
but the capability exists
Interacting Program: STRUDL
Postprocessing: Preliminary API code check
Affiliation: McDonnell Douglas Automation Company
Box 516
St. Louis, Missouri 63166
Availability: Engineering/consulting firm

MARCS {451

Capability: Fixed-base offshore structures
Method: Stokes wave theory; coupled pile-soil interaction (STRAN);
time history analysis under future development; deterministic,
finite element, linear analysis
Limitation: Limited choice in wave representation
Interacting Program: STRAN
Affiliation: Synercom Technology, Inc.
6300 Hillcroft, Suite 303
Houston, Texas 77036
Availability: Purchase or license

WAVE-5AP [46, 72}

Capability: Fixed-base structures
Method: Linear time history analysis, simulation of soil-pile (special
program), solution feasible for large number of degrees of freedom,
finite element analysis
Limitation: Linear analysis only
Interacting Program: SAP 1.9
Postprocessing: Stress evaluation
Affiliation: Bechtel International Corporation
350 Mission Street
San Francisco, California 94105
Availability: Proprietary

(24)

Capadbility: Fixed-base platforms
Msthod: Nonlinesr time history analysis; modified Airy vave theory;
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Morrison's equation; stress cycles for fatigue evaluation are
counted; differences in added mass in tangential and normal
directions are considered; deterministic, finite element analysis
Affiliation: Esso Production Research
P.O. Box 2189
Houston, Texas 77001
Availability: Proprietary

DISMAR/CARGON {71}

Capability: Floating platforms, fixed-base platforms

Method: Time history analysis, substructure analysis, evaluates non-
linear equations of motion, stochastic evaluation of final results
can be produced, finite element analysis

Limitations: Basically linear structural anslysis

Interacting Program: NASTRAN

Affiliation: Teconomare S.p.A., Italy

Avoilzhility: Proprietary

MOSAS {69)

Capability: Semisubmersible and floating structures

Method: Rigid body motion (6 degrees of freedom), Morrison's equation
(linearized), Froude-Krilov force, linear wave theory

Limitation: 150 joints, 160 members

Interacting Program: STRUDL

Postprocessing: Statistical evaluation (stress transfer functions for
certain members)

Aff{liation: Shell, Rotterdam, Netherlands

Availability: Proprietary

{74)

Capability: Floating Platforms
Method: Froude-Krilov forces are used with linearized viscous forces;

rigid body motion for 6 degrees of freedom for the semisubmersible
rig; Plerson-Moskowitz spectra and stochastic analysis, including
flooding stability evaluation, sre performed
Limitation: Linerized equations
Postprocessing: Fatigue evaluation
Affiliation: Esso Production Research Co.
P.O, Box 2189
Houston, Texas 77001
Availability: Proprietary

Mobile Offshore Units (70]

Capability: Semisubmersible platform
Method: Rigid body motion (6 degrees of freedom), several wave spectra
are available, stress transfer functions, finite element analysie
Limitation: In statistical evaluation, nonlinear drag forces are neglected
Interacting Program: STRUDL
Postprocessing: Stress concentration in joints
Comment: Miner Lav is fatigue criterion
Affiliation: Bureau Veritas (Classification Socisty)
Oslo, Norway
Availability: Propristary
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LAUNCH [73]

Capability: Fixed-base offshore structures
Method: Launching, lifting, and flooding included
Limitation: Interactive static analysis
Affiliation: Synercom Technology, Inc.

6300 Hillcroft, Suite 303

Houston, Texas 77036
Availability: Purchase or license

OPUS [48)

Capability: Offshore platfora upending simulation
Interacting Program: IBM System/360 timeshore software
Affiliation: Earl & Wright

657 Howard Street

San Prancisco, CA. 94105
Availability: Consulting basis

Riser Dynamics (52, 53]

Capability: Nonlinear dynamic analysis of riser
Method: Based on finite difference method and Morrison's equation;
Airy, Stokes, or cnoidal wave theories are used; time history
analysis for large horizontal displacement and various boundary
conditions is available
Limitation: Two-dimensional analysis
Postprocessing: Comparative studies of response due to various wave
parameters and riser pretensioning
Affiliation: Bechtel International Corporation
350 Mission Street
San Francisco, CA. 94105

ETA/PIPLAY [55]

Capability: Finite element nonlinear (geometric) analysis for three-
dimensionsl pipe laying operations
Method: Stokes V wave theory used
Limitation: Maximum of 100 jointe
Affiliation: Engineering Technology Analysts, Inc.
4140 Southwest Freevay
Houston, Texas 77027
Availability: Consulting basis

NLIN (58]

Capability: Submerged cable structures
Method: Nonlinear static and dynamic finite element analysis, uses
three-dimensional general model, curved cable element, towing and
deployment of cable system for time history analysis
Limitation: Hydrodynamic analysis of current-induced forces only
Affiliation: Bechtel Internationsl Corporation
350 Mission Street
San Francisco, CA. 94105
Availability: Proprietary
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WAVMAS/SPACE III (75]

Capability: Finite element method for beam and shell elements
Method: Wave forces based on Stokes V theory
Limitation: Maximum of 500 joints to represent structure
Interacting Program: SPACE III
Postprocessing: Plotting of structural geometry is available
Affiliation: ODECO

1600 Canal Street

New Orleans, Louisisna 70161
Availability: Proprietary

{75]

Capability: Beam and shell finite element snalysis
Method: Dynamic capability for studying barge or ship motion, stochastic
approach used
Interacting Program: NASTRAN is the main program; SCORES used for
ship motion
Postprocessing: Plotting of structure geometry is available
Affiliation: J. J. Henry Co.
West Park Drive
Moorestown, New Jersey 08057
Availability: Consulting basis or service bureau

Semigsubmersible Mooring Motions

Capability: Semisubmersible rig and mooring lines
Method: Nonlinear finite element analysis; Stokes and non-Stokes wave
theories used; the dynamic portion is based on harmonic analysis

Limitation: Maximum of 1500 joints
Postprocessing: Plotting of structure and resultant forces and moments
Affiliation: Ocean 0il International Engineering

3019 Mercedes Boulevard

New Orleans, Louisiana 70114
Availability: Consulting basis (contact Hector Pazos of above)

(78]

Capability: Fixed-base structures
Method: Dynamic finite element, a feature for analyzing stress concen-
tration at joints, Stokes V wave theory used
Interacting Program: STRUDL
Postprocessing: Checks for compliance with AISC and API code
Aff{liation: De Long Corp, Hersent Offshore, Inc.
24 Broadway
New York, New York 10006
Availability: Proprietary

{77]

Capability: Program uses pipe (curved beam) element to model the structure
Method: Based on finite difference method and Airy wave theory,
deterministic or stochastic solution of dynauic problem for both
soil structure and vave-structure interaction
Limitation: Maximum of 500 joints to describe the structure
Affiliation: Clemson University,
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Civil Engineering Department
Clemson, South Carolina 29631
Availability: University program available to public

Capability: Static analysis of beam and pipe elements
Method: Includes AISC code check, wave theory includes Airy and Stokes V
Limitation: Maximum of 100 joints to describe the structure
Postprocessing: Plotting of structure geometry is available
Affiliation: Shell 011 Company

P,0. Box 2099

Houston, Texas 77001
Availability: Proprietary
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Frames

R. R. Craig, Jr.
C. P. Johnson
Texas Institute for Computational Mechanics
The University of Texas at Austin

INTRODUCTION

Although most, 1if not all, genersl purpose programs having the capability of
solving structural dynamics problems possess the capability of solving frame
problems, the present chapter is restricted to a discussion of programs whoss
primary purpose is the solution of dynamic (and, in some cases, static) pro-
blems involving frame structures. Undoubtedly many frame analysis programs
exist which were not discovered in the authors' search for programs. Howaver,
the programs which are described in this chapter do solve a broad range of
frame structural dynamics problems.

The key ingredient in all frame programs is the frame element, a one-
dimensional element with six degrees of freedom st each end., Frame elements
may be assembled to form structures ranging from continucus beams to three-
dimensional frame structures. Some programs described herein permit struc-
tures of arbitrary geometry to be described. Several programs are restricted
to specialized models of building frames. The types of dynamic behavior rep-
resented are: eigenvalue/eigenvector extraction, transient response, harmonic
response, and seismic (shock spectrum) response. Some programs are restricted
to linearly-slastic response of structures, vhile others permit materiasl and/
or geometric nonlinearity. All programs reviewed are based on the finite el-
ement displacement method.

SOLUTION PROZEDURES

Equations of Motion

The equations of motion for the structure may be written in the form [1]
M) (ax) + (aPl) = (ar®} (6))

vhere {AF®} {s the incresmental load vector, (A!i) contains incremental inter-
nal loads including damping, {Ax]} is the vector of incremantal displacements,
(M) 4s the mass matrix, and superscript dots denote time derivatives. For
linesrly-slastic structures vith linear viscous damping Eq. (1) becomes

MI(Z) + (C)(X} + [K}{x} = (F") (2)

vhere [C] 1s the demping matrix and (K] is the stiffness matrix.
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Static Anslysis

Some programs which trest dynamic analysis of frame structures also make a
provision for static analysis. For static analysis of linearly-elastic struc-
tures the equilibrium equation

K){x} = (F*} )

is solved. In most programs an attempt has been made to make the equation
solver for Eq. (3) ss efficient as possible by taking advantage of the sym-
metry and bandedness of [K]). Static snalysis of structures exhibiting non-
linear response (geometric or material) is performed by employing incremental
loading together with the tangent stiffness matrix as indicated by

(k) (ax} = {ar®) ®

An fterative solution is required for Eq. (4) since the [K.] computed st con-
figuration {x} + {Ax} will generally not be the same as the (K.} computed at
configuration {x) and used in Bq. (4). This is illustrated by the one-
dimensional load-deflection curve below

F(x + Ax)

F(x) I i

aix
FPig. 1 Nonlinear load-deflection curve
Dynamic Analysis
The types of dynamic snalysis available in the frame programs dascribed in
this chapter include: eigenvalus/eigenvector extraction (modes and frequen-

cies), transient response, harmonic response, and seismic (shock spectrum)
response.

Modes and Frequencies

The eigenvalue probles for linsarly-elastic structures may be written
KIx) - w? M) (X} = {0} (5

vhers w is the circular natural frequency of free vibration and (X} is the
mode shape vector, 1If the structure is restrained such that no rigid-body
wotion is allowed, the values of w will all be positive. There will be a
value of w = O corresponding to each rigid body mode present.




MR

I RAMES 131

Three types of methods are currently used in structural dynamics soft-
wvare [1]: (1) matrix transformation methods, e.g. Houssholder's method or
Jacobi's method; (2) vector iterstion; and (3) determinant search (ususlly
with Sturm sequence checks). The Householder method, which transforms a
matrix to tridiagonal form, may be followed by the QR algorithm which computes
eigenvalues of the tridiagonal matrix and by inverse iteration to determine
the eigenvectors. The Jacobi method transforms a matrix to diagonal form
and, at the same time, produces the eigenvectors. Since matrix transforma-
tion methods such as the Householder method and Jacobi's method produce all
eigenvalues at one time, they are not generally employed for large problems,
Vector iteration and determinant search, on the other hand, permit determina-
tion of a sub-set of the total number of eigenvalues and eigenvectors of the
system. In these latter methods it is also possible to take advantage of
the bandedneas of the original matricas,

Transient Analysis

Problems classified as transient analysis problems are those governed by
Eq. (1), vhere {AF®) is a vector containing specified functions of time, end
vhere initial conditions are specified. The case where components of {AF®}
are harmonic functions of time will be treated separately below as will the
case where the excitation is prescribed by shock spectra.

For linear transient response problems, governed by Eq. (2), either of
two methods for dealing with the time dependent nature of the problem may be
employed: (1) mode superposition, or (2) direct integration. In mode super-
position the normal modes are used to uncouple the equations of motion. Damp-
ing is usually defined in such a manner that the damping matrix is also diag-
onal vhen transformed to modal coordinates. For viscous damping, the result-
ing equations have the form

o . 2 .
'j + uj"'j'j + "’j lj pj(t) (6)

vhere '_1 (t) is the time-dependent amplitude of the jth normal mode, I, is the

damping”factor, w; is the circulsr natural frequency, and p, is the £grcing

function. In the programs reviewed here, the forcing functlons are assumed

to be piecevise linear. The use of plecewise linear forcing functions, pj(t).

in Bq. (6) permits a closed-form solution of this equation to be used. O

the other hand, Bq. (6) can slso be solved by step-by-step numerical integra-

tion.

The direct integration method involves a step-by-step numerical integra-
tion of the original coupled equations of motion, e.g. Eq. (2). If wave
propagation effects are important, i.e. if the high-frequency modes of the
system contribute significantly to the response, direct integration should
be used. Othervise, mode-superposition is more desirable since modes having
frequencies above a stated cut-off frequency can be eliminated. Of the
linear analysis programs reviewed in this chapter, only two employ direct
integration of the original coupled equations.

Direct integration of the coupled equations of motion has been used in
the programs which treat nonlinesr transient response. Integration is per-
formed by assuming a fors for the acceleration during a time step of length At.
The method based on linsar varistion of scceleration with respect to time is
known to be unstsble in the presence of vibration modes with periods exceed-
ing approximately one third of the time step. Belytschko [1] motes that the
use of a conditionally stable method, such as the linear acceleration method,
on elastic-plastic problems could lead to an uudetected "srrested instability.”
The constant avarage acceleration method is stable for all values of At and
produces results of acceptable accuracy if At is short im comparison with the
periods of dominant modes present in the response.
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The solution of a nonlinear transient response problem is similar in
some respects to a nonlinear static analysis in that an incremental solution
is employed. For example, Eq. (1) may be written

(M1 8x) + [Cy) {ax) + (K] (ax} = (aF®) n

vhere [Kp] is the tangent stiffness matrix ind [Cp) is & so-called tangent
damping matrix. The tangent stiffness matrix must account for material non-
linesrity and geometric nonlinearity. The latter is sometimes referred to as
the "P-A effect.” As in a nonlinear static analysis, it is necesssry to eval-
uate member forces at the end of a time step (load increment) and apply cor-
rective forces if (dynamic) equilibrium is not satisfied due to changes that
have tsken place in (Ky) and [Cy] over the time step.

Harmonic Analynis

For linear behavior of structures subject to harmonic excitation it is useful
to have available the closed form solution of Bq. (6), consisting of the
steady-state solution and the starting transient solution. Several programs
reviewed here provide this capability.

Seismic Analysis; Shock Spectrum

The snalysis of the response .f a structure to earthquake motion may either
be deterministic or non-deten 'nistic., A deterministic snalysis msy be car-
ried out using the transient uaslysis capability of a program if the time his-
tory of the input i{s known. Alternatively, information regarding approxima-
tions to the peak response can be determined using the shock spectrum method
(3]1. 1f, for a given excitation py(t) Eq. (6) is integrated to determine the
velocity z,(t), the result will depend on the value of the damping factor 4]
and the u!unl frequency wy (or the period Tj). The spectral velocity is
defined as the maximum value of ij(t). i.e.

5,(6.T) £ max (2(c,T;t)) ®

Since the epectral velocity gives the maximum velocity response >f a given
mode due to a given input function, it is necessary to combine the effects of
all participating modes in order to determine the total response. Since the
shock spectrum does not contain phase information, the contributions of vari-
ous modes to the total response can only be combined in an approximate manner.
Two such methods are: () root-mesn-square, and (2) sum of absolute values.

Special Solution Procedures

Although most pros.ims reviewed are restricted to solving particular problems
for frame structures, one program [2] is designed primsrily for teaching con-
cepts of matrix structural ana'yeis and structural dynamics. It includes
comsands for executing all of 1he standsrd matrix operations, e.g. load,
print, add, multiply, invert, psrtition, etc. In addition, it has commands
for generating element matriies, ansembling system matrices by the direct
stiffness method, solving “or element stresses, determining transient response,
and other structural mechauics oriented commands.
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MODELING

As stated previously, the key ingredient in all frame analysis programs is
the frame element. Several programs allow arbitrary configurations of struc-
tures to be assembled from frame elements; others treat specialized models
of building frames. The latter type will be described first, and then there
will be mention of the various elemsnts available.

Special Building Models

Several of the programs revieved deal with special models for multi-story
building frames. In each of these the principal assumption is that each floor
level may be assumed to be rigid in its own plane., Thus, in those programs
dealing with three-dimensionsl frames, the rigid-body degrees of freedom of
each floor consist of two translational components plus & rotation about the
vertical. In some plane frame programs the assumption of floors rigid in
their own plane may also be enforced.

Weaver and his colleagues have developed computer programs based on the
"tier building"” model [4,5,6]. This is described as follows [(6]:

The tier building model is a specialized case of the general
problem of rigid bodies elastically connected by structural
space framing. The model consists of floor and roof dia-
phragms that are rigid in their own plsnes, flexible normal

to their planes, and are interconnected by structural framing
and shear walls., The framing spans between joints which are
arranged in a three-dimensional grid-work pattern oriented
parallel to a set of three orthogonal reference axes. Columns
and shear wvalls are vertical and parallel to the g reference
axis, whereas beams framing into the columns and shear walls
are parallel to the x and y reference axes. Shear wall con-
figurations must conforam to the grid-work psttern and may run
only between joints. Bracing must e¢ither lie in planes parallel
to the x,z plane or the y,z plane and must span between adjacent
floors and between adjscent grid lines.

An alternative model, not restricted to rectangular geometry, is employed
in [7]. This model is based on a substructure concept, wherein beams, columns
and shesr walls are asseabled to form & plane frame. The plane frames are
then connected together by rigid floor diaphragms to form the three-dimensional
structure.

Element Properties

Stiffness Matrix (Linear) of Frame Element

The straight frame element of uniform cross section is described in (8] and
in other standard references on matrix structural analysis or finite element
snalysis. Shear deformation is allowed in some cases. For three-disensionsl
framsvorks there are six degrees of freedom (d.o.f.) st each node (end).
Specisl cases such as the plane frame element (three d.o.f.), space truss
(three d.0.f.), plane truss (tvo d.o.f.) and beam (two d.o.f.) are available
as separate elements in some programs. Tspered elements and curved slements
are available in other programs.
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Geometric Stiffness Matrix of Frame Element

For large displacements involved in an analysis of post-buckling or of inelas-
tic behavior, the geometric stiffness matrix [8] may be used to account for
the effect of the axial force on the lateral displacements, the "P-A sffect"
referred to earlier.

Special Elements

In some structures the nature of the joints makes it desirable to have avail-
able procedures for handling finite-dimension joints, partial fixity at jointas,
or releases at joints. The finite-dimension joint is treated by attaching
short rigid links to the ends of the usual frame alements, Partial fixity
is treated by use of local springs.

One program (3] provides a twentyfour d.o0.f. rectangular prism element
for modeling the soil near a building and a rigid block with six degress of
freedom for modeiing a massive foundation,

Mass Matrices

Some of the programs reviewsed include consistent mass matrices for the frame
elements (8], while others employ either & lumped mass model or the model of
elastically-connected rigid bodies. The latter is employed in the specisl
building frame programs which model the floor and roof slabs as bodies which
are rigid in their own plane. Then the inertia properties of the slab, to-
gether with any beam or column mass included, are determined using two com~
ponents of translation of the mass center in the plane of the slsb and a ro-
tation about the normal to the slab.

Damping

Most of the programs reviewed permit viscous damping to be iacorporated in
some manner, either by assuming a damping matrix of the form

fc} = alv] + 8(K] O]

or by specifying damping factors L4, to be used in Eq. (6). The former will
be referred to as proportional damping, the latter as modal damping. Another
form of damping, not widely available in the frame programs reviewed, is
called structural damping. In this case, the damping is assumed to be propor-
tional to the elastic force, but 180 degrees out of phase with the velocity.

INPUT/OUTPUT

One feature that potentially distinguishes a frame analysis program from a
general purpose computer program is ths 1/0 format. For sxampls, the specisl
purpose programs for buildings have features for imput and output of data
relative to stories and bays. In most cases the input format is closely re-
lated to a more-or-less standard finite element program imput, i.e. nodal
data, material data, elemsnt data, connectivities, boundsry conditions, loads,
atc,
All of the programs reviewed, with the exception of thres, srs sssentially
batch programs with specified input formsts. Two programs (2,9]) are designed
for convenient intersctive, or remote terminal, exscution. Both have free-
field input format with data fields being separated by commas. Both programs
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can also be executed in a "remote batch” or batch mode, i.e. if the problem
is large the input data can be submitted from a time-share terminal but the
job 1is then executed in the normal batch mode. Frae-field input is also
employed in the program of (10].

The output of most programs consists of printer output of time histories
of displacements of floors or node points, time history of internal foices
or maximus values of internal forces, and mode shapes. Several programs per-
mnit plotting of mode shapes, time histories of specified displacements, and/or
noment and shear diagrams.

PROGRAM SUMMARIES

In the program summaries which follov and in Table 1 the authors have attempt-
ed to present an accurate description of the programs reviewed. The informa-
tion presented was obtained from a questionnaire filled out by most program
developers and from program documentation, when supplied. It is the authors'
l;op: that no gross misrepresentations appear in the program summaries which
ollowv.

Structures and Matrix Interpretive System (SMIS74) (2]

Date: July 1974,

Capability: Standard matrix operations (load, add, invert, etc.); special
structural mechanice commands to formulate element stiffness and mass
natrices, assemble system matrices by direct stiffness method, and
solve transient response problem.

Methods: Eigensolver - QR method with inverse iteration for sigenvectors;
transient response - linear acceleration step-by-step solution of modal
squatfons.

Limitations and Restrictions: Matrices are stored in & single vector whose
size is set at time of execution; suxiliary matrix storage on two ex-
ternal files; eigensolution restricted to 80 d.o.f.

Documentation: Users' Msnual and Programmers' Cuide contains complete des-
cription of all operations (i.s. matrix operations and spacisl structural
analysis operations) including input formats; sample static analysis
and dynamic anslysis.

Input: Free-field, with data fields separated by commss. Operation code word
(s.g. LOAD), matrix names, and numerical data (e.g. matrix sisze) are
input. Program can be operated interactively, i.e. one "card" at a time,
or as a batch job.

Output: Matrix PRINT can be used to output any matrix, e.g. static displace-
msent, modal matrix, etc. Member forces in a static analysis are output
by the FORCE command. Crude line printer plot of vectors available.

Language: FORTRAN IV, special system calls associsted with allocation of
satrix storage at time of execution.

Hardware: CDC 6600, 36K octal words plus matrix storage

Developera: Eric B, Becker and Roy R. Craig, Jr.,

Texas Institute for Computational Mechanics, and
Dept. of Aerospace Engineering and Engineering Mechanics,
The University of Texas at Austin
Availability: $200, purchase from
Dr. Roy R. Craig, Jr.
Texas Institute for Computational Mechanics
The University of Texas at Austin
Austin, Texas 78712

Comments: Thoroughly documented. Designed especially as an instructiomnal
tool for teaching introductory matrix structursl analysis and structural
dynamics courses. Convenient free-field input format snd interactive
exscution permit step-by-step solution of probless, including interactive
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design problems. Batch solution can be employed for large problems 1if
deaired. Modularity of program permits relatively easy addition of fur-
ther operations if desired.

Inelastic Analysis of Tier Buildings (INELASTIER) (4]

Date: May 1972,

Capability: Static and transient response of plane framas or of rectangular
buildings using tier building model; inelastic behavior of members.
Methods: Incremental loading, linear acceleration method for transient re-

sponse,

Limitations and Restrictions: Standard program - Max, 10 stories, 5 bays in
both x and y directions, 20 joints per floor.

Documentetion: Author's Ph,D. dissertation available as a technical report
[2]) including theory, input data formate, examples, listing, and sample
output.

Input: Fixed format, data input organized according to stories and bays.

Output: Floor displacements, member end actions, joint displacements; max-
imum values or values at each load step.

Language: FORTRAN IV (H)

Hardware: IBM 360/67, 500K bytes.

Developer: James L. Bockholt,

Department of Civil Engineering
Stanford University
(Prof. William W. Weaver, Jr., supervising professor)
Availability: $240, purchase from
William Weaver, Jr., Prof. Struct. Engr.
Department of Civil Engineering
Stanford University
Stanford, Calif. 94305,

Comments: Documentation appears to be espacially good. Complets theory,
examples including run times, detsiled input format descriptions, and
programming notes should make program usage straightforward. A related
plane frame program, INELAS2D, 1s described in the sams reference. Cur-
vent limitations for this program are: 20 stories, 10 bays.

Soil - Poundation - Structure Interaction During Earthquake
Excitations (SOILTIER) [5] )

Date: June 1971,

Capability: Analysis of modes and frequencies, and of transient responss of
rectangulsar buildings using the tier building model and including effects
of the s0il and atructural foundation on transmission of specified bed-
rock accelerations to the building.

Methode: FPFinite element representstion of frame members and soil; rigid-body
representation of foundation motion and in-plane floor motion; modes and
frequencies; step-by-step direct integration for transieat response.

Limitations and Restrictions: Standard program - Maximum 7 elements in x and
Y, 4 elements in g, 128 d.o.f. in response calculations, 50 segment forc-
ing functions in x and y directions.

Documentation: Author's Ph.D, dissertation svailable in a technical report (5]
including theory, examples, and listing.

Input: Fixed-format. Portions of the stiffness and mass matrices of the tier
building are generated in SOILTIER, Part 2. These matrices are then
given to SOILTIER as input data.

Output: Tims histories and maxisum values of accelerstions, velocities, and
displacemsnts. Maximum story shears.

Language: FORTRAN IV (RH)

Hardware: IBM 360/67
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Developer: Gregg E. Brandow
Department of Civil Engineering
Stanford University
(Prof. William W, Weaver, Jr., supervising professor)
Availability: $240, purchase from
William Weaver, Jr., Prof. Structural Engineering,
Department of Civil Engineering %
Stanford University é
i

Stanford, Calif. 94305

Dynamics of Tier Building (DYNATIER) [6] 2

Date: June 1970

Capability: Modes and frequencies, and response of structure to piecewise
linear forcing for rectangular space frames

Methods: Eigensolver - Jacobi method; transient response - closed form aclu-
tion of modal equations for piecewise linear excitation; tier building
model.

Limitations and Restrictions: 21 stories, 63 d.o.f. per floor

Documentation: Author's thesis for Engineer degree available as a technical
report [6], including brief summary of theory, input data formats, listing,
and sample problem. Thesis includes description of companion static
analysis program, STATIER,

Input: Fixed format; geometry and member properties related to stories and
bays.

Output: Natural frequencies and mode shapes, displacement-time histories, mem-
ber force-time histories, maximum member forces, static anslysis. Plots
of mode shapes and displacement-time histories.

Language: FORTRAN IV (H)

Hardware: IBM 360/67, 330K bytes

Developer: Gragg Everett Brandow:

Dept. of Civil Engineering
Stanford Univeristy
(Prof, William W, Weaver, Jr., supervising professor)
Avatlability: $240, purchase from
William Weaver, Jr., Prof, Struct. Engr.
Dept. of Civil Engineering
Stanford University
Stanford, Calif. 94305

Comments: Well documented. Tier building modesl may result in a substantial
reduction of the number of degrees of freedom required in the eigen-
solution.

Three-Dimensional Analysis of Building Systems (XTABS) [7)

Date: Fabruary 1974

Capability: Linear analysis of frame and shesr wall buildings subjected to
static and earthquake loadings; modes and frequencies; nonsymmetric, non-
rectangular buildings that have frames and shear walls located arbitrarily
in plan can be considered,

Msthods: Structure idealized as frames connected to floor diaphragms rigid in
their own planes; special elements for shear panel and finite joint;
piecevise linear forcing with closed form int<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>