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FREFACE

The MUSAC II methodology described in this technical note is & ?
revision of the oririnal MUSAC model described im the dru.t report:
"MUSAC--A Representation of the Passive Sonar Classification Procesa,”

SRI Project 1318-240, November 1973. The major revieions to the method-
ology include a new formulation of & multifeature sonar detection model,
different likelihood calculations, arnd & more generalized decision making
procedure. Thia technical uwote provides a concise theoretical descrip:ion -
of the MUSAC 1XI methodology; the new councepts have not, &8 yet, been

tested by & computer implementation of the methodology.

The purvoge of the resesrch was to create & methodology thet
mathematically repragenta the passive sonar clagsification process in a
multiple target environment. The MUSAC IT methodology is not intended
to be a scoftware package for real clasaification hardware; instead,
MUSAC IT ie intended to be used by analysts to study pasalve sonax sya-
tems. The primexy application of the MUSAC 11 methodolegy will be for

deta.led Monte Carlo simuletion modeling of scoustic wr -fare engagements.

ff The methodolcgy will provide classification decisfons that can be used

i I Tm, Tl e o/ T A Eam ot e

to initiate tactics in an engagement model., The MUSAC II methodology

ases the standard acoustic parameters of clasmical sonar dete:tion theory.
By using & physical-based approach, the methodology éan represent the i
inherent clseaification capability of a soner ayetem, particularly the %
sensitivity to signsl-to-noise ratios. The alternative approach would j
] ‘ try to duplicate the man/machine classificatlion process by simulating *

the human pexception of classification cluea. MUSAC I1 does not try to

duplicate the man/machine clasgification process, ‘astead MUSAC II }

TR T R

deternines classification decisions from the fundawrental information
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content of the acoustics. MUSAC II represente an ideal aomar classifiex
in the same sense that classical theory represents an ideal sonar
detector. The detection capability of detection models can be adjusted
to simulate real systems; in the same way, the classification capability

of MUSAC 11 can be adjusted to simulate real passive szopar systemn.

The MUSAC II project was conceived as a continuation of a classifi-
cation model development effort under the sponsorship of Jamea G. Smith,
Code £31, Office of Naval Reacarch, As nart of an ONR reorganization,
the MIISAC II project was transferred to Code 230. After evaluating the
potential application and merit of the methodology relative to Code 230
program cbjectives, the project was redirected to tasks involving tactical
development and evaluation research. This technical note reports on the

partially completed reseerch of the original :tasking.

The authors are indebted to G. W. Black and W. F. Frye who were the
originatore of the basic ideas of the MUSAC methodology.
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I INTRODUCTION

The Multiple Source Acoustic Classification (MUSAC) methodology is
a mathematical representation of passive sonar classificetion., The
principal attribute of the MUSAC II methodology iz its multiple-target
capability, Almost without exceptiomn, other models allow for only one
target at a time, The methodology is based on the detection of acoustic
features. 1In this way, spectral and spatial accustic information is
included so that the sonar svstems' bearing and frequency resolution can
be related to the clasaification outcome. The accustic features are
defined by the analyst; the features can be narrowband, broadbend, or
medulated broadband classification clues (for example, Lofar oxr Demon
lines). The acoustic features are represented by Bernculli random vari-
bles. The stochastic atructure of the model provides for realistic
random variations of acoustic data. A dynamic encounter is represented
by a time-atep simulation. Thé MUSAC II methodology is structured for
sequential decision-making by the update of classification information
and the change in kinematic variables over time., From Monte Carlo
replicationsg, the probability of msking selected tactical and clagsifi-

cation decisions can be estiumted.

The MUSAC II methodology uses a Bayesian decision-making approsch.
Figure 1 shows the model flow., The analyst first formulates a set of
multiple-target hypotheses that will be used in the engagement simulation,
The probability of detecting specified acoustic features is calculated
at each time step, for each sonar look angle, Aand for each hypothesis
(the true target configuration is usually one of the hypotheses). These
detection probabilities ave thep used, in conjunction with the observed

randns Lo¢urer  to calculate the ii%elibood that the data would be
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observed if the hypothesis were true. The likelihoods and the prior
prohabilities are then combined to produce the posterior probabilicy
thet the ith hypothesis is true, given the observed data. The analyat
defines iactical or classification decisions that are to be simulated,
he defines the value of making the decision when each hypothesis is

true, and he defines value thresholds. With this decision structure,
MUSAC II determines if a decision is to be mude at the present ime step;
1f not, another time-step is simulated and more data collected, If a

decision is made, the decision with the largest average value is chosen.

The above brief outline of the MUSAC T{ methodolegy is discusged in

detail in the four following chapters, as indicated on Figure 1.

CHAPTER TITLES:

it HYFOTHESIE

FORMULATION HI SONAR
DETECTION
...... - i
‘r i MOoEL IV HYPOTHESIS
1 £ e o o e e ey PROBABRILITY
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Teargat r [ v oo o anem oy
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I
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1 |
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Tinw | _— 1 R .
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FIGURE 1 MUSAC II MODEL FLOW
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1T HYPOTHESIS FOFMUTATION

Hypothesis formulation {u the most critical part of the methodology
because the hypothesis set directly determines the noesible target grcup
configurations under consideration, and because the asize of the hypothesis
set detexmines ¢he computational burden required to execute the model.

The formulation of multitarget hypotheses are unique to MUSAC I1 and are
very powerful in that they allow the wultitarget clagsification problem

to be addressad,

The multitarget hypothesiu get consists of ordered arrangements of

two components: single-target classes and target tracks.

A, Single~-Target Classes

The set of single-target classes is a list of target types that the
observer expocts to encounter. For any particular application of MUSAC II,
the set of single-target classes is defined by the analyst. Depending
on the problem at hand, the single-target classes can be very general
(submarine, high value warship, low value warship, merchant) or quite
deialled (688 clags submarine, Nimitz class aircraft carrier). The level
of detail o3 the set of single-target classes dictates the complexity of
the acoustic functions that define the uniqueness of a single-target

vlasg within the model,

Each single-target class is defilred by a set of functions that
describe its acousiilc characteristics. These functions are like a library
of acoustie signatures that an chserver would compare to his observations
to make classiiication decisions. 1n MUSAC II, howaver, the accustic
functions are in texrms of averagc source levels instead of reccived sig-

nal levels, as would be the case with real signatures. Thewe are three

3
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types of functions that describe a single-target class: n rrowband,
broadband, and modulated broadbemxd functions.

The narrowband charzctexristics are described hy a #0t of functions
that defin: o average Lofar line level at specified frequencies. The
narrowba?! Jwoctions have parameters of target speed and aspect angle.
Different single-<arget classes may have different numbers of lofer lines
oxr different line levels. The total number of narrowband features in the
model 13 determined by the total number of different linme frequencies.

If a target does not: generate a Lofar line at a particular frequency in
the set, then that narrowband function associat. 1 with the target is

agsigned zero power at that frequency.

The broadband characteristics are described by a set of functions
that define the average source spectrum level of the targef cleosges.
These functions have parameters of frequency, tarret speed, and zspect
angle. The broadbead gspectrum can be filtered into a set of broadband
features., Thus r sgh claasification clues can be derived fxom the pres-
ence or absence of low, wedium, or high frequency broadband radistion.

The broadband spectrum also acts az ncise when detecting Lofar sand Dewmon

lines.

The modulated broadband characteriatics are described by & set of
functions that define the average modulation leve n for a defined met of
Demon lines, The parameters for these functions include broadbamd fre-

quency, target speed, and aspect angle. To each Demon line, a modulation-

level function is assigned; whereas, to each Lofar line, a line-level

value is assigned. Thus the description of Demon featur.s is more compli~

cated thoan Lofar features,

Besides the user-defined single target classes there is & spacizl
target cluss, designated ‘'montsrget,” that will usuaily be included in

the set of single-target classes. The aontarget is charactevizad by
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zero power for all the acoustic characteristica. This special target
class is required to model the detection of the targets. If at a par-
ticular time step the observer has not detected one or more of the

acturl targets, then a hypothesis that contains the class of nontarget

at the appropriate bearings wiil receive a high likelihood value.

B. Terget Tracks

The second comporent in formulating multitarget hypotheras is a
set of target tracks. A track is defined by the target's initial
poeition and !ts course and speed as & function of time. From these
functiona the parameters of range, bearing, speed, and aspect angle of
the target on a particular track can be calculated. It is important to
note that the tracks are not limited to straight lines, nd that enly
the target positions 2t the current time step need to be kmown. That is,
if MUSAC II is formulated sz an engagement model, then the decisions at

one time step can affect the position of the observer end targete in

latexr time steps.

Target tracks are thought of a&s haviug an exiatence independent of
the target that is moving on them. The reason for this point of view is
that hypothetical target configurations are constructed Ly assigning
single- target clanies to the tracks. The set of tracks will always
include the tracks of the one true targe. configuration. In some
applications of MUSAC II, hypotheiical tracks wmay be defined in additiomn

to the true tracks.

For most applicationa, only the tracks of the true targets will be
defined. uis a-sumds that the obsevver knows the range and bearing to
the actual targets during the engsgement. The priwary purpose of

defining the target tracks in MUSAC XI is to provide the neceasary

kinematic parameters for use in the scoustic characterist’'c functions.
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The acouetic functions and the txack parameters are a representation of
an acougtic signature library that the observer would comp re to his
observations for classirication do ision waking. The perfect tracking
assumption impliee that the observer selecta from the library only those
signatures that correspond to the range, spe=d, and aspect of the true

targets.,

Hypothetical tracke can be defined for ihe purpose of wmodeling
target position uncertainty. When additional tracke are defined, the
MUSAC II methodology also performs a localization function in the serae that
8 hypothesia with target pomition close to the true target position will
receive a higher likelihood value than a hypothesis that places tarxgets
away from the observed position. The addition of hypothetical tracks
will result in moxe hypotheaes. The most limiting feature of the MUSAC II
methodology is the potential large size of the hypothesis set. For any
particular application of the model, the analyst should try to minimirze

the number of hypotheses to save unnecessary calculations.

be Multitarget Hypotheses

The complete multitarget hypothesi: consists «f an ordered arrange-
ment of the possible gingle~target claeses unsigned to particular trackr,
The formulatiom is usurlly done by cumbinatorial methods foxr combining
the single-target classes with the target txacks. The hypothesis set ig
under the control of the snalyst and should reflect the assweptions ashout

the classification problem that is bheing studied.

To for:.:ilate the hypothesis set by the combinatorial wethod, all
posaible n-tuples of the singie-target classes sxe enw arated. Fov this
type of hypothesis structuring there will be ' multitarget hypotheses
generated, where k is the nuwbow of single target clssses and n is the

total number of tracks., For exemple, let (HVU, LYU, MOR) be 8 ses of
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single-target clgsscs, vhere HVU iz a high value uvnit, LVU 18 a low
value unit, and NON is the apecisl target class nontarget. Alsc assume
that two tracks have been defined. Then the set of hypotheses is the
set of 2-tuples, in which the first element fi¢ the target class assigned
to track #1 and the second e.2unent of the target clase assigned to
track #2:

H, = f{wvo, ww} , ®H, = {wwu, nvu} , H, = {NON, HVU]
Ha = {Hvu, tvo} , H = {ivo, Lvu} , He ~» ([noN, Lvu]
Hs =~ {Bvy, NoN} , Hy = {Lvu, WON] , Hy = [NON, NON}

This hypothesis formulation might represent a scenario in which there
are two real targets, &n HVU on track #1, and an LVU on track #2. Tius
the second hypothesis is the true hypothesis: Ho = Hy. The observer
expects to encounter one or two ships that are HVUs or LVUs. The single-

target class, nontarget, is required to wodel the detection of ome or

both of the targets.

A hypothesis set that is genersied by coxbinatorial weens should be
reviewed by the analyat, and unreasonsble hypotheses be delete:dd to avoid
unnecessary calculation, In forming the mltitarget hypothes’s the
analyst should consider the meéxioum number of targets that the ol.orxver
exposts to éncounter amd the maximom number of occurrences of a psarticular
singloe~target clags within a Lypothesis. 1In the previous example, if it
is unlikely to encounter two HVUs, then the firet hypothesis should be
deleted. For each hypothesis there mui;t be a single-target class sssign-
went to each tack. When the nember of hypotheri.ced targets ia less than
the number of defined tracks, then the apecial class of nontaxget is

aspigned to the remsining tracks.
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III SONaR D7TECTION MODELY.

The sonar detection model is based on a two-channel comparison oy
time-averagad power. The inputs to the model are source levels, noise
lavels, popagation lose, etc.; the input levels are allowed to vary ran-
comly in time to simulate signal fade and jump. The outputs of the wodel
ure the prcbabilities of detection of acoustic features such as Lofar
lines., The model is & fairly simple raprasentation of a sonar syastem.
The NUSAC II user may replace this model with ome of his own crestion, so
long as the outputs of ti'e new model are also feature detectiom prolisbii-~
ities.

A, Input Pacemeters

1. Subscript Definitions

The subascripts L, j, k, m, n are used in the sonar model. As
an &id to understanding the subscripted fumctiocs given later, the sub-
acripts are first d scussed:

1 = Hypothesia identifier; i = O deaigunztes the true
target configuration amd { = 1,2,... designates
the hypothetical target configurations,

J = Feature identifier; featurcs are associated with
frequency bands on sonar array/display combina-
tiona, As an exsmple, features | = 1,2,...,20

- can be associated with 20 possible Lofar lines
from an omnidirectionsl srray; features
J ™= 2),...,40 can be ansociated with the sase
20 possible Lofar lines from a towed axrray;
features § = 41,42 can he associated with the low
and high bands of the BTIR from a spherical array;
festures j = 43,...,47 can be asscciated with five
possible Nemon lines in the 1-2 kHx band; festures
J = 48,...,52 can be sasoclated with the ssme five
Demon line ) in the 2-4 kHz band; and fexturas
J » 53,...,57 can be associated with the sawe five
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| Demon lines in the 4-8 kHz band, where the multi-

| bard Demon information is from a 8 :rical arzay.

E Aurel classification from headphone informetion can

| be aimulated by Lofar features and multiband Demon

! features.

| k = Look angle identifier. The sonar asscciated with a
festure Ils pointed in various directions. The mex-~
imum value of k is indexed on j so that a different
number of look angles cam he specified for diffaxrent
scnar arrays. For example, only one "loock angle's is
needed for an ommidirectionel array, wi.ereas many
angles are needed for a preformwd beam array,

m = Target track identifler., A set of tracks (time
varying positions) is defined for the model., Ths
real target configuration is constructed by assigning
the real targets to their tracks. 'The hypothetical
target configurations are congtructed by aasigning
hypothetical targets toc the tracks; nontszgets (zero
power) may be included in the hypothetical config-
urations also. The m-index identifies : track;
however, a track may be assigned many dicferent tar-
get typea. The m-index, by itmelf, is not a target
type identifier; but the combination (i,m) does
identify a target iype at a position in space and
time,

n = Nois : type identifier; different kinds of noise can
be specified. For example, m = ] can be sea state
noise; n = 2 can be eghipping noise; amdl n = 3 can be
self noise,

2, Target Characterigtics

The input functions that describe the sinyle target class

characteristics are the average values of the marrowtaml, broadband, snd
modulation levels,

Py gn (v,) = Average nuvrrowband source level (dB
relacive to 1 uPa® at 1 yd); mean squared
preszure of the Lofar line associmted
with the jth feature coe yard from the
(1,m) target., The line lavel way be &
function of turget spead v and agpect
angle ¢. The input to a computer progresm
would not be indexed on 1 and m, but
instead on a single target class £. An
additionsl wector, subscripted with “ia"
and composed of integer componente X,
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would designate the target clasa ! that
is sescciated with the (i,m) target.
Therefore, the computer input functions
would be subscripted with "£i"; however,
the equivalenxt gubscripts "ijm" are used
to describe the model.

Pia (£,V,0) = Average broadband source spectrum level
(dB relative to 1 uPs’ /Hz at 1 yd); mean
square pressure pev unit frequency at
one yard from the (i,m) target, The
spectrum level is a function of frequency
£, target spead v, and aspect angle a.

Myyn(E,v,a) : Average broadhend modulation lavel (dB
relative to 1.0); defined as the dB lewnl
of the squire of the modulation index.

The modulation index is the maximum ssmpli-
tude minus the minimum smplitude divided

by twice the average amplituwie. The
modulation level is a function of frequency,
speed, and sspect; and it is indexed on the
Damon line associated with the jth featuras
for the (1,m) target,

3. Track I!R“t
The tracks are cal :ulated from fuput valuas of initial positions
and time-varying courses and speeds for the cbserver and targots., The tar~
get range r, relative bearing 6, and sapect angle o are then dexived from
the xn,y positions of the units,

x(tp), y(to) = Position of the observer at time t = t;.

xy(to), yu{ty) = Position of the wth car jet ar time t = t,,

B(r), u(x)

Courae and spsed (deg, kt) of thae obssxrver
as & function of time,

Cournse and apaed (deg, kt) of the mth
target track s3 A function of time.

Fait), va(i)

&, Envirorment and Sonay System Charactaristics

The {nput psrss “exrs thot characterize the eavi (nmant &Sre the

average proprvation loss and the arxay output avarage noise function, The

11
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sonar system is charscterxized by the array output average nolise functiom,
the Leam pattarn, the freguency reapomse, the processor averaging time,
the detection thyeshold, the dats rate, and the sonar lock angles.

A (E,m) = Average progagation loss (dB); mean squared
pressura ai viw yard from the target divided
by msan squared pressure at a range of r rmi
from the terget. FPropagation loas is a
function of fraguency 2.! range and f& sub-
scripted with 1 to denote that two propae-
gation funct. ws could be ured: onre function
for the rrue condicions, and another Jeantiom
for the hypothesixed propagation conditivos.

Ng' an {£,u,4) = Avearage brcadbamd . cutput natse apectrum
level (dB relsiive to 1 WPe® fint; mesn oo are
presgure per unit frequency of e nth noisas
source At the cutput of th: sonsy arvay
aasociasted with the jth feature. It is &
function of frequency I, chawmrves apeaod g,
and look angle A. XL the noise iv isctropic,
then N’ 15 the notse outside the fxmxy wious
the directivity fndes. In the noxisoriopic
case, the value of N’ may ba 2 Awction of
look angle A, The i = 2 index indicmtes
that the true output noise spacirun Level
ie used for both the resl and fyrothetical
configuratious.

By (£,0,0) = Beam pattexn ratio () £ B % 1); mean square
voltage when the sonar is looking et sagle X
and & single point-source tsxget ix ¢m
bearing 8, divided bv the wesn square voltage
when the sonar #» Looking At rhe tarrat, The :
besm pattern depends om the sxray as cliaiced i
with the jth festuyr :, and the pattay - | &
function of frequency.

it L e . ot A 2

n?’(t‘) = Side lobe ratio (0 < B* 5 1); the nomf nal
value of B, (£,A,0) whet A and § are Wil ,
separated. 1
G, (£) = Normelized freqosncy rasponss wstic

(056G < 1) outpul mesn 2EUAre proavsure
(voltage) Jivided by input mesn syuies
preasure for the freguency baml associzted
with the jth feature, The fwsctica cam
include effects of hydrovhore respouse,
band filvering, or psychoscoustic fraquency
Tesponge.

12
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1,

= Centar frequency (Hz) sasociated with the
jth feature (geometricil mesn of lower and
upper fraguency limits),

= Bandwidth (Hz) associated with the jth
feature, 1If the frequency reaponse iz &
unit rectangular froction, then £f; aud W,
completely define G, ().

= Averaging time (se«) of the signal proceasor
associated with the jcth feature.

= Detection threshold (d > 0); the nusber of
raference-channel standard deviations by
which the data channel output muat excecd
the refersnce channel mesn so that the jth
feature is detacted.

= Humber of indepeident observation cpportuni-
ties on the jth featurs durimg the computer
time step (1 £ n; < computer time step
divided by the signel processor averaging
time).

= Value of the kth look angle (degresx from
observer's heading) for the axray zsscciated
with the jth Zaatuce, Ons model desigan
would he to lat the sonur look at only the
targec boarings: Ay, = 8 (t). An alterna-
tive molal design would be to let the scnax
loock at bearings at equazl Increments; for
exsmple, 67 spart with k¥ = 1,...,60 to
cover 360 .

e  Raudusp Process Parameters

Five input functions fir the yresl targat coufiguration axe

i W e A BT o ot s - e o S wae  am

SPSRY

calculated from & andom procass that is corvelsted in tiw:., The iuput
parsmaeters that characterize the random proceey are the standard deviaiion,
velaxsrion time, and wixzing constanc.

et & Aart P8

L) e Stendsvd devistion (dB) of ihe xsadom procass
om the vth iopuc function (= 1,2,3.4.%). J
Lo w Belavation tise (min) of the wmth random
Process, i
|
14 '
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cp = Mixing constant (0 < ¢ = 1) for the
random process; ¢ = 0 indicates a pure
Gauss~-Markoy process; ¢ = 1 ind.cates a2
pure lambda-sigme jump process.

B. Input Parameter Random Process

Real sonar signals fade in and cut and make sudden jumps. A mixed
random process that was originally proposed by Waguer™ is used to model
this phenomenon; the process is a combination of a Gauss-Markov &nd
lambda~sigma jump random procese. The Gauss-Markov process represents
smooth changes in signal Ievel, and the lambda-sigma jump process
represents sudden changes 1a sigpal level,

1. General Equations

For each engagement run of the model, a different time history
of an input parsmster can be generated., The input parameter used at a
given time step i@ calculated by drawing three independent random numbers
X, ¥, ¥. With these random numbers, two zero-mean random velues are

computed &nd then mixed together:

Ju Ja—y (A»x) + 8 x ¥y

Ke = K + #l - pix

e, +V1 - & K,

Lin
where

Jo * lambda-sigma jump random incree.sir 4t ath time step.
En = Gauvas-Markov random Increment &t nta %22 otap.

L, = mixed random increment at nth Cime step; L, ~°
added to the average value of the parmseter o
calculate valua of the parsmeter st the nth time
step.

o

L]
"A Comparison of Detection Models Used in ASW Operations Aralysis (U),"
D. H. Wagner Aascciates (Octobexr 1973)
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c = mixing constant (0 £ ¢ £ 1); ¢ = 0 indicates a
pure Gaura-Markov process, c¢ = 1 indicates a
pure lamlida-sigma jump process.

s = gatandard deviation of the input parameter (dB).

P - e‘A‘/*; Gausa-Markov etep-to-step correlation;

and lambda-sigma jump probsbility that a jump did
not cccur durirg the last time step.

At = time step duration (min).

T = Gauss-Mariov reélaxation time (min), anc *swbda-
gigma jump mean time between jumps.

x = rawdom nusbder from a Bersoulli distribution with
parsaeter E(x) = . - p, The x = () case means that
no jumps cccurred in the last time step; the x =« 1

case means that at least one jump occurred in the
last time step,

y,2 = random numbers from & normsl distribution with zero
wean snd unit variance.

The mixed random process, asz defined above, has the statistics: E(L,) = 0,
R(IZ) » 8%, snd E(LyL,_y) = 8°p.

2. Genexation of Imput Functions

The eguatiin that generntes one of the five input fLunctions
is givan below. The other four equations are omjtted because they are
similer and add nothing new to the description of the model. The can~
domization is applied only to the input functions for the true target
configuration because the hypothetical sigirls must be based on engagement.-
to-engmgenent average valuea, not on detsiled knowledge of a particulaw
sngagement, The randomly genervated input function is denoted by the same
synbol that is used in the input list, but omitting the average sign.

Notice that the generated input function i defined in units of power
ratioms, not dB.
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10 .1[§ogu(v’a) + APOJl] for 1 =0

Puu(" a) = N
’ 10 *LPin(vsa) + 03] for 4 = 1,2,3,...

here

Pyyn(v,0) = Average ) xrowband source lavel (dB)

AP ;n = Random increment (dB); computed from the
mixed random process using the parametera
8, Ty, el ¢;. AP 18 the same as I, in
the previous section.

8, = Increment (dB) that wust ba added to tune

mean level (dB) #so that the mean power (ratioc)
is correctly converted. The input power is
assumec o be lognormally distributed, therefore
the increwent is:

8§, = #1/8.68

where o) is the standard deviation (dB) of tha
random process on the narrowband source level.

A new random increment is computed at each time step (not explicitly
denovted), for each feature (i), and for each target (o,m). Thus, if
there are 10 time steps, 5 featurey, and 2 targets, then 100 random
increments will be calculated to generate the input values of narcowband
source power. The value of random increment is sesumed to be independent

of the underlying values of speed, aspect, frequency, etc.

The generation of input functicns from the five mixed random i

proceases produces the following functiona:

Py ja (V,0) = Narrowband source power (Pa® at 1 yd)

P{w(f,v,a) = Broadband source spectrum (iPa/Hz at 1 yd)

i

|

My m (£,¥v,&) = Broadband mcdulation ratio (0 <M < 1) i

A (£,1) =  Propagation loas xatio (A = 1) from !

one yard \

; No sa (£,u,1) = Broadband, array output, noise spectrum :

: (}J-P&a/ﬂz)n ‘:
16
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C. Axray Cutput Signal and Noise

The power at the ocutput of the sonar array ix calculated for the
narrowband, bvosdband, and modulated hroadband casen.

1. Nerrowband

‘The target gignal . is outside the arxay is calculsted by
reducing tche souxce power Ly the pyropagation loss:

« Pram(va,om)
Qin kG

The mean sguare pressure from all targets at the output of the arxrray is

then calculated by reducing the signal with the beam pattern ratio and
summing over all target scurces:

Si4¢ = ZQ:.:- By (£4,M5,6m) &
n
In addition to the nairowband signal, the following function is needed
in later calculations:

Vigy = z a:Quw By (£ 5D g1 ,00) T° o
n

2,  Broadband
The target spectrum that is outeide the array is calculated by

reducing the source spectrum by the propagation loss:

’ Py (f,vy ,00
o - Hlpma

The mean square pressure per unit frequency due to all targets at the
output of the array is then caiculated by reducing the individual signals
with the heam pattern ratio, summing over all target sources, &and
malitiplying by the frequency response:

Sl () = G(£) ) Cu(E) By(EAu,0) .
]

17
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The side lobe intexrferernce spectrum 18 also needed:
ST = Gy (5) BIE) ) QD .
»

Finally, the noise spectrum at the output of the array iz the sum from
all noise sources:

Ky (6) = G (5) ) Ndpa (Fydge)

3. Modulated Broadband

The additional increment of broadband signal power (mean squared
presgure per unit frequency) due to the modulation 1s calculated by multi-
plying the modulation function times the output bhroadband signal, auvmming

over all targets, and multiplying by one half the frequency response:

1 W S
Ast,Jk (£) = 5 Gy (£) j)_. QU (£) Py (£,A5% ,08) Mgyn (£,va,0n) .
Y

D. Signal Processor Statistics

The mean and variance of the output of the signal processor are

required to calculate the probability of detection. The sonar model

‘agpumes that the signal processor has two chammels: (1) & data channel

that produces a random value from a norma,. distribution of mean p snd
variance o’ ; and (2) a reference channel that produces two determinisife
parameters p* and 0* that are measures of the background noise in which
the data eignal is to be detected. 1The equations for the signal processor
statistics are not obvious. In the interest of a short description of the

sonar model, the derivation of the equations is deferred to Appendix 4.

1.  Narrowband

The broadband power in 2 naxrowband of widih Wy is:

Rege = [S{5x (F5) + Nogu (E)T0,

18
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2, Broadband

ground spectrum:

are written:

it

Date Channel

Sgan + Rygx

2 1 .a
S e v— —rerr—

Lerence Channel

T ———r— - - oo Ut e 1

Wdyk ™ Roox

8 K
o M —
Odk w‘ T‘ Ik

Rigu (£) = Syp (£) + Nyyy (F)

Roku (£) = Sgy(£) + Ny (£)

With these two definitions the channel statistics for th.

Data Char 2l
Bagx = g R{yx (£) df
" ot %
Oisx = ;: (R 4e ()P af

19

With this definition, the chsnnel statis:ics for the nurrowband case ave

for 1 = 0,1,2,..0

The broadband power is calculated by integrating over frequency.
Since the frequency respomse function Gy (f) is defined as including the
band cutoffs, the integraticn is theorctically from zero to infimity. The
signal avd noise spectra arc combined into a data spectrum and a back-

broadband case

fox

1 =0,1,2,...

1
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Reference Chdnnel

: , whie = \ Shc) as
: | o = 7 [RHh(OF af
;
3, Modulated Broadband
) The squared average of & modulated broadband sigoal contains
V more power than the signal without modulation. The statistics for detec-
tion of modulated features uses this idea: p
] a
;5 Data Channel ;
j\’ : ’ !
wer = \ 18805078 + R ()] at
) for 4 =0,1,2,...
2 1 ’ [ (£ af
1 Giak = [AS{ sk (£) + R{ x (£)]
'I Reference Chanpel :
A4 * e
i e = \ RO (e) as |
{;‘ . .1
i o = | (R (O at
:: OJ“ lr.’ ‘B Jk b4
i. E. Feature Detection i
N ) ’
& {
1. Obzexved Data ;
1
The ouiput of the data chamnel is cowpared to a threshold value 1
2y that is a function of the reference channe! parsmeters: %

ag; = whix +d; o .

If the data channel output is larger than the threshold, then the feature

is assigred & value ome; if the output is less than the threshold, then
the feature is assigned 8 value zexo.

20
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The term "feature" is used here to mesn feature "1 (for
example & Lofsr line) on look angle "k'" produced by the real taxget con-
figuration (1 = 0). Features, whether they are of value one or zero, sre
obsexrved data; they are used to classify the target configuratiom.

The deta channel outpit is assumed to be noxmally distributed
with mean o5, and varisnce 03;;. A random nusber Z;x is drawn from a

normal distribution with zero mean and unit variance., The random output
of the data channel canr be written:

Ysx = Mpoge t Oogx Egx o

The Bernoulli disf ributed random feature x;, is then detemined by:

‘1 if  yux = agy {detection)
Xy ™ l
0 1f y;x < ayy (no detection) -

The time required to produce a feature im the processor averaging

time T;. Thus a new festure, of value xzero or one, can be produced &t a
maximum rate of once every T, seconds. Due to sonar system design, the

rate way be less than the waxiwum, The input parameter that controls the
rate is ny: the number of times the feature x;, is produced in one

computer time step.

2. Hypothesized Feature Detection Frobabilities

Featurs detection probabilities are calculated for each hypothet~
ical targat confijuration. The probability of detection is the probability
that the normally distributed output of the hypothetical data channel is
greater chan the detection threshoid:

-k (Z - Bk )a
1 Cagn
Page = ~ommeemes e dy .

21
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The feature detection probability is the probability that the jth
feature on the kth look angle would be detected if the ith hypothezis
wexe true. These hypothesized probabilities of detection are used in
_ conjunction with the observed data to calculate the likelihood of the
. data under esch hypothetical configuration.

22
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IV HYPOTHESXS IXOBABILLYY CALCULATION

The maltitaryet hypotheses are assigned probahilities called postm-
riors. The posterioyr probability is the probability that a particular
hypothesis s trve, given the observed dsta. The posterfors are random

varisblas because they are computed from randcm obeerved data: tha
rendom x;; ‘s derived in the previous chapter. To calculate the posteriors,
the likelihoods are first computed and then Bayer' rule is applied.

A. Likelihood Calculstion

The likelihood is the probabliity that &ll the date collected through |
the nth tims, atep would occur if the ith hypothesis were txuve: }
Prcrb[l),hh]. Before the likelihood equations csa he darived the x ard
p symbols of the roneyr wodel must bo altersd somewhat o iaclude a Lime
step index n and an obmarvation index &:
= RBexnoulli random variable; x = Q means no 1

detection, and x = 7 means detection of the

jth feature on the kth look angle for the s
Ath observation during the nth time step.

Xixnt

Prgxa ™ Probability that the jth feature on the
kth look angle would be drtected during the
nth time step if the /‘th hypothesls were
true. The valua of p is the same for wsll
obsexvations during a given time stap,

A new random variable £,,, is definad as the number of detections of
the jth feature on the kth look angle during the nth time step:

g]kl ind }.‘ x‘k.z ‘ i 1,2....,'!1, i

L o

The x-variables are asmumed to be imdependent Bermoulll random variables, 1‘
and therefore the ¥-variable is binomislly distributed with parsmeters i

Pigkn &nd ng. The probability mass function of & hinomial distribution is:

23




where

Iy grn

g‘kl

n, -
Ligxa ™ ( ) (Pa.au)g"" (L - pryxn )™ Sska

gl (n-E)!

Bax

Probabliity of exactly &y, detections in n;
observations. The equation can alsc be intexrpreted
as the likelihood (probability) that the obssrved
pattern of detections (of the jth fsature on the
kth look sngle) would occur during the nth time
step if the ith hypotheasis were trus.

al binomial coefficient

Number of observations of the jth feature during a
time step.

Number of detections (of the jth feature on the
kth look angle) during the nth time ztep.

The {-variables are aasumed to be independent random varisblas ovar

the indax set (j,k,n). Therefore, the joint probability i{s a product of
the individusl probabilities:

where

Pt@b[nnlﬂl]

Protln, (1] =~ D ON Ligke
L L]

ILikelihood that cbaserved pattern of detections
(of all features on 211 look sngles over all
wemorable time steps, including the nth step)
would occur 1if ¢} ith kypothesis were true.

j = 1,2,,.., wex

ko= 1,2,... kesx,

m o= =2, n-1, n~2, ..., -+l

¥ = Kiambor of time ataps Sor which patterns can

be remewbered; r fo the length of wewory of
the classffication process.

24
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The ratio of two likelihooda ia a msasure of the diagonistic impect of
the data cn one hypothesis relative to another hypothasis. Tor exsapis,
+f the likelihood xatio L,/Ly = 10, them the data is ten times wors
favorable to hypothasis K, than it ie to Hs.

B. DPostarior Calculation

Once the iikelihcoda are cairuilated, the posteziors are eaaily
determined from Bayse' rule:

Prob[D, |H, ] ProblRE,]
Z} Prob(D, {H; ] ProblH, ]

Prob{ By | D, ]

where

ProblH, ] = The a priori probability thst the ith
hypotheis is trua. Tha priors ara luput
constants that quantify fntelligence data
on the targets before acy somax data i
gathered,

ProblH, {D.] = The posterior probebility that the ith

hypothesis is triue after cbserving

memorable sonar duts through the nth

time miap,
The posterior probabilities are vawdom, at-the-moment, probability
estimatas that are sssigoed to the hkypoatheses. The posteriors are mot
themselves decision probabilitine, slthough the msaning of ths phrase
“probabiiity of clasaification” could be defined as the posterior prob-
abilicy. Decision probabilitins, such ss probability of clasaification,
are defined in the next section on dacieic. waking.




V DECISION MAKING

The decision weking element of the MUSAC II mathocdology zeprsssata
that portion of the classification process that detexrmines the target
classes and directs tactical action, A Eeyesian decision uriteriom that
uses the posterior probabilities and conditionsl valums of deciszion
outcomes is the basis of the decision meking nodel.

A. Decisiona and Valuea

The analyst must define a met of possible decisions, By,...,Bx.
Next a sst of valuss Val[Bx{Hs], of the kth decision, conditionsd on the
ith hypothesia baing true, must be defined. The values are relative
meaasurew, In that they wmey reprssant the conditional monetary value,
economic value, or utility valum of the decision ocutcoms. The exsct
formulation of the decision set and the value functions will depend on
the particular application of the MUSAC IY wmethodology. Thers arxe ftwo

general categories of decisions: tactical decisions and classification

deciaions.

1. Tactical Deciaions

At pome point in the engagement the obaerver wmust wake tactical
decisions bssed on hia estisate of the composition of the target group.
An exemple s the dacision to launch & weapon at a particular tsrget,
Consider the example dascribed in Chspter (I vhere the hypothesis sat
consists of thres possible target typea HVU, LVU, snd NON and two
posaible tiacka. Assuming the objective of the cbserver is to atteck the
KV, & possible decision aet Lo tectical action is:

Precoding page blask
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K A,

i

By: artack the tsrget on track ¥#1
Ba: actack the targst on track #2

.8

disanpage and search for other targuts.

Fext a met of conditionml valuss of the decision, assveing the ith
hypothesis is true, wust Le defined. For example, the valus for sctiem
By for hypotheses that ‘dentify the HVU as being on track #1 wowld be
greatey than the value for the hypotheser thet identify the LW or nom-
target #s being on tratk #1. The values fox daecisiom By (Jisengegs)
would reflect missed cpportunity values (costa) for hypothesas that
identify the ilVU being present. In ganeval, the wvailue set wust reflect
the objectives of the observer, and the intermal consistency of the
value gat is of importance and not their abazolute valuwe. Although che
vilues are somavhat loosely defined, the gensitivity of the declieions
to the value atructure can eaxfily be detarmined. For a given set of
replications of the MUSAC II modal, the vslues of the posteriors can be
savad and then different value structures can be tesated with little

additional computational effort.

2, Classification Decisions

The claasification decisions can vary from determining the
presence of one or more targets (detection) to completely describing
the target group (designste a single hypothesis as true). As with the
tactical decimions, the ocbserver wust define his classification decision
get. Deperdiing 'n the context of the problem ai hand, the decimion set
can vary from & very grost description of the targst group to a very

detailed description. In the previous example, & possible decligion

get is:
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By: HVU on track #1
Ba: HVU on track #2
Bg: HVU nut praszent,

1£f it is assumed that the cbserver thinks that each decision has equal

importance, then a siwmple value structure can be dafined:

(1 if By, identifies HVU on treck #1
Vhl[n;iﬂ;] ) io therwi
otherwize

if H, identiries HVU on track #2

Vlltlhlﬂl] -
othaxrwise
‘1 if H; doas pnot contain an HVU
Vell By |H;] =
(0 othearwise .

B. Bayes Dacision Criterion

Bayes decision criterion is a rule that defines the beat decision

by calculating the aversge (expacted) valua of esch decision given the
obaexved data:

Evallm, [0,] = Zm[n,. |, probluy [ny]
.8

whexe Prob[ﬂ;lﬂ\] is the posterior probability of the ith hypothesis,
given the data Dy through the nth time atep. The Bayes critexion salects

the decision that hes the maximam expacted value:

select decision B* wuch that

Evallp*|p, ] = m:xtnm[n,,ln..]} .
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In the classifiication decision exswple, 'he expectad value of each
decigion {8 simply the summation of posterior probabilities for hypoth-
eses related to the decision. The classification decision B* is then

the dec’zion with the highest aggregsted probability.

C. Deferred Decision Making 1

The decisiou wuker may have the option to make the decision B* as
indicated by the Bayes criterion, or to defer the dacision and collect
additional informstion. To model this process, a new function is
defined. The expected value of perfect informmtion given the data,
EVallPI|Du], 1s defined as the expected value of the best decision (swa
of the values of the best decision for each hypotheais times the poste-
rior probability of the hypothesis) winus the expected value of the

Bayes decision:
Eval[P1|p.] ~y m:x{le[Bg‘Hg]} Prob(H, |D,] - Evailln*|n,] .
)

In the limit as the posteriox probability of a particular hypothesis
approcaches unity, the expected value of perfect information approaches

zexo.

The decision maker selects decision B* at the fixat time step that

the expected value of perfect information drops below an input threshold Vy:

if evaillpPr|n,] s vo 3

then select deciaion B* .

If, however, the expected value o' perfect information is grester than

POy RS

the threshold, then the decision maker will defer making s decision and

will collect more information.,
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The idea behind this procedure is that if the expected value of the
best Jdecision is considerably higher than the curremt Bayes decision,
then it pays to continue gathering informstion to make a better decision
in the future. On the other hand, if the expeéted value of the bast
decision is only a little higher than the current Bayes decisiom, then
it 18 better to select decision B* because the gain, in expected value
EVul[PIIDh], is not worth the xisk Vp. For example, if a submariner
thought he were cloging an ASW capable target group, Vo would reflect
the riak aasociated with counterdetection and might be a relatively large
value, Converzely, 1f the submariner did not expact a high ASW threat,
Vo would be a relatively low value. In the modeling asense Vo is a
control parsmeter--high values cauase quick decisions with higher chances
of aeclecting the wrong decision, and low values delay the decision until
very concluaive acouetic informetion is incorporated in the posterior
probabilities., Vy need not be a congtant over the engagement. For
example, in the initial stages of the engagement V% might be & low value
because there is little riwk to the observer bacause the targets arve at
long range. As the observer clones the t&rgets, the risks of counter-

detection increase and the value of V, should be incrossed accordingly.

In the classification declision example, the threshold parametex V,
ean be interpreted am & probability threshold, or a measure of &cceptable
uncertainty., If Vo is a low value, say (.05, then the expected value of
s decision must exceed 0.95 for the decision to he made, othexrwise it

will be deferved.

D. Decisitia Probabilities

From Monte Carle replications of the MUSAC 1Y model the probability
of making each decision can be estimated. To calculate the probability
of making 8 specified decision at a particular time atep, a wow vandom

variable ia defined:
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1 1f By = BY at t = tgy
Xgar ™

0 otherwiae .

That is, if the kth decision is made at the nth time step on the rth

raplication, xy,, 18 set to 1, and is 0 otherwise, The probability of

making the kth decision at the nth time step can then be estimsted by:

R
Prob[BeD,] = % me

where R is the total number of replications. 'These probabilitiaes can
be summed over the time steps to estimate the probability of making
decision By at any time in the engagement; or the Prob[ByIh] can be
sumed over the decisions to estimate the probability of making some
decision at a particular time step, The probability of some decision ' ‘

at sowe time is the double sum over time and decislons,

Correct and incorrect classification probabilities are examples of
decision probabilities. In the classification decision example, 1f the

HVU were truly on track #1, then the probsbility of correct clasaifica-
tion is:

ProblcC] = ; Prob[ByDu] .
n .
The probability of incorrect claspification is: §

Prob[1C¢] = }1 (Pmb[ngm] 4 Prob[nan,,]) ,

n

and the probability of no classification is:

ProblNC] = 1 —>‘z Prob[B,n.1 .
/. i
n k i
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E. Engageuent MOE

The expected value of the engagement can be used as an overall
measure of effectiveness (MOE) to study the effecta of parameter varia-

tions. To compute the MOE, the actual value of the decision is recorded

and averaged over the replications:
1 *
MOE = Ezvu[n,lng] ,
r

where B? is the deciaion on the rth replication, Hy ie the tyrue hypoth-
esis, and R 18 the total number of replications. In the classification

decisfon example, the engagesent ¥G¥ ls identicel to the probability of

correct classification.
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Appendix A

DERIVATION OF SIGNAL PROCESSOR STATISTICS ;
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Appendix A

4 - DERIVATION OF SIGNAL PROCESSOR STATISTICS

A rationale for the chamnnel output statiwtics is presented in this

sppendix, The first gection derives genersl equations for the statistics

of the squaved magnitude of a swm of indepandent random vectors. These
equations are used in various ways in the next three sections; the sec-

iR S Pacte L el

tions present. the assumptiona snd derivations for the narrowband, broad-
band, and modulsted broadband equations.

i
)
!
A
;

A. Statistics of the Squared Msgnitude of a Sum
of Independent Random Vectors

The random variakie P is defined as:

"»‘f; | P |ZE

- N

where the'iL'a are yvectors, If the magnitude of'3; is the rme pressure

e et . e i e R

T ke M e

from the ith sovrece, theu P reprasents the power from all sources at &

given frequency,

The above equation can be rewritten ae & double sum of dot products

between the vectors:

-l S G

S ¥ D st Tbs

where A; {8 the magnitude and 0; is the phase angle of the ith vecior.

P S - N S B S

Two assumptions are made: the A;'s and 0;'as are &ll independent

random variables; snd the 0;'s are uniformly distributed from 0 to 2n

radians. Under the independence assumptions, the 2xpected value of P is: !

Proceding page bionk
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E(P) = .? E(A2) +2’3#23 E(AL) E(A)) E(cos 8,,)
1#£3

vhexe 8,, = 8; - 0,. Under the uniform sngle sssumption, the expectad
values of the cosine terms are zero. Therefore, the expected value of
P is:

E(P) = E‘Dzmi‘) .

In other words, the average total power from many independent sources s

the sum of average power from each source,

The expected value of the equare of P is:
E(FP) = 2%_?)_:,  E(AsAjAgAgcos Oy coB OBnp) .
A

When none of the indices are equal, the expected value of the argument is
zero because the expected values of both cosine terms axe zero. Likewise,
vhen any thiee of the indices are 2qual but the fourth index is mot, the
expected value of the srgument is zerc because the expected value of one
of the cosine terms is zexro (the other cosine term h&s value one), when

all indices are equal, the expected value of the argusent is:
B(A) .
When 1 = § #id m = n and i # m, the expected value of the argument iw:
E(A)) E(AD) .

And finaliy, vhen i »mand § mnand £ # j, sud vhen 4L = n and § ~ m
and 1 # §, the expected valuea of the argument axe:

E(A7) E(A3) E(cos® 0,,)
and E(A?) E(AD) E(cos 04y com B54)

The expected value of the square of the coegime 12 1/2.

3¢
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Cowbining the ab e results, the expected value of P fe:

EFP) = LEen) + 222 2(af) £A)) .
! 1#3

The square of the expected value of P is:
() = [ZJ z(A?)]" - LT r(A) BAD)
Iy 8 3
BP@E) = LW +LEe0md) ey .
! 1#3
And thersfore the variance of P ia:
Var(P) = E(P*) - E°(P)

Var(r) = ? var(A3) + Z#E E(A) RO .
1#]

In other words, the varisnce of the total power from many indepsndent
sources is larger than th2 sum of the variances of the power from each

source.

The next task is to calculste the covariance betwsen two squared

‘mgnitudes of sums of indepondent ramndom vectoxs:
Pow 225 Ay Ay com (B, -By)

$ 2
Q = 22 Ba By cOB (O ~Ps)

| I

whexe &y 0 By 9y &i¢ all independent random varisbles except that Ay im
not independent of B, , and 0, is not indepewdent of yp; (however, A; is
independent of 65, etc.). The angles 8, and ¢ ave assumed to be vniformly
distributed from 0 to 211 radians,

The expected value of the product is:

E(PQ) = ?32‘3

L E(As Ay By B, cos By, cos Puy)
9 2}

¥
n
vhexe Ugy = 0 - 0, and Quu = P = Qu. When none of the indices ave

equal, or when any three indices are equal but the fourth 1s uwot equal,
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the expected value of the argument is sgexo. When all indices are equal,
the expected value of the argumant is: .

2R .

When {1 = { and m = n and 1 # m, theup.ctodulmofthaltgmiﬂtu:

E(A) E(RR) .

When L *mand j =nard 1 # J, andvhen { =nand § = mand 1 ¥ §, the
expec..ed values of thz argument ara:

E(A;B,) E(A,B;) E(CO. 6“ [Ge] ] %3)
%(AsBy) E(AyBy) E(cos B3 cos gy1) |
Combining the above results, tha expacted valoe of PQ is:

E(PQ) = 2 E(AIE) +24 20 BT ECEY)
! 1#

+ zEf E(A By ) E(AB;) E(com 8¢, cos 9,,) |
1#1 '

The product of expactesd values is:

E(P) ECQ) = ?‘4 E(A‘Z)ﬁln(nﬁw

F(P) E(Q) = 27 E(AR) E(B]) +E#‘D E(AD) EOBY) . "
i)
Therefore, the covariance between P amd Q im: i

i Cov(P,Q) = E(IQ) - E(P) E(Q)

Cov(P,Q) = ?CW(A‘Z,B?) |

4+ 2232 B(ABy) E(AgBg) E(com 85y cos @yy) . ‘ j
17} o
! Note thst Cov(P,Q) reduces to the previously dexived Var(¥) when ! 1

Ay = By and 8, = @y, ;
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B. Kerrowband Statictice

The equations for @ amd 0° for tha wmarrowband cose are dariwed by
assaming that the seplituda Ay, and phase 9, fvom tha ith sowrce in the
. nth frequency bin have the staviscice op dufined in Table 1. The syabols
Ada Ma O3 O3y are bainy wsed in tha ssawme sonoe zs the oywbols Ay By
6: % in the previous section,

The assumptione ara dircuasrd below by squation nusber:

(1) The sigral power and the noise powsr are ssammed to be
equally distributed over the narvovband of width W.

(2) The variance of cha afignal is zero; this wosns that the
Lofax line smplituce im apvvewd to ba conutent. The
varisnce of the noise power 18 the squaxs of the nean
noige powsx, this is a Gaussian noise assumsption.

(3) Tha bin-to-bin covariance of tha signal power is zero
because the amplitude is constant, Tha covarisnce of
the noisa power is zero because the noiss is acsumed
¢o be independent from bin-to-bin.

(4) 'The oxpacted value of the signal asplitude product is !
«qual to the expected signal power because the sigmsl ;
saplitude is constant. By assuming that rhe bin~to-bin
coveriance of the noise saplitude is xzaro, the expected
value of the product of noise saplitude is equal to the
square of the expected vealue of the noise amplitude.
Tha noise rplitude A is Rayleigh distributed with meun
(TE(A®) /4) 3.

(5) The bim-to-bin covariance of the product of tha signal
cosines iz 1/2 bacause the phase angle from a given
souxce is sasumed to ba completely corralated from bin
to bin. The covariance is zaro for noise phass bacsuse
it is sesumed to be independent from bin to bin, The
covariances involving signal phase with noiss phase are
8ls0 zexro because they are assuwmed independenc.

[ W

A

The mean power from all sources over ail freguency bins ia: v

EP) = LY EG) im1,2,..., 04

n=12,...,Wr
E(P) =~ wr[y%+z.i“.*ﬁ]

et as 2
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therefors, h = S +R
where S = 2.8 1= 1,2,00.,8
B o= LR k=1,2,...,r

The variance of tha nowsr is computed from the formulee derived in
the pravious section. The verisnce of the powsr im the nth bin is:

var(P,) = z.,va (A%.) + 27‘ E(ATLE(ADL)

s - SO [ T3] -5 3 @]

1 2

Vax(p,) - (-‘;,_.-) [0 -v]

|
|
whera v «- 5§ L= 1,0ee,® . i
The covarisnce of the powar in the nth bin with the powsr in the mth bim is: §
]
]

Cov(P,, By) = ECoch‘..Am

+ 22#8 E(Aradn) E(Ajud;x) E(cos 854, cos 0;,0) !
1%

Cov(Py, Pu) = E,EE E(Asodgp) E(A Agy) 2 : }.’.",:
i j poeoy

ey = (8] -2 (8
Cov(py, Ba) = (ﬁ)ﬂ [s* -v] .

The vaxiance of the powsr from all bins is:

Var(P) = 2 Var(p,) + 22 Cov(¥a, Pa) :: i.....grr
» nfm sanes
(@) = L - v+ (1- ) [F - v |
thexafors, ‘ ‘
Calll s”--v+w_,rfsa-x~«-w~i;x“ .




As an exsmpla, assume just one aignkl of power S, and no noise (R = 0),
then the variance 1s:

U'-'Q—Sf-o,

ag it should be sinca the mmplitude of the signal is sassumed to be
constant. If, however, there are two signals of power S, and Sy and mo
noise, then the variance is:

o ow (5 +83)° - (8] +83) = 55 .

In this casze the two signals have interfered randomly with each other
because of their vandom values of phase angle. If 5, = A7 and §, = A3,
then the minimum power ig (A - Az)?, tha maximum power im (A, + Ay)?,
and the varisnca due to random values inbatwsen is 2 A7A; .

The distribution of power cansed by random intarfsrence is not
normally distributed. If, however, thera are wany independent signais,
then the total powsr is approximately normally distributed (usually)
with wesn p and variance 0" as derived above. The normal distribution
assumption is mot very good when there arc only a few gources, as will
be the case with a MUSAC II applicetion. Thera is, however, a compen-
sating effect that will tend to reduce the erroxs involved by assuming
a normal distribution. The wost critical time for having an accurata
detection model occurs when the lines are just being detacted., In this
case the signals are all small and the vacianca is approximately K /WI.
A normal distribution for the small signal case s ressconsble bacause

the pawer is averagad over WT bhins.
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In addition to tha quastion of the shape of tha distribution, there
is also tha question of obsarvation-to-observation indepundence, It is
resgonab’e to sssuma that the noise is independent from one ohsexvation
to lnothnr{ but the source signals may not be indepsndent. Thia is
because the randow phase angle miy not change fast sarough compared to the
avaraging time. ‘The argusent for assuming indapendence uses the same
point ag raised in assuming & normul distribution: for the cases of
intexest, the Lofar signel will ba ssall; thus the noias terms in the
variapce will dominate, and therefors the obsarviation-to-obgervarion

independence of noise will alsn dominate.

Tha mesn &and varisnce of the data chaunel were darived ag:
po= S+ R

2 i R
- s’a - Y e — e~
o v WT SR WL .

The equations for tie mean and varisnce of the reference channel are found

by simply setting tl . signal terme to zevo:

n L - R
R . Y
a Wy,

Detection of a Lofar line is performed by comparing the narrowhsod iu
question to an average background that is near rha nwrrowband frequency.
The p*-equation asaumes that the average background is caused enticely by
broadband noise: there may be broadband target noise ir the background but
no Lofar lines, This is a reasonable assvmption 1f the veriows lines sye
spread out enough on the display for there to be ares visible on elthex
side of mny line. The value of o {s not the varisnes of the BVOCRES

background, It 18, instead, the varisnce of just one ssmple of background ;
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there way be many samples of background, all of thaw used to compute the
average background vialua, The ides bshind the a*a-equation is that if the

aignal souxces were rrwoved, then the data chamnel would have the sawe
variance as the refarance channal,

The detection threshold fa assumed to ba adequately described by:
a L p,'""-i*dd'* .

The thrashold is not & random varisble in the sense that the cutput of
data channei i# & random variable; however, tha threshold does chauge in
response to the changing geometry and to the random process that genarates
the input valuen of source level, propagatiom loss, and noise level. The
above definition of the detection threszhold i& equivalent to assuming a
conetant false alarm threshold. This means that 1f there is no Lofar line,

then the randowm output from the data channel will exceed the threshold at a
constant rate of:

where f = falae alarm rate (number/min)
At = time steap duration (min)
n = nwmber of ohservations {n a time utnp
d = number of rafevreace channel standarcd

daviatione the threshold is sel above the
reference channel mean,

C. Broadbarnd Statistica

The equations for ; and o* for the broadband case are devived by
sesuming thet the ampiitude A,, and phase 6,, from ith source in the uth
frequency bin hes the following statfaticw:
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(1) E(A7.) =  R{x Af

(2) var(Af.) = [B). AfF

&) Cov(Ads : Adh) = 0 nFm

(4) E(cos 034, cos §;,p) = 0 ' :;?
vhere Osyn = 05, - 0;,; the difference of the ith «nd jth

phase sangles in the nth frequency bin.
Af = 1/T; width of the frequency bin (ix).
T = averaging time (sec).

Ria

mean gquare power from the ith source iu the
nth frequency bin of width Af.

The first aquation is a definition of symbols. The sacond equation is a
Gaussian noisc assumption, The third equation assumes that the noise
powsr in one frequency bin is independent of the noise in apother bin.
The final equation azssumes that the difference in phase sngles betwean
two sources is also independent from bin to bin.

The meésn power from all frequency bins is:

E(P) = EZ‘) E(A?n)
E(P) = E?;) Ris Af
therefore TR S R(£) df

where R'(f) = ?R"(f) .

The sum over small fiequency bins has been approximated by the integral
over a power density function: R;’(f.) = Ry, , wheve f, is the canter

frequency of the nth freguency bin.
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The variance of the power is computed from the formulae dexived in
Section A. The variance of the power in the nth frequency bin is:

Var(P,) = ? Var (A7, ) + 2,20 E(A%.) R(AS.)

1#]
Var(P,) = 2;} [R), Af)? +Z)#2‘3 R{n Ry AF?
1#1

-\ a2
V&I‘(P,. ) = [)l R;n] -A_j_-:_ °
1 i

The covariance of the power in the nth bin with the power in the mth bin

is zero because of the independence assumpiions. Therefore, the variance
of the total power is:

Var(P)

i

2‘3 var (P, )

Var(p) = %2}[}? R;’,.Ja Af

therefore o = -% g [R (6P df
where R(E) = ?R{(f) .

The sum ovar small frequency bins has been approximated by the integration

cver a squared power denaity.

The equations for the broadband statistics for the data channel are:
- gR'df
=3 ]. F e} "
o = :-I:S[R] at

where R’ = 8/ + N’; and where S’ is a sum of target spectra and N’ is a
sum of noime spectra, The equatione for ithe broadband statistics for the
reference channel are derived by assuming that the target spectra are

reduced by a side lobe factor; the target spectra are not set to zero,
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Thus, if §’* is the sum of target spectra when all targets are in the

side lobes, then the reference spectyian 18;
R* = g’ 4§’

and the mean and variance of the reference channel 1s:
wo SR'* af

P = 7}\ [R*P a8 .
‘j

The reference channel statistics are defined this way so that the phepom-
enon of side lobe masking will be properly represented. The presence of a
nearby target will drive the reference chamnel mean uwp snd therefore the
data channel output will have to satisfy a higher detection threshold.
The net effect will be a low probability of detectlon when styong side

lobe interference iz present.

D. Modulated Broadband Statistics

The mean and variance of the data chaonel are darived by fixast

assuming that the modulated voltage waveform from the avrvay is given by:
x(t) = a(l +m cos PBt) cos wt

where a 18 the ampilitude of the carrier wave of angular frequemcy w,
and m ia the modulation index of the modulating wave of angular frequency

B. ‘fthe modulated voltage con also be written as:

w(t) = %% cog (w-R)t 4+ 8 cos wt -+ %? cos (W)t .

Since there iz & band of waves with approximately the same amplitude a,
the wave of amplitude ma/2 and ansgular frequency » + B (the third term in
the above equation) will interfere with a carrier wave of amplitude a and

frequency W 4 B, ‘The average power in the interference pattexn is the
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3
] sum of powers: %- ? %'(%f) ., because the two waves are incoherent.
} Another moduluted wave of carrier frequency w’ = w + 2p will have a low

side component of amplitude ma/? and angular frequency w’ - B=w+f8.
Thus the total power at frequency £ = (wif)/2m is:

‘ I .1_:;-3.)2 .L(m__a)”

I1f the definitions: M = nf and S’ Jf = a®/2 sre used, then the average

signal power demsity at frequency f is:

. e 1 ,
P = § + 2 MS o

By assuming that the value of M changes slowly with frequency and that

B is small compared with w, the expression for the average power density P
can be integrated over a frequency band:
ofs
f{ P = \ P ‘1 'E ©
’ #

@ The integration limite, f; and f,, must be large compared to B/2rm.

.} ihe noise spectrum N’ can be included in the integrand of the above
aquaticn because the noise is assumed to be independent of the signal.

With the addition of noise, the mean power in the data chammel is:

o= & [s’+-;-ns’+n'] df

aund the mean of the reference channel is found by setting the modulaetion
saignal to zero:

TR S[s’+n'] af .
The variances for the two chamnals are similar to the broadband caese:

1 ’ 1 ’ /? !
o = ¥S 5° 4 5 Ms +N] df

=

1
"
A

i
1
where T is the averaging time, i

[
\ (s’ + NP df
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PREFACE

This report covers the work performed by US Army Natick
Research and Development Command during FY 75 in support

of the camouflage testing program of MASSTER. This work

was performed by NARADCOM under a transfer of funds from

US Army Mobility Equipment Research and Engineering Com-
mand, These funds were used for the purchase of matexrials
and outside processing and services for fabrication of items.

The report also covers work performed by cantract under tech~
nical guidance by NARADCOM. The contrsct on camoufiage of
tents with Franklin Institute Research Laboratory wes equally
funded by MERADCOM and NARADCOM with Dr. C, J. Monego of
NARADCOM as Project Officer. The contract on camouflage

of packaging materials with Battelle Columbue Liboratories
was funded by MERADCOM with technical guidance provided by
¥r. Raymond Mansur of NARADCOM,

A1l technical guidance by the above and by the authors of
this report was supported by NARADCOM mission funds.,
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SUPPORT TO MASSTER PHASE II CAMOUFIAGE TEST

1. Introdygtion

The US Army Natick Research and Development Command (NARADCOM) US Army Mobility
Equipment Research and Development Command (MERADCOM), and Modern Army Selscted
Systems Test, Evalustion, and Review (MASSTER) have been engaged in a cooperative
asgessnent of developments in personal camouflage for the psst seversl years, The
results of the earlier, somewhat limited efforte, clulminsted in the Fhase I
Camouflage Test which wys performed during FY 1973, The following statement.
from the Phase I report™ summarises the basis for MASSTER's participation in
the Army-wide camouflage program.

"An evaluation, conducted during MASSTER coambined test ACCB II and TRICAP 1,2
indicated the camouflage posture of participating Army units required considerable
improvement. The VCofSA indicated a desire that MASSTER take a leading role in
developing innovative camouflage techniques. As a result, MASSTER developed a
camouflage evaluption program, and this report documents Phase I of that program.”

Before Phise I was completed it became appare:rt that a second exercise would
be necessary, mainly to compensate for the rather low level of emphasis on
camv flage of the individual soldier. This is astressed in plans for Phase II
Camouflage Test, that began in the summer of 1975,

To allow for proper emphasis on personal camouflage in the Phase II Test,
it was necessary that extnesive support in material be given by NARADCOM and
MERADCCM. The Lead Iaboratory for Camouflage Technology at MERADCCM transferred
$52,000 to NARADCOM to supply the many items listed in Section 3. ‘hese fuads
were used exclusively for purchases of materisls and services from outside sources,
both governmental and commercial. In addition NARADCOM supplied approximately
$100,000 of mission funds, largely for technical and managerial support by NARADCOM.

Some of the items furnished were suggested by MERADCOM and MASSTER, and others
by NARADCOM. The list of items was subsequently agreed upon at meetings of
persomnel of all three sgenclies. The basic intent was to furnish those items
needed to permit a camouflage evaluation of the complete system of clothing
snd person equipment &3 used by a soldier in combat rather than on the item-by-item
basis.

1. Marrero-Camscho, G. and R.B. McDermott, Camouflage Evaluation Report
éPhase I), MASSTER Test Report No. FM 153, Hq MASSTER, Ft. Hood, Texas 765L4
21 January 1974).

2. Humphreys, Adolph H., Camouflage Team Report of MASSTER ACCB II/TRICAP I,
Report 2028, US Army Mobility Equipment Research snd Development Center, Fort
Belvoir, VA 22060 (April 1972).
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2. 8 of Test G £ utlage Effecti -]

In 1962 & joint execine’ on effectivensss of personal camouflage was dpnducted
undeyr the auspices of the Infantry Board, the Engineer Research and Development
Laboratories and the Quartermester Research and Development Command, This exercise
was conducted at Fort Benning and utilised troops wearing different uniforms, both
patterned and monotone. The subjects were viewed by a greup of treined observers
from elevated booths that provided each with a clear line of sight to the targets
in the test area. Six vniforms were considered in a detailed, quantitative field
teste

a. British monoténe similar to Olive Green 107

b. U.S. Army Olive Greea 107 without load-carrying equipment
¢. U.S. Axmy Olive Green 107 with load-carrying equipment

d. UWS. Army 1948 four-color camouflage pattern

e, U.S. Marine Corps Mitchell pattern

f. U.S. Army Khaki 1 uniform similar in design to b and d.

Observation ranges varied from 500 to 1800 meters. It was reported3 that at
none of t he ranges could sny of the patterns be visually resolved into thelr
individual components. Also, the average, integrated colors were nesrly the
same for the first five colors listed. If it is assumed that a subject was
uniformly illuminated and the brown, dark green and black areas of the 4-color
psttern are visually equivalent at the observatiocn ranges, a dark-light pattern
shouid be discernible at some range. Under the conditions of the test the
contrast be&wen the dark and light areas was sbout 1.0, For an average area of
abouk gO cm“ for parts of the light kreen portion of this AL-color pattern,Tiffany
data?’’ suggest the dark-light pattern could not have been resclved beyond about
200 meters. Thus, both by expectation and obsexrvation, the contrast of each of
the first five uniforms (listed above) with the background against which it was
viewed was approximstely the same. Unfortunately, extremely hot and dry weather
seared the grass that comprised most of the viewing background and, therefore,
the contrast with the terrain for these five uniforms was high, probably equivalent
to sbout 0.8, The Tiffany data also guggest that all five of these target uniforms
with a perceived area of sbout 0.75 m~ should be visible at a1’ ranges, under the
good viewing conditions that generally prevailed during the test,

3. Gee, D. L., and A. H. Humphreys, User Review of Cumouflage for the Individual
Combat Soldier in the Field, ERDL Report No. 1834, Mobility Equipment R&D Command,
Ft. Belvoir, VA. 22060, Oct 1965.

b B]ackwel}, H. R,, Contrast Thresholds of the duman Eye, J. Opt. Soc. Amer,,
36, 624643 (1946).

5. Middieton, W.E.K., Vision Through the Atmosphere, U. Toronto Press, 1952.
2
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The same data suggest that the detection range for the Khaki 1 uniform, with & lower
contrast with the background (probably about 0.2), should be about helf that of the
other uniforms. The results of the test, indeed, supported the conclusion that the
Khakl 1 uniform wes substantially less conspicucus than the other five, which were
indistinguishable from one another.

The color of the terrain, its near absence of perceptual clutter, and the
extre®® observaticn ranges combined to preclude any quantitetive comparison of
patterned uniforms and their monotune equivalents. Moreover, as the test
progressed, the observers became famlliar with the tect area. This may have
blased the results. Some of these unfortunate factors were avoided in the
design of MASSTER test FM 2lib: the gregs was greener, observation ranges were
shorter; observers were frequently rotated. Yet the contrast with the immediately
surrounding terrain against which targets were viewed was still rather high,
probably near O.5.

The qualitative visual portions of the 1962 test yielded some interesting
observations. An embush and an infiltration teat were conducted at shorter
ranges and in more cluttered terralins, where patterns could be resolved. It
was generally agreed that patterned uniforms were more effective than monotone
uniforms under these conditions. It was also observed, however, that additgonal
measures need to be taken beyond a camouflaged uniform and helmet cover to achieve
camouflage effectiveness. In none of the 1962 testing was a specific attempt made
to disrupt the soldier's silhiouette beyond modest use of indigenous materials such
as follage or long grass. One of the most conspicucus clues was the black, shiny
boots that were worn. At long ranges they were generally obscured, btut at the
short ranges us- 1 in the informal, qualitative observations, the bodts were often
visible. AnothL.cs conspicuous clue to recognition of a man at all ranges was the
characteristic head-neck-shoulder outline. These subjective observations were
generally borne out in the later Vietnam experlence.

MASSTER FM 2045 was partly intended as a prelude to & more definitive test
of camcuflsge effectiveness. Improving on the design of the 1962 test, it was
also hoped that quantitmtive data on probability of detection as & function of
range would be generated that could be useful in various computer models, From
M 20ib it was hoped .hat one of the patterned uniforms could be identified as
being less conspicuous than the others. This wniform could then be augmented
with other patterned or otherwise camouflaged items to provide the soldier with
a full complemenl of camouflage within the state of the art, It was planned
that this sugmentel, patterned, camouflage clothing and equipment system woul 4 be
compared later with a simila, system consisting only of standard items in the
monotone olive green color in competitive unit exercises. The rational for this
type of test was that a guantitative measure of camouflage effectiveness should
be in realistic operatiorsal terms that relate to a tactical environment.

Such an exercise involves pitting one fully camouflaged force against an
equivalent force equipped only with standard, authoriged olive green mohotone
eouipment in a field setting. At the time FM 20Lb was being formulated, it
wau nlanned that the follow up exercise would be squad-on~squad scale using an
apprcpriate, available scenario. The basis of effectiveness woulc have included
scoring probsble casualties by available techniques.
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It was not necessarily expected that the squad-on-squad exercise would, by
itself, provide a total basis for a cost/effectiveness analysis, but that it
would at least have pointed the direction that future, aefinitive testing should
take. It is anticipated that implementing personal samouflsge to the full extent
now possible within the current state of the artmight add about 15 per cent to the
cost of a complete clothing and personal equipment, system for the combat soldier.
Proper analysis requires that the effectiveness deta also be quantitative and
realistic., It is within this context that the many items listed and described
in the following sections were produced and made available for the MASSTER test.

3. Summery of Items to be Tested

The 1list below tabulates the items furnished to MASSTER for test beginning
the sumer of 1975. The items were not intended to be evaluated separately,
but to be used as componentis of experimental ensembles that represeni total
clothing and personal eguipment systems, typical of those that might ue seen by
soldiers in combat stations. Although some items will be subjected to individual
evaluation, and some screening of similar items is under way, the mores rigorously
conducted tests will deal with comparisons wmong systems of personal equipment.

a. Standard Combat Tropical Uniforms, Olive Green 107

b. Standard Combat Tropical Uniforms, US Army 1948 L~color pattern

c. Experimental Desert Uniform, é~color pattern

d. Experimental Uniforms for Verdant Terrains with four levels of expansion
of the US Army 1948 4~color pattern

e, Experimental Uniforms with Experimental Disruptive Camouflsge for Verdant
Terrains

f. Experimental Uniforms with "Tiger" pattern oriented horigontally

g. Standard Helmet Covers, Reversible

h. Standard Helmet Covers, 1948 L-color pattern

i. Experimental Helmet Covers, Coarse Net

J. Experimental Body Net, Coarse Net

k. Standard Ballistic Vesiz, Olive Green 106

1. Paldscic Vests, Standard L-oul.v poirern

m, DBallistic Vest, Exgerimental lL-color pattern expanded by 60 per cent
n. Experimental Poncho, Experimental L4-color pattern
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Experimentai Watch Covers

Experimental Weapon Covers

Standard losd Carrying Equipment

load Carrying Equipment with Experimental 4-color Camouflage Pattern
Experimental Pack Covers, 4-color
Experimental Pack Covers, 6~color
Experimental Overcoloring Compound, Removable
Experimental Overcoloring Compountl, Durable
Experimental Combat Boots, Green
Experimental Combat Boots, Tan

Experimental Face Paints, Desert Colors
Experimental Face Paints, Verdant Colors
Experimental Face Veil

Experimental Dye Packets for Field Dyeing of Personal Items
(Handkerchiefs, Underwear, etc.)

Standard leather Gloves, Tan

Experimental Leather Gloves, Tan

Experimentally Patterned General Purpcse Small Tent, Nature Patterr
Experimentally Pstterned General Purpose Small Tent, MERDC Pattern
Experimentally Patterned General Purpose Medium Tent, Nature Pattern
Experimentally Pattorned General Furpose Medium Tent, MERDC Pattern
Experimental Recoloring Compound for Tentage

Experimentally Camouflaged Packaging Materials

Experimentally Camouflaged Mobile Field Kitchen

Descriptlons of each item furnished by Natick Resecrch and Development
Commend for testing by MASSTER in the Phase II Camouflaze Test are given in
Section 4 of this report.
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4, Development of Ttems for Test

As indicated in the tabiilation in Section 3, many of the items furnished to
MASSTER are standard and available from stock., For tiict reason no developmental
data are furnished for these items.

a. Standard Cowbat Tropical Uniforms, Olive Green 107

Thirty-five coats and trousers, combat tropical, have been furnished in a
variety of sizes. The fabric used in these garments is cotton poplin with a
6.35 mm nylon rip-stop, vat dyed to an Olive Green 107 shade.

The Olive Green 107 shade is vat dyed and was developed in 1950 by the
Quartermaster Research and Development Command directed to sniperscope detection.
It was type classified in 1952. Figure B.1 is the reflectance curve from LOO to
1000 nm for this uriform. Included are C.I.E, tristimulus coordinates, visual
reflectance and the ratio of infrared to red reflectances integrated with respect
to the sensitivity functions of CD rilm. Figure A.1 includes a photograph of
this uniform.

b. Standard Combat Tropical Uniforms, 1948 4-color Pattern

Fifty coats and trousers in the same fabric as L.a, have been furnished in a
variety of sizes. The four colors were vat printed over a vat-dyed ground shade
in a regular procurement.

The pattern was originally designed in 1948 at the Engineer Research and
Development Center. Subsequently, it was translated to fabric under guidance
by the QM Research anu Development Command and type classified in 1966 as the
US Army 1948 camouflage pattern, also directed toward minimizing sniperscope
detection.

Figure B.2 glves reflectance curves and computational data for each of the
four colors of the camouflage pattern of this uniform. Figure A.1 is a photo-
graph of the 1948 L~color pattern with the standard Olive Green 107 uniform
described in 4.a.

c. Experimental Desert Uniforms, 6~color Pattern

Fifty experimentally developed desert uniforms were furnished for the
Phase II test in the same tariff of sizes as in L.a. This camouflage pattern
was designed at MERADCOM., Subsequently, the pattern was printed under NARADCOM
technical guidance on a fabric that was designed for use in combat clothing for
desert terrains, This is the pattern design evaluated by MASSTER in Phase I, of
which it was said,; "the desert un}form was the most effective in breaking up the
silhouette at the longer ranges".
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Thls > . 'at was based on subjectlve visual observation alone. Sinultaneous
laboratory in.eatigation at NARADCOM demonstrated that some alteration in visual
color and L.l .antial changes in infrared -eflectance should be made. To meke
the indicated corrections a total reformulation of the vat dyed printing was
required. Guidance for the reformulatimém provided by spplication of the
Kubelka~Munk snalysis of colorant layers,  Figures A.2. and A.3 are photographs
with conventional and infrared color film, respectively, of the original and
corrected 6~color desert uniforms, those sent for Phase I and Phase II,
respectively. Figures B.3 and B.4 are reflectance curves for each of the five
major colors of each of the two uniforms. The dye formulations used for the
base color and the colorant components of the pr'at paste for each of the =ix
colors are given in Apwendix C.l. The fifty uni.orms provided to MASSTER were
produced using these corrected formulations,

D12fabricati:xg the experimentel uniforms a nylon/cotton sateen, epproximstely
290 g/m“, was used. The design of the jJackei and trousers is similar to the combat
tropical uniforms, a design agreed uwpon jointly for all uniforms in the test in
the interest of consistency to eliminate the factor of garment design end cutline.

d. Four-Color Pattern Expansion

The MASSTER r. port of Phase l1 indicated a definite subjective preference

for camouflage patterned uniforms. It also suggested that a larger pattern
might be more effective at longer observation ranges. Accordingly, a series
of four uniforms was made in which four sigzes of camoufluge pattern were used.
The colorant formulations, shown in Appendix C.2., were identical in each of
the levels of expansion and all printing wes done by the same mill at the same
time on the same base fabric.

The fabric used wes also a nylon/cotton sateen spproximately 290 g/u”® and 1
fabricated into tne combat tropical design. Iigure A.4. is a photograph that |
illustrates the appearance of the four siges of pacterns used. The smallest i
pattern size is the same as the standard US Army 1948 L-color verdant pattern; I
the others are of the same geometry and color but linearly expanded by 30, &0 J
and 100 per cent. Area expansions are therefore, approximately 70, 250 and LOO
per cent, respectively,. Figure B.5. presents reflectance and associated computed
data for each of the four colors used in all the patterns.

e, Disruptive Patterned Camouflage

(]

Based on observations in Phese I of certain foreign uniforms, it was agreed
by participants in the test that a variation in pattern design from the l-cole
pattern should also be considered. The pattern selected was one made by printing
the black portion cf the "Tiger" pattern (see 4.f.) oriented in a vertical
direction over the standard L4-color 19)8 pattern. This resgulted in a darker
total effect than other uniforms, as is shown in Figure A25. The lL~-color
patterned frivic, all cotton sateen approximately 290 g/m“, was withdrawn from
general st and over printed with thz same black forsmulation used in the
expansion seried described in L.d. (see Apvendix C.2).

6. dJudd, Deane B., Color in Business, Science and Industry, Wiley, New York,1952.
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f. Tiger Pattesrned Uniforms

This pattern, with one variation is that which was widely used by the ARWN in
Vietnam- This uniform is also illustirated in Figure A.5. with the reflectance data
given in Figure B.6., The dye formulations used for the various c¢olors are given in
Appendix C. 3.

g. Standard Reversible Helmet Covers

Two hundred (200) standard reversible helmet covers, FSN 84,15~00-261-6833,
were sent to MASSTER to be used with & variety of uniforms., One side of the
helmet cover is predcminantly greenish, the other tan. The green side of the
helmet cover is iftlustrated with the Standsrd Olive Green 107 and the Stendard
1948 L~color pstterned uniform in Figure A.1. The tsn colored side is illustrated
with the 6-color Desert uniform in Figures A.2 and A.3.

h., Stsndard 4-color Patterned Helmet Cover

One hundred {100) standard helmet covers maue of th- US Army 1948 L~color
pattern, FSN 8415-105-0605 were 3emt toc MASSTER, These are illustrated in
Figure A.4. with the expansion series of uniforms.

i. tal Helmet Cove C e Nett

A coarsely woven net ws vat printed sdih formulations described in Appendix
Celys in the 4~color verdant pattern. When fully stretched, the net has a mesh of
about 15 mn with strands about 3 mm thick. Helmet covers made of this are
illustrated in Figure A.L. To prevent hang-up in view of the tendency tv snag,
the fabric was tenderised by oosking for 2 minutes in a aone—per cent solution of
hydrochloric acid, dried at 105° C, and neutralised with soda ash.

To form the helmet cover the fabric was cut into 50 cm squares, draped over
the helmet wnd held in plidce with an elastic tape. It is intended that the exceas
fabric be raived above the tape to emhance the gross texture and be formed into
an uneven surface with paper covered wire.

3. tal Net e Nett

The experimental btody nets were made of the same fabric as the helmst cover
in 4.i. Bach net measures about three meters long when stretched longitudinally,
and about. two meters wide when streiched laterally. The large sise was chosen to
permit troops to use the net experimentally for camouflage purposes 1.11 addition
t0 u close fitting’body net as was illustrated in the Phase I report™.

A.6 1llustretes one use of the experimentsl netting as a personal camouflage net.
The individual body nets weigh about 900 grams and folds easily into & package
Wemby 18 cm by 5 cm.

ke S tic Vest

Fifty (50) standard ballistic vests were withdrewn from stock and sent to
MASSTER for Phase II. The outer layer is nylon and was commercially dyed Olive
Green 106 in a regular procurement. The vest iz shown in Figure A.1. by the
subject wearing the standard Olive Green 107 coat and trousers.
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1. tic Vests, St Si : k-color Pattern

Nylon duck was dyed and printed with forwulations also given in Appendix C.4
to the standaxd size L-coloxr pattern, The fabric wes then used to produce
(50) otherwise standard ballistic vests that were sent to MASSTER for Phase II.
This item is ullustrated in Figure A.1l by the subject wearing the standard 1948
l~color patternsd uniform. Reflectance and related data are given in Figure B.7.

m., Ballistic Vest, Experimental Pattern

The same formulations (C.4.) and fabric were used to print & L-color pattern
linearly expanded 60 per cent ‘compared with the standard 1948 l-color patiern.
This was used to make fifty (50) armored vests that also were sent to MASSTER
for Phase II. This vest is illustrated in Figure A.L4. by the subject wearing
the uniform with the csmouflage pattern also expanded 60 per cent. Reflectance
curves and associated computed data for each of the four areas of the camouflage
pattern are the same as those that appear in Figure B.7.

n. Experimentasl Poncho

Figure A.6 also 1liustrates an experimental L-color patterned poncho,
fitty (50) of which have been sent to MASSTER for Phase II. Nylon rip-stop
(~pprox. 55 g/m“) was printed with a l~color pattern using formulatiocns also
listed in Appendix C.4. This camouflage pattern was then coated with clear
polyurethans £ilm to render the item water repellent. Reflectance curves and
related computed data are given in Figure B.8.

o. Experimental Wstch Covers

It was pointed cut by MERADCOM personnel that the “ighly directional
reflaction from a watch crystal may provide an ea.:; clue to detection of an
infantry soldier. They requested that & few experimental fabric watch covers
be furnished to MASSTER for evaluation. These were fabricated from the same
fabric as the uniform in i4.b., with a l~color pattern. The watch cover is
illustrated in Figure A.l/ . by the subject wearing the uniform with the
stendsrd sise 4-color cemvafluge pattern.

P. Experimental Wespon Covers

MERADCOM also recommended that MASSTER evaluate the usefulness of devices
to disrupt the distinctive outline of indiwidual weapons. NARADCOM fabricated
such items from fubric for fifty (50) M-16 riflss and forwarded them tn MASSTF..
These items are illustrated in Figure A.4., by one of the subjects. The fabrac
used was & standard sised J~-color patterned poplin, as in 4.d., incloed by hand,
and provided with Velcro festeners to hold the cover in place. The items were
designed 80 &8 to miniinige interference with the weapon’s function.

S

Q-

Fitty (50) sets of the new nylon
equipsent were seut to MASSTER to be

ts of the latest standard losd-carrying
with the standard Olive Green 107 in

the Phase IT tpst. This is iliustrated in Figure A.1.
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r. Patte d nt

Fifty sets of load carrying equipment, vzre patterned in & manner similar to
the US Army A-color pattern by brushing, using the durable experimental overcoloring

compound (see L.v). These are intended to be worn with the A-color patterned uniforms

as illustrated in Figure A.L4. The items of the load carrying equipment are the same
&= in L.g.

s. Experimental Pack Covers, US Army A-Coior Pattern

A8 an alternative to field pattemigg of load carrying equipment, pack covers
of cotton sateen, approximately 290 g/m y With a lL~color pattern the same as L.b.,
were fgbricated, The design was the same as the standard white pack cowver for
snow camouflage. This 1s dllustrated in Figure A.L.

t. Ixperimental Pack Covers, 6-Color Desert Pattern

Pack covers, similar to those in L.s., were fabricated of a nylon/cotton,
spproximately 290 g/m“, with the é~color desert pattern described in L.c. The
pack covers are illustrated in Figures A.2 and A.3 vith the comperable wniform.

w Bxperimentsl Overcoloring Compoypud, Removable

Five gullons in each of four colors of a removable overcoloring compound for
textiles were sent to MASSTER., The compound is weter based and iz intended to be
applied to textiles that are not water repesllent., Compositimus of the four colors
are given in Appendix C.5. Although the colorant system resists water (e.g.rain),
it is readily removed in an alkaline leaundry. Reflectance curves for each of the
four colors and computed sassociated data are given in Figure 9, Reflectance carves
c specimens after removal of the compound are shown in Figure B. 10,

v. Experimeptal Overcoloring Compound, Dursble

For those appdiéations that demand a wore permanent overcoloring, & durable
formulation has been developed. Five (5) gallons of each of four colors aave
been furnished MASSTER for their consideraticn. This formulation also is intended’
for application to textile items, including those that are water repellent, To’
11llustrate one use f~- this overcolorant compound, losd carrying equipment was
colored with the four colors in & pattern resembling the US Army 1948 L~color
pettern (L.b.) The formulation is given in Appendix C.6.

Reflacztance and colorimetric data are showm in 7igure B.1l., while the
petterned loai carrying equipment is illustrated in Figure A.4.

w. Experimental Cc bat Boots, Green

One clue to detection that often has been cited is the shined, black combat
booi. Only recently NARADCOM has found ways tc overcome problems of water
resistance of & fleshout boot. Accordingly, fifty (50) pairs of combal bddts
were mede with che flesh side outward. These were tanned and dyed green, as out-
lined in Arpendix C.7., and were sent to MASSTER for testing in verdant terrtins.
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Fifty pairs of tan flesh-out boots were also mxie and sent to MASSTER for
testing in an arid terrein. The color of these boots is dus entirely to the
tanning process as described in Appendix C.7. The tan boots are
in Figures A.2 and A.3; reflectance and colorimetyic data are also given in
Figure B.12.

Camouflage face paints have
color of the face and hand, particularly of Caucesiang, In recent years an
insect repellent was incorporsted
stick., One hundred (100) sticks of the losm and ssnd colored face paints were
sent to MASSTER for testing in an arid terrein. 1he composition varied from
standard only in respect to the colorunts for the ssnd color and wes done to
improve the infrared reflectance properties. The formulation is described
in Appendix C.8., and illustreted in Figures A.2 and A.3. Reflsctance curves
snd computed dats are given in Figure B.13 for the cowpound as & mass tone.

v. Experiment . Face Puints. Vexdant Terxwing

In a wanner similar to the face paint for arid terrains, the green color wes
refarmulated as a camouflage face puint color for verdant terrains. The second
color in the stick is the same loam color as in the stick for arid terrains,

The reasou for change in the colorant of the green stick was its poor reflectivity
in the infrered spectrum. The difference between the cld and néw formulation is
shom in the reflsctance curves of Figure B.1l,., The sppearsnce of the new face
paint is ikiustrated in severel figures of Appendix A. Appendix C.9., contains
inforsation on the coapoaition of formulations used.

sa. Experimental Face Veil
A camouflsge problem that often has besn cited is that o
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bb. Eield Dyeing Packets

Another camouflage problem arises from the fact that many personal items,
C.g.y towels, undexrwear, and handkerchiefe, are issued in a uhlte stxte. When
troops wach such items in the field, they muy spread them on bushes or the
ground to dry, in cbvious conflict with good camouflage practice. A field
dveing packet has been developed to permit troops in the field to dye such
personal items to appropriate camouflage colors to minimise their adverse
contribution to batilefield litter.

Standard field dyeing pacikets, Olive Green 109, FSN 6820-7£2-2682 were
withdrewn from stock and sent to MASSTER for evaluation. Prédliminary trials
showed that the color produced was far from an Olive Green 107 shade and that
adjustments in the dye formulation were indicated. A packet wes developed such
that when it was added to the stock item, the proper shade was obtainsd,
Sufficient dye has boen sent to MASSTER, and personnel at the tere Jaundry at
Fort Hood were instructed by NARADCOM personnel in the appropria . dyeing
procedure. The formulation for the supplementaxy package are given in
C.10. Figure A.8 1s a photograph of several items that have been dyed with the

revised formula and displayed as they migit be in a field situatiom.
cC.

Ieather gloves have been fuxnished to MASSTER for the Phase Il test as an
alternative meanz of camouflaging the hands. The black color is that of the

standard item and is illustreted in Figure A.1,
dd, Lesther Gloves, Ten

Gloves, similar to those in /.bb., have been sent to MASSTER in s tan color.
These are furnished as an alternative to the face peint for cemouflaging the

hands and are to be worn with the é~color desert wniform, Figures A.3 and A.lL.,
show the gloves being worn by one of the subjects. The reflectance and associated

data are included in B.15. The color was attained by use of & vegetable

Gne each of subject tents were camouflage patterned in a confligureation
referred tc as the Natwre Psttern. This iz a pattemn MW by Frenklin
Institute Research Laborstories under contrect to NARADCOM' sand was intended to
rescmble foliated terreins that likely would serve ss a backgrcund to a properly
sited tent in a foliated region. Four colors were used to produce the pattern
using a forwmulation described in L.gg. Figure A.9 is & photogreph of the GP
Modium tent sited in & mamner to illustrate the pattemn, not its

effectiveness. The patterns for these two tents were applied by spraying

techniques suggested by the contrector.

7. De Benedictis, John A.,Camoutlage Study of the GP Small end GP Medium Tents,
US Army Natick Research and Development Command,Natick,Mass.01760,(in preparation).
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One of each of subject tents was camouflage patterned in a design referred to as
the MERADCOM Pattern. This pattern is included in a coapendium of patterns dssigned

by MSRADCO: for the camouflage of a wide variety of vehicles and other field equipment.
The same colorent forwulations were used for these tents as for those discussed in L.ee.,

and are illustrated in Figure A.10. Application wes by brush which resultced in some-
what better coverege than in lL.ee,

Part of a contract with the Frenklin Institute Research labgretories produced
four colors of a compound to be used in recoloring fisld tents.  The composition
of the forsulations was intended to preserve the resiztance of existing tents to
nildew, rein, wind and fire. Use of the compounds is illustrsted in Figures A.9.,
and A.10.; reflactance and relzted dats are given in Figure B,16, The composition
cf each of the four colorsnt formulations is given in Appendix C.11,

bh. Camgyflsged Paclaging Materialy

Under & MERADCOM-funded contract® colorsnt finishes were developad for camouflage
of fiberbosrd cartons, wooden cretes, polysthylene film for food pecksging and tin
cans. As currently procured none of these items is properly cemouflagsd; all can
eusily contribute to battlefield litter in a manner that viclates
practice. Figure A.11. displays thé above items with the developed colorunts.
Reflactance and rslated dats sre given in FigmeB. 17., and the corgosition of the
formulations is .sported in the Battelle report.

1. Cmagyflaged Mobile Fisld Kitchen

The mcbile field kitchen that has been dasigned by NARADCOM wes patterned using
two Zormulations, one for the metal parts, and one for the fabric éomponents. For
the surfaces of renges and ovens that face outwsrd a commercial stove blucking wes
used. All other metal parts, the storage couts'wers, floor, treiler chissis and
roof were peinted with the alkyd ensmel (Mil-Z-22798). The fabric cowponents were
pattemod with the tentage recoloring compound dizcussed in paregreph L.gg.

Two patteins were used, the MERADCOM Pattern (4.ff) for “hose aroas expoced
when the unit is configured as a treilar., This includes the roof and the nylon
terpauling. The Nature Pattern was spplied to those arwas thit are axposed when
the unit is deployed as a kitchen. The yarbage cans and lids were painted with the
alkyd enamel with a free-hand version of the Nsture Pattern. Figure A.12 illustretes
the unit deployed as a kitchen with the side curtains down. In this configurstion
the Nature Pattern predominates.

8. Yowecki, louls J., Camouflsged Psckaging Muterials, Battelle Colusbus
labosatories, US Army Mobility Equipment Research and Development Center,
Fort Belwoir, VA 22060 (27 December 1974).
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APPENDIX A

Apperndix A contains photographs of the items that were produced during the fY 75
program and sent to MASSTFY. for the Phase II test. Tiie itoms are portreyed by
troops in a scmewhat realistic manner and in an appropriate terrain, HNo special
effort wee wade to display the subjects 1. a tactical situatlon; smunecis was
pizcaed on lilus‘reting the items. Infrared color film (CD) was usnd for Figure
3; ull other photcgraphs were made using Extachrome (ASASL) film,

Figwe A.l.
Figue A 2.
Figure A3,
Figure A.l.
Figure A.5.
Figure A6,
Figwe A.7.
Figure A.8.
Figure A.9.
Figure A.10,
Figure A.11.
Figure A.12.

LIST OF ILLUSTRA'IONS
Standard Uniforms and Associsted Field Tjulpment
Degert Camouflage Unizorm — Visual
Desert Camoullage Uniform - Infrared
Pattern Bpision Serles
Disruptive and Tiger Pattorms
Body net
Standard and Experisental Ponchos
Field Dyed Undsrwear
Tent, Nature Pattern
Tent, MERADCOM Pattern
Packiging Materials
Mobile Field Kitchen
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Figura L1, Yelt: Standzrd Olive Green 107 uniform; blsck gloves, standard
roetraible holuet cover, standard fece paint, standard losd-ecarrying equipment,
Conter: Standord US Army 1948 camouflage patterned umiform, standard
teversible helmet cowver, experiuentil L-color patterned srmored vest, experimental
green and losm face paint.
Bightr Ctundard Ollve Green W7 uaiform, standard reversible helmet
covwr, standard Ulive Creen 106 arwored vest, stendard face peint.
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A.2. Desert Camouflage, 6~Color Pattern

Ieft: New colorent forsulation, 6=color paiterned desert uniform and
pack cover; experimental tan flesh-out bcots; standard reversible helmet
cover; experimental facs paint.

Right: 0ld colorent formulation, 6-color pati-ried desert uniform;
standard reversible helmet cover.

Figure A.3. Desert Camouflage. Sames as Figure A.2. except that Infrared
Color film was used.
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Figure A.i4. Patlern Expansion Series, Expe ntale

Left: Standard sise patterned uniform, standard sise patterned armored
vost, standaod 4~color helmet cover, experimemtal watch cover,

left ~ center: 1.3 times expansion patterned uniform, standard l~-color
helmet cover, weapon cover, camouflsge patterned standard load carrying equipment.

Right ~ center: 1.6 times expansion patterned uniforms, 1.6 times expansion
patterned armored vest, experimental helmet cover, wespon cover, experimental green
shoes.

t: 2.0 times expansion patterncd unifor..s, 4~color pack cover, face
veil, 4~color helmet cover, black gloves.
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Figure A.5, Disruptive and Tiger Patterns

Ieft: Disruptive patterned uniform, standard reversible helmet cover,
expsrimental face paint.

Right: Tiger patterned uniform, standard reversible helmet cover,
standard face paint.



Figure A.8. Flcld-dyed underwear.
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Figure A.9.

Figure A.10.

General Purpose Medium Tent with MERADCOM Pattern.
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Figure A.1l. Packaging Materials

I;eft: Standard items; wood ammmition box, fiberboard carton, tin cans,
plastic/aluminum laminates.

Right: Same items coated with camouflage color formulation.

Figure A.12. Mobile field kitchen camouflaged wiith Nature Pattern.
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APPENDIX B

This apperdix contains spectirel reflectance curves from 380 to 1000 nenometers for
a1l items sent to MASSTER for Phese II. Curves were obtained using the General
Electric Recording Spectrophotometer. Tristimulus coordinstes (x, y) were calculated
from tristimulus values automstically computed with respect to the Standard Observer
and Source "C" with a Davidson-Hemmendinger Tristimulus Integrstor. Red and Infrared
reflectances were computed as defined in Mil-E-52798 (ME) using a Hewleti~Packard
programaeble calculator ana curve tracer.

Figure B.l. Standard Combat Tropical Uniform, OG 107

Figure B.2. Standerd Combat Uniform, 1948 Four Color Pattern

Table B.2.1l. Standard Combat Uniform, 1948 l~Color Pattern

Figure B.3. Experimental Desert Uniform, Six Color Fattern, Old Formulation
Table B.3.1l. Experimental Desert Uniform, 6~Color Pattern, Old Formulstion
Figure B.4. Experimentsal Desert Uniform, Six Color Pattern, New Formulation
Taule B.4.1 Experimental Desert Uniform, &-Color Pattern, New Formulation
Figure B.5. Fowr-Color Pattern Expansion

Table B.5.1. Four~Coloxr Fattern, Kepension

Figure B.6. Tiger Patterned Unlforms

Table B.6.1l, Tiger Patterned Uniforms

Figure B.7. Ballistic Vests, Standard and Expanded 4 Color Pattern

Table B.7.1l. Ballistic Vests, Standard and Expanded L Color Pattern
Figure 8.8, Experimental Poncho

Table 3.8.). Experimental Poncho -

Figure B.9. Removable Overcoloring Compound Over Nylou Pack

Table B.9.1 Removable Overcoloring Compoundi Over Nylon Pack

Flgure B.10. Nylon Pack Febric After Removal of Overcoloring Compound
Table B.10.1l.Nylon Pack Fabric After Removal of Overcoloiing Compound
Flgure B.1ll. Overcoloring Compound, Durable

Tsble B,.11.1.Overcoloring Compound, Durable

Figure B.12. Green and Tan Boots

Figure B.13. Experimental Face Paint, Desert Colors

Figure B.1li. Experimental Fe-e Paint, Verdant Terrains

Figure B.15. lLeather Gloves, Tan

Figure B.15. Recoloring Compound for Tentage

Table B.16.1l.Recoloring Compuund for Tent ige

Figure B.17. Packaging Msierials, Forest Green

Table B.17.l.Packaging Materials, Forest Green
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Black

Yellow

TABIE B.2.1. STANDARD COMBAT UNIFCRM, 1948 A\~COLOR PATTERN

xz
0.3169
0.3543
0.3211

0.2537

L

0.3219
0.3554
0.3701
0.3768

b4
3.86

6. 32
7.78

RED

Lo12
7.52
5.55
12,26

B-i

pii}

L.67
1..30
11.37
26,41

RATIV

113
1.50
2.05
2,15
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TABIE B.3.1

Light Tan
Dark Brown

Light Brown

N

EXPERIMENTAL DESERT UNIFORM, 6-COLCE PATTERN ~ OLD FORMULATION

-

0. 3455
0.3833
0.3945
0.3536
0.3681

X

0.3455
0.3439
0.3567
0.3487
0.37%l

b4

29.86
6.28
8.10

26.40

21.39

B-6

RED

35.21
13.80
17.2%
34.81
29.63

A3

L7.83
39.82
L0.63
L2.28
L7.95

RAIIO
1.36
2.89
2,36
L2l
1.62
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TABIE B.4.1l. EXPERIMENTAL DESERT UNIFORM, 6-O0010H PATTEEN - N FORMULATION

1 x I biAA) L, BATYD
Dark Brown 0.2741  0.3369 8.7 12,10 18,76 155
Khaki 0.3528  0.3557 25.49 28.71 25.98 0,90
Light Tan 0.33%%5  0.3359 35.96 LO. 26 42,15 105
Light Brown 0.3966  0.3598 11.94 21.30 22,92  1.08
Tan C.354L9  O.34Th  30.37 39.32 39.03  0.99
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TABLIE B.5.1, FOUR~COLOR PATTERN EXPANSION
z '8 b4 RED
Black 0.3071 0.3197 4.06 3.98
Brown 0.3691 0.3644 6.96 8.00
Dark Green 0.3170 0.3831 T.42 5.23

B~-10

I8

6.99
20,08
17.90
20,61

1,76
2,51
3.42
1,50
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Black
Dark Green
Red—-Brown

Light CGreen

Rtk el nchuit A S A

TABIE B.6.1, TIGER PATTERNED UNIFCRMS

X

0.3086
0.3417
0.3609
0.3893

L

0.3062
0.3812
0.3756
0.2565

X

2.48
725
9.22
15.54

B~-12

RED

3,26
5.87
10.85
15.19

Bk ekt o b e ity ¢ A ihabh At it ihinade: ot

i

6.35
8,00

13.67
22,75

RATIC

1.95
1.36
1,26
1.50
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' TABIE B.7.1. BALLISTIC VESTS, STANDARD AND EXPANDED, 4 COLOR PATTERN j
x x X EED b} RATIO i
@ |
g ,,% Black 0.3167 0.3227 3.2l 3,21 L.12 1.28 |
"y Brown 0.3422  0.3548  5.06  5.39 9.87 1.83
Rt Dark Green 0.55323 0.3861 7.39 6,64 20,82 3,14
,;“?“ Iight Green 0. 3540 0.34145 9.65 9.47 L7.42 5,01 1
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Black

Dark Green
Light Green

L Adsiden !

TABIE Be8.1. KEXPERIMENTAL PONCHO

0.3159
0.3318
0.32,1
0.3L93

0.3274
0.3324
0.3701
0.4011

B-16

L.26
5.01
6.28
10,06

RED

L,.28
5.72
5.23
9.55

459
7.26
12,68

29,01

RATIO

1.07
1.27
2,42
3.0
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TABLE B.9.1. REMOVABLIE OVERCOLCRING COMPOUND, OVER NYLON PACK i

x X X RED b3 RATIO

Light Green 0.3488 0.3670 16.74 17.52 54.01 3.08

Deark Green 0. Bw 0. 3597 8. 68 Bo 11 530 07 60 5‘0
Darik Brown 0.3438 0.3461 7.67 9.06 42,36 4. 67
Clack 0.3055 0. 3096 6.1, 6.23 57.23 9.2
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TABLE B.10.1 NYION PACK FABRIC AFTER REMOVAL OF OVERCOLORING COMPOUND

&

Substrate 0.362%
“Light Green  0.3586

Dark Green 0.3551
*Black 0.3507

L

0.3886
0.3789
0.3845
0.3767
0.3697

X

8.02
7.99
(2
6.85
6.40

RED

8.53
7.37
7.86
7.22
7.17

p! i}

60,58
56,40
56,70
5k 25
58,95

RATIO

7.10
7.65
T.21
7.51
8,22

*Curves for Light Green and Black areas after removal are too close to
thoge 1llustreted for ussful presentation.

o FRAAR IR 5 "
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TABIE B,11.1. OVERCOLORING COMPOUND, DURABIE

Iight Green
Duxk Green

Dayik Browm
Black

(AL

. 2

0.3623
0.327
0.3493
0.3052

L.

0.3806
0.3673
0.3499
0.3117

)4

9.39
7.84
5.98
k.29

B-22

RED

10.97
7.27
7.30
L.L7

3

3118
32.12
26.71
45.48

RATIO

2. 6L
ho.l2
3.66
10,17
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Blacl.
Brown
(!preen

Sand

TABIE B.16,1 KECOLORING COMPOUND, FOR TENTAGE

X

0..087
0.3759
0.3295
0.35L5

L

0.3163
0.3701
0.3716
0.3702

X RED 2 &
L. 96 Lo 66 2o Sk 5435
12,08 14.91 28,74, 1.93
9.71 Bakd 25.03 2,98
0.2335  23.91 38.86 1.63
B-28
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Wood /Sprey

Corrugated Fiberboard
Polyethylene

Tinplate

TABIE B.17.1. PACKAGING MATERTALS, FOREST GREEN

X

0.295L
0.2901
0.2837
0.2918

L

0.3647
0.3589
0.3576
0.362%5

B-30

i

9.68
8.67
9.72
8.82

RED

6.1
5.6
6.1
5.2

3

58,4
51.1
53.0
39.3
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All experimental colorent formulations usod on meterial furnished to

MASSTER are

stock srs not lmown, because the relevant specifications under which
they were purchssed do not require use of specific colorents.

Table C.1l.
Table C.Q2.
Table C.3.
Table C..k.
Table C.5.
Table C.6.
Table C.7.
Table C.8.
Table C.9.
Table C.10.
Table C.11.

APPBIDIX C !

EXPERIMENTAL COLORANT FORMULATIONS

showm. Colorent formulations for items withdrawm from

LIST OF TABLES
Six-Color Pattern (New)
Four~Color Pattern, Expension Seriss
Tiger Pattern
Helmet Cover, Body Net, Ballistic Febric, Four-Color Foncho
Textile Overcoloring Compound - Removable
Textile Overcoloring Compound - Durable
Coloration of Green Shoes
Composition ~ Paint, Face, Camouflage, Arid Terrsin
Composition - Paint, Face, Camouflage, Verdant Terrain
Field Dyecing Packets Mil-D-2273
Tentage Recoloring Forwulations

c-1 1




TABIE C.l. SIX~COLOR PATTERN (NEW)

GROUND SHADE ~ TAN 379

0.20 Og/g Intravat Brown 2 BR MD Vat Brown 33
0.26 Oz Calcoloid Olive Green 2 GI DP
0.18 O0s/g Intravat Gray 2 GR Paste

TAN 380

0.13% Iritravat Brown 2 BER MD Vat Brown 33
0.2i% Intravat Brown GR DP Vat Brown 3

BROWN 381
1.6% Intravat Brown 2 BR MD Vat Brown 33
1.9% Intravat Brown GR DP Vat Brown 3

BROWN 382

2.8% Intravat Brown 2 BR MD Vat Brown 33
3,75% Intravat Brown GR DP Vat Brown 3

BLACK 383
Indocarbon CIGS Paste Fine Vat Black 6

KHAKT 384
1.35% Calcoloid Olive Green 231 DP
0.25% Intravat Brown GR DP Vat Brown 3

P S
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TABIE C.2. FOUR-COLOR PATTERN, EXPANSION SERIES

GROUND SHADE

2.91% Intravat Brown GR DP Vat Brown 3
0.82%4 Cibanone Green BFD Vat Green 1
1.8 £ Algol Yellow GC Vat Yellow 2

LIGHT GREEH 354

0.60% Intrevat Brown GR DP Vat Brown 3

0.08% Ponsol Jade Green DP Vat Green 1

0.12¢ Amanthrens Yellow 10G Paste Vat Yellow 2
99.2 4 Vat Reducing Gum

DARK GREEN 355

1,96 Intravat Brown GR DP Vat Brown 3

2.0¢ Ponsol Jade Green DP Vat Green 1

0.7% Amanthrene Yellow 10 G Paste Vat Yellow 2
95.8% Vat Reducing Gum

BROWN 356

2.43% Hostovat Brown HAR paste Vat Brown 57
0.50% Intrevat Brown GR DP Vat Brown 3

0.64% Ponsol Jade Green DP Vat Green 1

0.23% Amanthrene Yellow 10G Paste Vat Yellow 2
96.2 % Vat Reducing Gum

BLACK

7. 66 Sodyeco Fast Black FCIG Paste Vat Black 6
1.166 Cibanone Brown F2BR Powder

0. Cibanone Blue BO Paste Vat Blue 20

90.6%k Vat Reducing Gum




C.3. TIGER PATTERN

DYED GHOUND -~ LIGHT OLIVE GREEN L5L4
Vat Orenge 15 CI #69025
Vat Brown 1 CI #70800
Vat Green 1 CI #59825
Vat Green 3 CI #69500
GREEN L55

Vat Gyeen 3 CI #69500
Vat Green 32 {Versnthrens Khaki E3G)

LIGHT BROWN L56

Vat Green 32 (Veranthrene Khaki E3G)
BLACK 457

Vat Blue 20 CI 59800

Vat Brown 33
Vat Sulfur Black 6 CI 53295

G-l
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TABLE C. L
HEIMET COVER, BODY NET, BALLISTIC FABRIC, FOUR~COLOR PONCHO

GROUND SHADRS

Helmet Cover and Body Net Ballistic and Poncho Fabrics

Vat Green 1 Irgalan Yellow FGL Acid Yellow 128
Vat Yellow 2 Irgalan Dark Green ZBL Acid Green 58
Vet Brown 3 Irgalsn Brill Green 3 GL

PRINT PATTERN FOR ALL FOUR FABRICS

GREEN 354

0.8% Kemprint Yellow 4234
0.6% Kemprint Red 4000 RB6C
0.1% Kemprint Blue 4400 RB21
1.8% Binder
96.1% Cut Clear

GREEN 355

5.5% Kemprint Green 4330 RBLO
0..% Kemprint Black 4600 RB10O
L.1% Xemprint Yellow 423L
2.8% Kemprint Red 4000 RB&O
12. &4 Binder

Th.l% Cut Clear

BROWN 356
5. Sherdye Yellow L4234

Sherdye Red 4000 RB6O

Sherdye Black 4600 RB1O

Binder
Cut Clear

2

0

0
&'
BLACK 35
5
5
8

HERRBER

7
.0% Sherdye Black 4600 RB10
.0% Sherdye Brown 4800

0% Binder
0% Cut Clear

10.

C-5
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TABIE C.5. TEXTILE OVERCOLORING COMPOUND - REMOVABLE

Vehicle end Binder (total parts)
Polyvinyl Acetate Copolymer (Gelva C-5V-10) (Binder) 7.8

Dispersant (Tamol 850) 0.5
Tricresyl Phosphate (FPlasticiser) 3,6
Nonyl Phenyl Ethylene Oxide (Igepal CO-630) 0.1
Hydroxyethyl Cellulose (Cellusige QP-4400) 0.1
Defoamer (Foamkill 639 0.1
Ammonium Hydrosids (26° Be' ) 0.5
Water 28.5

Pigments (total parts)

Dark Green I'ght Green Brown
Green K—639*r 7.7 3.3 -
Yellow V-9112 1.6 h.2 5-6
Brown F-6111 - trece 2.1
Black RM 137 0.8 trace 2,2

Turquoise K-1607 0.7 ~
Rutile T102 - 1.9 -
TABLE C,6., TEXTILE OVERCOLORING COMPOUND ~ DURABLE

Vehicle and Binder (total parts)

Chlorinated Rubber (Parion $-10) 10 CPS)(Binder; 6.7
Chlorinated Paraffin (Chlorowax LO) Flasticismer 9.9
Thixotrope (Thixatrol ST) Thickener 0.7
Epaxy Resin (Epon 828) (Heat Stabilisey) 0.3
n-Biityl Acetate (Solvent) 20.0
Epichlorhydrin (Gelation Stabiliser) 0.1
Figments (total parts)
Dark Green Iight Green Brown
L. g

Green K-639 6.4 6.5 -
Yellow V-9112 trace 6.5 L.9
Brown F-6111 - trace 4.8
Black RM 137 5.9 - 3.7
Rutile Ti02 trace ~ -

*Except for the rutiie titanium dioxide obtained from Dufont, all
pigments were obtained from Ferro Corporation, Cleveland, Ofrio

whose designations are shoun.
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TABLE C.7. COLORATION OF GREEN SHOES

This combination of dyes was used to achieve the shade for the green boots

by the manufacturer.

Acid Grean G
Derma Green B

Br1ll Yellow Conc.

Xylens Dexk Green B
Durelan Fast Slack WA

Acid Green 3

Acid Green X0
Acid Black 52

Both the green and tan shoes were tanned in the zame way, first with a
conventional chrome tan followed by a vegetable retan. The tan color
produced is the result of the tamning process alons. Water repellent
wag applied after coloretion was achisved.

TABIE C,.8., TOMPOSITION ~ PAINT, FACE, CAMOUFLIAGE, ARID TERRAIN

Castor Wax

Carhauba Wax

Mineral Oil1, U.S5.P. Heavy
lanolin,U.S.P., Anhydrous
NyN Diathyl m~tolusmide
Talc

Ochre (1624

Titanium Dicxide, Atlas White
Carbon Black A 3278

Black Iron Oxide

#23-6667-Loam

(Parts by weight)

Total

17.5
205
22,5
8.5
10.0
700

16.0

-

16,0

100.0

#21~6667-Sand

(Parte by weight)

17.5
2.5
22,5
8.5
10,0
7.0

7.8
24.0
0.2

180.5~

s




TABLE C.9. COMPOSITION -

Castor Wex

Carnauba Wax

Mineral Oil1, U.S.P.Heavy
Lunolin, U.S.P. anhydrous
NyN Diethyl m-toluamide
Tale

Titanium Dioxide
Chlorophyll, 0Oil-Soluble

PAINT, FACE, CAMOUFLAGE, VERDANT TERRAIN

#1,6~6667 - Green (Chlorophyll Type)
(Parts by Weight)

2106
3-1
22,5
10.5
12,2
8.6

10.0
11‘ E
Total 100,0

TABIE C.10, FIELD DYKING PACKETS Mil-D-2273

TYPE IV

Direct Blue 71
Direct Orange 37
Direct Orange 34

c-8

CI-3L1L0
CI-40265
CI-LO215
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TABIE C.1l1 TENTAGE RECOLORING FORMULATIONS

Batch Compositions
(Parts by Weight)

; 1. Polyvinyl Chloride (Geon 222)
: 2, Cyclohexanone
| . . FMC-Tricresyl Phosphate
L. Synpron 966
: 5, Chlorinated Parafin (Ohlorowax 70)
6, Inorganic Ti0, (Oncor 75 RA)
7. Diatomaceous farth (Celite)
8, Pigments
Pigments
, (Parts by Weight)
i Dar'- Green
Ferro Green K639 4O
' Ferro Black V6782 -
: Ferro Yellow V6951 -
t Ferro Brown V6111 -
i White T10, -
l'
!
| .
c-9

Black

40

Total

Sand

L.C
2.3
6.2
005
27.0

Field Drab

10,1
3k
10.7
1.8
L0




