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FOREWORD

This technical report covers work performed by SIGNATRON, Inc.
Lexington, Massachusetts, under Contract F33615-~74-C-4065, Project
1227, Task 12, over the period 1 February 1974 to 30 June 1975.
The draft of this report was submitted 29 July 1975. The Project
Engineer at SIGNATRON was Dx. Leonard Ehrman, who was also
responsible for the sections on Doppler simulaticn, system
validation, and propagation effects. Mr. John N. Fierce per-
formed the analyses of the hard and soft limiters, assisted
by Dr. Steen Parl. Dr. Parl also performed the NAVSTAR GPS
analysis. Dr. Steven H. Richman performed the repeater jamming
analysis. Computer programming for the soft limiter analysis

was performed by Mrs. Linda Vears.

The authors wish to acknowledge the valuable assistance
of the AFAL/AAI Project Engineer, Capt. James Nash, whose sug-

gestions were of great benefit to the study.
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SECTION 1

INTRODUCTION

This document constitutes the final report prepared by
3 SIGNATRON, Inc., Lexington, Massachusetts, for the Air Force
Avionics Laboratory, Wright-Patterson Air Force Basg, Ohio,
i under Contract F33615-74-C-4065, entitled Optimum Simulation

: Techniques for Communication System Design.

; 1.1 Objectives of the Program

The Air Force Avionics Laboratory has developed the Com-

munication Systems Evaluation Laboratory (CSEL) to investigate
and analyze, through simulation, a variety of communication

problems. The laboratory utilizes three solutions to the prob-

lens:

(1) building and testing special purpose hardware;

(2) developing computer software programs to simulate
the problems on a digital, analog, or hybrid com-
puter; or

(3) developing some combination of the two methods.

In addition to the above, over-the-air tests can be performed

using CSEL's rooftop facility.

The objective of the present program was to perform a study
of simulation techniques £for anti-jam communications systems
design and evaluation, and pr vide recommendations which utilize
the capabilities of CSEL in testing these systems. The emphasis
in the study was placed on two satellite systems: The Lincoln

Experimental Satellites 8 and 9 (LES 8/9) and the NAVSTAR Global
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Positioning System (GPS). The LES 8/9 effort included studies

of hard and soft limiting, repeater jamming, simulation hardware/
software validation experiments, and Doppler simulation. The

GPS effort was limited to a study of the reguirements foxr GPS
simulation, and the interfacing of the GPS simulator with the
propcsed AFAL Generalized Development Model (GDM) system. In
addition to the studies oriented towards the LES 8/9 and GPS systems,
specifically, studies were also performed in the fields of satel-
lite signal properties and the simulation of desired scintillation

statistics.

1.2 Brief Summary of Results

Analytic results have been obtained for the suppression of
a freguency-hopped signal with CW jamming in a hard limiter.
The soft limiter which was examined was modeled as a linear
amplifier for input levels less than a specific threshold value,
and clipper for input levels above the threshold. Calculations
were made of signal suppression; for J/S < 0 dB, the hard limiter

has less suppression, while for J/S > 0 dB, the soft limiter has less.

The repeater jammer was studied for a frequency-hopped system
which utilized error correciiag coded transmission and hard limit-
ing at the receiver. The signal detection statistic took into
account the effects of matched filtering, limiting, and random
frequency and phase errors, as well as partial chip jamming.

The analyses demonstrated that for this class of signal, repeater
jar.aing is in general more efficient than either random noise or

multitone jamming.

When CSEL is first to be used in LES 8/9 simulations, it is
important to have a systematic procedure for validating the sima-
lation. Three experiments are considered, the first being

a validation of the programmed signal prccessor

2
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(PSP model of the satellite, the second being the downlink simu-~
lation, and the thixd being jaiming on the forward uplink. Ex-

perimental procedures and predicted results are given.

The final LES 8/9 study is concerned with Doppler simulation.

The simulation of Doppler shift on a wideband signal is compli-

cated by the linear increase in Doppler shift across the signal
band, resulting in a differential Doppler shift across the band.
This can be ignored in a narrow-band signal, but must be included
in the simulation of wideband signals. A hybrid method of simu-
lating both the Doppler and the differential Doppler for the

LES 8/9 system is described.

The NAVSTAR Global Positioning System (GPS) will enable
both civilian and military users to accurately locate their po-
gition in three~dimensional space. Many classes of users are
envisioned for GPS. Depending on their accuracy requirements,
they may receive satellite data at either one or two frequencies,
with or without A/J protection. AFAL is supporting the GPS
Joint Program Office to provide performance trade-offs related
to high-anti-jam techniques for GPS, as well as to expand the
technology base for GPS user equipment. As part of this program,
AFAL is procuring the AFAL Generalized Development Model (GDM)
of the GPS user egquipment, which includes the hardware and soft-
waxe necessary to receive and process GPS navigation signals,
along with inertial and auxiliary sensor data in some modes,
and determine optimum estimates of the thiree dimensionmal position,

velocity, and system tiine. In our study of GPS we have summarized

the GPS system and sources of errors, invegti

modeling techniques, and proposed means of integrating the GDM
into CSFL, thus allowing GPS system concepts to be validly tested

through a hybrid simulation. Among the items considered are:
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2xpected GDM receiver structure; integration of the GDM

% simulator into CSEL; the use of the Draper Laboratory's

1 CSDL/4 - SV satellite simulator; new techniques for con-
structing variable delay lines; antenna simulation; stabili-

zation of time delays; and hardware and software requirements.

The final part of the study deals with some features of
satellite signal propagation. It consists of two separate
but complementary parcts. The first is a summary of the properties
of satellite signals. The second is concerned with means of
simulating, on a digital computer, signal distributions which
would be the same as measured on a scintillating signal. Algorithms
are derived for generating signals with the distribution of either

envelope alone, or both the envelope and phase.

1.3 Contents of the Report

The report is divided into four main sections. Section 2
contains the material related to LES 8/9, Section 3 the material
related to GPS, and Section 4 the material related to satellite
signal propagation. Conclusions and recommendations are given

in Section 5.
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SECTION 2

LES 8/9 STUDIES

2.1 Introduction

The Lincoln Experimental Satellites LES 8/9 are experimental
satellites, operating at VHF and K-band. They are designed o
accept signals which are frequency-hopped over a wide bandwidth
for A/J purposes, process them, and refo.mat, remodulate, and re-
transmit their data to other users. Thus the satellites are con-
siderably more sophisticated than the conventional repeater-type
satellite, which simply heterodyne incoming signals to another

band and then retransmit them with no further processing.

In this section we discuss four aspects of the LES 8/9
system and their application to the CSEL facility. In
Section 2.2 we describe the effects of limiters on frequency-
hopped signals. The simulation of Doppler and differential
boppler shifts, which is an important effect in wideband A/J
systems, is considered in Section 2.3. Repeater jamming of
frequency-hopped signals is analyzed in Section 2.4. Section 2
ends with a discussion of systematic tests to be run using CSEL
with the LES 8/9 simulator.

2.2 Effects of Limiters on Freguency-Hopped Signals

A frequency-hopped (FH) signal is often processed through
a limiter, as this provides a means of reducing the effect of a
jammer on a coded system. In this section we consider the sup-~
pression which FH signals undergo in both hard and soft limiters,

when combined with CW or FH jamming signals.

5
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2.2.1 CW Jamming Suppression of FH Signals
in a Hard Limiterx

Suppose that two CW signals are present at the input to a
hard limiter: one of them arising from a frequency-hopped (FH)
desired signal, and the other from either a CW or FF. jammer.

If the desired signal is at frequency fo' and the undesired
signal at fl, then the output of the limiter contains an in-
finite number of spectral lines spaced at multiples of the dif-
ference frequency (fl—fo). The bulk of the limiter output
energy appears in the lines at fO and fl; however, as much as
19% of the limiter output can appear in other lines when the

signal and jamming are equal.

If S and J are the signal and jammina powers, respectively,
the fraction of the total output power that would appear at
the desired frequency when using a linear amplifier would be

s/ (s+J).

Beside wasting power in spurious spectral lines, the hard
limiter increases the disparity between the power in the spec-

tral lines at fo and f this is the well known weak-signal

17
suppression effect.

This combination of weak-signal suppression and power in
spurious lines causes the power in the desired component to be

some number

W(J/S) - S (1)
S+dJ
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rather than S/(S+J). We call ¢{(J/S) the "suppression factor"
and we have plotted ¢ in Fig. 1. The details of calculating

y are given in the Appendix. Although ¢ is indeed a suppres-
sion factor in the important situation where the jamming/signal
ratio is greater than unity, it is apparent from the figure that
y 1is actually an improvement factor when the signal is more

than 0.9 dE stronger than the jamming.

In an actual hard limiting repeater the power amplifier
that follows the repeater will have a bandwidth approximately
equal to the input bandwidth and only a finite number of the
spurious spectral lines will be passed by the amplifier. Whether
or not the power that would have been in thase lines will ap-
pear in +the remaining lines depends on the exact characteristics
of the power amplifier. Any slight improvement that results
from this effect is likely to be counterbalanced by incidental

AM to PM conversion.

In any event changes from the signal-suppression effect
shown in the figure are negligible if the separation between the
two frequencies is small compared to the bandwidth, and we may
take the curve as shown to be both the worst-case and a good
approximation to all of the other cases. The derivation of

is given next.

2.2.1.1 cCalculation of Hard Limiter Suppression Factor

Using complex notation, let

I

signal = exp (jwot), (

—

jamming = A exp (jwlt),
L 2 .
so that the jamming/signal ratio is A°. The total input to the

limiter is then

&
B
<
‘
3
d
3

bttt ke tarame E2n

nsr e mrbentb e o

Lo
~



g o

PO Rt

N

I030ed uotrsceaddng zo3TWIT PIARH 1 2anbt3a

v IWNDIS/ONINNYY
o0 oz o 8P NI OlLvY &m\ 1AW oL-

9- S — T T T 9-

‘

A

T R P A T
*
1
{
} ]
¥ i
NOISS3HddNG

!
"
WNDIS_ Q321630 40

-8~

SINGR 4

|
N
)

8P NI

|
py
1

CANZWNIINYHNI NV S3LvIIaN 3NVA 3AILISOd Y
‘SO DNIEVHS-H43MO0d 3HL OL Q3advy 38 oL
MOILI3UY0? IHL SV HNAAD €t NOISS3I¥ddNG 3IHL

AN A
R
{
!

o
AT

?
o
i
{
Q

lFf

¢

PRSI 1 Ao Uil S o S o S e bt




A L 2 S S A L A e G S N

v(t) = exp (jwot) + A exp (jwlt), (4)

and the hard-limited output (with unity peak voltage) is

w(t) = v(t)/lv(t) |. (5)
Since

\v(t)\2 =1 +2a%+ 2Acosfwl—wo)t], (6)
we have

wit) = [1 + A2 + 2Acos[(u)l--wo)t]—;i v(t). (7)

The amplitude of the desired component at the limiter output is

T
lim(1/T) I exp(-jwot) w(t) dt
T (e}

<
]

T l+Aexp[j(wl-wo)t]

_ lim(1/7) |

5 dat. (8)
T o [1+A"+2A cos {(w

Y
l—wo)t]

It is easily verified that this is eqgual to the average over a

whole period of the difference frequency:

1+2exp (§6) (9)
2 L
[1+A"+2Acos8]) ?

I
v, = (1/2n)l11 ae

Since the integral of the odd part of the integrand vanishes,

we have
" 1+
v = (1/27) f ae .2Acose -
7 (1+A“+2Acos8) *
m 1+Acos
= (i/m [ as Theesd (10)
S (L+A"+22c030)

(The latter expression follows from the even symmetry cf the

integrand.)

Rt x-,q::w—.n«: - a4
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It is convenient to write the numerator 4n this integrand

as
l+Acos6 = (1/2) (2+2Acosh)
= (l/2)(l+A2+2Ac059 + l-AZ), {11)
so that
i1
2 3
v_= (1/2n) J df® (l+A"+2Acosh)
© o
i1}
» - _;’;
+ [-a%/m1] a0 (alroncose) X, (12)
O

The change of variable 6 = 29 combined with application of the

trigonometric identity

cos 20 = 1-2 sinzw {13)
leads to
/2
- L
v, = (1/m) J de (l+2A+A2-4A sinzco)2
o
/2
2 -3
+ [(1-a)~ /] f dp (1+2a+A%-an sin? ) 2. (14)
o)

Let us now introduce the parameter m defined by

m = 4A/(1+A)2. {15)

We then have

/2
v, = [(1+a) /7] j do (l—msinzw)%
o
rr/2
+ [(1-A)/m f dey (lnmsinzw)"%. (16)
o

10
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This final expression is in the form of complete elliptic in~
tegrals. (See, for instance, Egs. 17.3.1 and 17.3.3 of Hand-

book of Mathematical Functions by 2Abramowitz and Stegun.)} We

thus can write

v, = (14a) E(m)/7 + (1-a&) K (m)/m. (17)

The value of Vg can be calculated using Eqgs. 17.3.34 and

17.3.36 of the cited reference; we can then write
= v 18
P, = Vv, (18)

as the power in the desir. ? component. Noting that if the unity
power output of the limiter nad been divided proportionally be-
twaen just the W and Wy components we would have had a power
level in the desired component of

b = (1+a%) 71, (19)

we can define a signal suppression effect

b= po/Po. (20)

This suppression effect in dB is given in Table 1. It is useful
to include in the table some extreme cases outside of the calcu-
lation range. For m ~ G, (corresponding to A -0 or A - =),
it is conveninent to work directly with one of the earlier

exvressions for Yo which we repeat here:

v

v_ = {1/m} j ae leA cos@
[o]

i
© {1+2Acosh + A2)2

For A-«, thig can be written asz

11

]i T
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TABLE 1. SUPPRESSION EFFECT

J/S, DB Suppression, DB

0.00
0.18
0.27
0.37
0.45
0.35
0.07
- 0.04
- 0.16
- 0.33
- 0.55
- 0.91
1.32
- 1.60
-1.83
- 2.04
- 2.23
- 3.01
- 4.07
- 4.76
- 5.21
- 5.50
- 5.86
- 5.97
25.0 - 6.01
30.0 - 6.02
@ - 6.02

1
[

® & 8 & ¢ 2 & +
QO OO OO OOCOUOLNMNONPEOOTMOOOO OO
I

CORNHLNVMFROOCOOOOOOOHNMDPOOO S
* -

N =
o n
1 ]
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cosf + A--1

v_ = (1/m) jdo > (21)

(l+2A—lcose + A )

The denominator in this expression can be expanded in powers of

A using two terms of the negative binomial expansion to ob-

tain

(l+2A—l cosh + A_z)_;i ~ 1-a"% cose. (22)

Multiplication »f this by the numerator then gives
T -1, 2
v, " (1/m) j de [cos 8 + A ~ sin" 6]
o

= 1/2A. (23)

The corresponding power is

P, ~ 1/4A2 (24)

yielding the well known 6 dB signal suppression effect:

v = (1/48°%)/(1/a%) = 1/4 as A-w. (25)

At the other extreme of A—0, we evaluate the integrals by

inspection to verify that
=1 as A~ O. (26)

The one significant case remaining is that of equal jam-
ming and signal power. In that case A=1 and the expression for

vo becomes

13
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v = (1/m) I ae 1+ cosf
e}

Y
(242 cosh)

-

— - i

=2 %TT:lj ds (l+cosh)’?
(0]

/2
- 1
= igl f dp (l+cos2w)?
o
m/2
- . L
= 2;5 _— J do (2 coszco)2
o
m/2
= (2/7) f cos ¢ dy
o)
= 2/m,
We thus have
2
PO - 4/17 ’
and, since PO = 1/2,
2 .
Y = 8/m = - 0.91 d if A = 1.

2.2.2 CW Jamming Suppression c¢f FH Signals

e T A T T e SO AN A Y F O S
B Iy aracie 210 o i MU ALLNERL ISR S I MM 4 AT .

in a Soft Limiter

T R

(27)

(28)

(29)

In Section 2.2.1 we analyzed the suppression of signal energy

that occurs when a frequency-hopped (FH) signal and CW or FH jamming

are simultaneously present at the input of a hard-limiting repeater.

It was suggested by Capt. James Nash of the Air Force Avionics

Laboratory that we extend that analysis to the soft-limiting re-

peater. This section is the result of that suggestion.

analysis.
14

We first
summarize some aspects of the problem, and then present the detailed
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2.2.2.1 Summary of Soft Limiter Results

The use of a soft-limiter presupposes use of an ampli-
fier that is operating part of the time in the linear
region and part of the time in a saturation region.

In the most general situation, the phase-shift through
such a device will be a function of the amplitude of
the input. We have made the simplifying assumption
that only the gain depends on drive level and not the
phase shift. It must be recognized that there will be
some practical applications for which the reswnlts here
represent an incomplete solution.

In most applications both the input signal power and
input jamming power are variables so that some form

of automatic gain control (AGC) must be used if the
soft-limiting repeater is to depend only on relative
jamming and signal power and not on the absolute
levels. We have shown in the main body of the text
that if the performance is to be invariant to scaling
of the total input, then the voltage gain preceding

the soft limiter should be inversely proportional to
the L -norm of the waveform. We have used the L_-norm
of thB total input waveform which corresponds to making
the voltage gain of the preamplifier inversely propor-
tional to the rms input envelope. Correspondingly,

the average power at the input to the soft limiter will
be constant.

The exact performance depends on the specific form of
the nonlinear output/input characteristic. However,

an excellent approximation to the performance can be
obtained by treating the soft-limiter as a device that
acts as a linear amplifier for input envelopes less than
a specified constant times the rms envelope, and clips
the output above this level as shown in Fig. 2. We
refer to this as a saturating amplifier characteristic.

As in the hard limiter we compare the power in the signal com-

(=)

v -
SUc &

141

nAtan £
-owWe i

constrained by an average power limitation rather than a peak power

limitation; the ratio of these signal powers we refer to as the

signal suppression.

15

an ideal amplifier
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Figure 2. Saturating Amplifier Characteristic
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The results of the computer calculations of signal suppres-
E sion vs. J/S ratio show that for each J/S ratio there is an opti-
mum clipping level. Table 2 gives this optimum clipping level for

several values of J/S. The optimum clip level exhibits an inter-

esting pattern:

(2a) For J/S < 0 dB the hard limiter is optimum.

TR

(b) For J/S > 0 dB a soft limiter is optimum but the clip

level is always less than 1.3 dB above
the rms envelope.

(c) As J/S = o the optimum clip level is slightly above
but not egual to the rms envelope.

ala'd ¥ bt S

it 2

.

Since any operational system would undoubtedly have to work

Liro

at a fixed clipping level, it is also of interest to determine

the worst case suppression for each clipping level. Table 3 gives
these numbers 1°r several clipping levels. The minimax value in

this table occurs with a clipping level of 0.7 dB above the rms
envelope.

The choice of clipping level clearly depends on which range
of J/S values is most likely to ozcur on the operational link.
As an aid to possible system desicn we include Tables 4 to 11
which give the signal suppression vs. J/S for clip levels of 0.1
to 1.3 dB above rms signal level, and for the hard limiter. In
addition, some of these data points are plotted in Fig. 3 to
show graphically the type of tradeoff involved. We have specific-

aily chosen for graphing the clipping levels of

(a) 1.3 dB, which is the largest clip level that would
ever be considered

(b) 0.7 @B, which minimizes the maximum suppression

(c) 0.1 dB, which nearly minimizes the suppression at
arbitrarily large J/S ratios

(d) -« 4B, wi:ich is the hard limiter.

17




TABLE 2 OPTIMUM CLIP LEVEL VS J/S

Optimum Clip Level Signal
RMS Envelope Suppression
J/S (20 loglovoltage ratio) (positive values = enhancement)
- o dB - dB 0.00 4B
=10 - 0.18
-9 - 0.23
- 8 ~o 0.27
-7 -~ 0.32
- 6 ~c 0.37
-5 ~® 0.44
-4 -~ 0.45
-3 - 0.44
-2 - 0.35
-1 - 0.07
0 - -0.91
1 -5. -1l.51
2 -2. ~-1.80
3 -1. -1,98
4 0.6 -2.09
5 0.9 -2.12
6 1.2 -2.11
7 1.3 -2.06
8 1.3 -1.99
9 1.3 -1.91
10 1.3 -1.81
11 1.3 ~-1.70
12 1.3 -1.58
13 1.3 =-1.47
14 1.2 -1.35
15 1.2 ~1.25
16 1.1 ~l.14
17 1.0 ~-1.04
18 0.9 -0.94
19 0.8 -C.86
20 0.7 -0.79
21 0.7 -0,70
22 0.6 ~0.64
23 0.6 -0.60
24 0.5 -0.51
25 .5 -0.50
26 0.4 -0.42
27 0.4 -.40
28 0.3 -0.38
29 0.3 ~0.30
30 0.3 -0.30
® ot ~0

18
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TABLE 3.

Clip Level

WORST SUPPRESSION AT EACH CLIPPING LEVEL

Worst Case
Signal Suppression

F~
W
ot}
o]

<

oy
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e
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. . ] . . .
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J/S Value at Which
Worst Case Occurs

2.18 4B

2.16
2.14
2.13
2.12
2.12
2.11
2.12
2.13
2.15
2.18
2.23
2.31
2.50
6.01
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SIGNAL SUPPRESSION IN HARD~LIMITING REPEATER

|
o
o
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Suppression,dB

0.18
0.28
0.27
0.32
0.37
0.42
0.45
0.44
0.35
0.07
-0.92
-2.23
-3.01
-3.60
-4.07
-4.45
-4.76
-5.00
-5.21
-5.37
-5.50
~5.61
-5.69
-5.76
-5.81
-5.86
-5.89
-5.92
-5.94
-5.96
-5.97
-5,98
-5.99
~-6.00
-6.00
-6.01
-6.01
-6.01
-€.02
-6.02
-6.02
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é TABLE 5. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.1
;
1 J/S IN DB PSI-SUB~S/N,DH
3
; -10 —0.83
{ -9 91
3 ~8 -0 .2
-7 -1.08
1 -6 —1.17
3 -5 ~1.27
-a 1437
-3 —1047
1 -2 ~1.57
-1 -1.67
3 0 -1.77
1 -1.85
2 -1.93
3 -2.01
4 "'2008
5 —2.13
6 —2.18
7 —2.22
8 -2.25
9 -2.28
10 -2.29
11 —2.30
12 ~2e31
13 —2.30
14 ~2.30
15 -2.28
16 ~2.26
17 -2.24
18 -2.21
19 -2.18
?O "2.14
21 -2.09
22 ~2.04
23 -1.98
24 ~1.92
25 -1.84
Py -1.76
27 ~1.67
26& ~1.57
29 —l.a7
30 -1.35
21
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SOFT~LIMITING REPEATER CLIPPING LEVEL IN DB 0.3

J/7S5 IN DB

-10

L
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22
23
24
25
26
27
28
29
30

PS1-SUB-S/N,DB

22

-0.92
—~1.00
=1.08
~1.16
=125
~1,335
=144
~1.54
~1+63
~1.73
~1.81
—-1.89
—~196
~2.03
-2.08
~2412
~2¢15
’_2017
-2.18
~2.18
~2.17
~2.15
~2.12
~2.08
~2.03
-1.98
-1.91
=1e83
~1e74
~1.64
~1.53
~le4l
~1.28
-l1.14
~0.99
083
=067
~0.52
—0.38
~0430
"0030
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TABLE 7.

SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.5

J/S IN OB

=10

PS1

23

-SUB~S/N,»DB

~1.02
~1 .09
~1417
—-1¢25
—1+34
-1.43
“'1052
=1.61
~1470
-1.78
—1.86
—~1493
-200
—-2.05
~2.09
—2.11
—2013
—-2.13
—2+12
210
~2.07
—2.02
—~1.96
—-1.89
—-1.80
-1.71
—1.60
—-1.48
—1.35
—1.21
—~1.07
=091
—0e76
-0e62
~0e51
—050
-0.50
-050
~0 50
-0650
~0a50
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%’i TABLE §. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 0.7

J/S 1IN D3 PSI~SUB~S/N,,DH .
-10 ~1e12 ;
-9 -} 419 :
-8 —1.26 :
-7 -1.34
—6 _1 043
-5 -1.51
-4 ~1+60
-3 ~-1.68
-2 ~1.77
-1 ~) + 84
0 "l 592
1 ~1.98 i
2 -2.03 :
3 -2007 .
4 -2.10
5 ~2.11
6 "'2011
7 -2.10
8 -2007
9 -2.03 .
10 —1.97
11 ~1.90
1? —1082
13 ~1.,72
ia ~1461
15 ~1449
16 ~-1.36
17 -1.22
18 ~1.07
19 ‘_0093
20 -0.79
21 ~0e70
22 ~0.70
23 -0.70
24 ~0.70
25 -0.70
26 ~0.70
27 ~0.70
28 ~0.70
29 -0,70
30 -0.70
24
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TABLE 9.
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SOFT-~LIMITING REPEATER CLIPPING LEVEL IN DB 0.9

J/S 1IN DB

-10

- |
CVENOCUVNDUWUN=OwND W

WAON NN NN DN NN = = s b s o b e s
OCLC IDSNNONDWN—=DVOTNCONEWN -

PS]

25

—SUB-S/N DB

=~1.23
1429
-1 036
~1s.44
-1.52
—1.60
—1 .68
-1.76
~1 e84 .
~1e91
~1.97
—2.,03
—2.07
-2¢10
~2el12
~2.12
—2e11
—-2+08
—2.03
—-1.97
—1¢90
~1.81
-1.71
~159
-1 .47
~1433
-1.19
-1.,06
~0.94
~090
=090
~0690
-0+90
~0+90
-0 .90
=090
~090
-0 «J0
=0.90
=-0.90
-0-90
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TABLE 10. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 1.1

J/7S IN DR PSI-SUB-S/NsDB
-10 ~1.34
-9 ~1440
-8 ~1.47
-6 -1.62
-5 —1+69
1 -3 ~1.84
1 ~2 -1.91
; -1 —1.98
3 0 —2.04
F 1 —2.08
3 2 —2e12
3 =214
4 ~2.14
5 -2.13
6 —2e.11
7 ~2.07
a8 "200]
Q =193
10 —1.84
11 ~1.74
12 =1.63
13 =1.50
14 ~1.37
15 -1.25
16 ~lel4
17 -1.10
18 -1.10
19 -1.10
20 =l.10
21 -1.10
22 -1.i10
23 —~1.10
24 —1410
25 -1.10
26 ~1.10
27 —1.10
28 ~1410
29 —1.10
30 -1.10

26
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TABLE 11. SOFT-LIMITING REPEATER CLIPPING LEVEL IN DB 1.3

o

]

T

K
3
3 J/S IN DB PSI-SUB-S/N,D8
2
3 -10 ~1.47
4 -9 —1.52
3 -8 ~1.58
-7 -] 65
; -6 -1.72
] -5 -1.79
1 —4 -1.86
_3 —1 093
-2 -1.99
~1 ~2.05
O _2010
! -2ol4
2 —2017
3 -2.18
4 _2017
<) -2.315
6 "'20’2
7 —2.06
8 ~1.99
9 ~-1.91
10 -1.8i
11 ~1e70
12 -1.58
13 _1047
14 -1036
15 -1.30
lf) “'1030
17 ~1.30
16 _1.30
19 -1030
20 -1.30
21 -1030
22 -1.30
23 ~-1.30
24 -1.30
2% ~1.30
?6 —1030
27 -1.30
28 ~1.30
29 "]030
30 -1.30

27

) TTET AR T T  T




SR . zepen g cETy eece s - 5P S, TR -, TR TR T e E L & T L, R M LY AT Ty T T TR TR
S . 2 - 0 AT YT P < STy AT ", T LA B < A T A TR RS LT AT ERY L TEE WD —
T TR T P e X AT Y il it Sl ! ARSI < TR FE

i

k.
?.
i;
§
E
F
: | T T T T I T I
4 1L ]
; B= o
] or 7
:
4 o B =0.4d8
=07
1 V-1t 8=07 / B=07dB "
4 > B=1.3d
3 z . B=4.348 ’
1 Q
m -2 - 8= °'1dB .
ot
&
2 )
B = clip level
2.4 s TR
< = = -y
P4
Q
n
-5} ]
B = =e (hard limiter)
-ot -
| 1 1 | | 1 | ] {

-0 -5 0 5 10 15 20 25 30
J5 IN dB

Figure 3. Signal Suppression in Soft-Limiting Repeater.
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In addition to the obvious application of soft-limiting in
satellite or RPV repeaters, there are certain MFSK receivers that
uge limiting prior to the multiple filters. A typical situation
is ome involving a coded 8-FSK or 16-FSK signal,where the 8 or 16
possikle tones are hopped as a group,and where the receiver con-
sists of a dehopper followed by a narrow-band limiter fcllowed by
a filter bank, followed by decoding circuitry. Because soft-
limiting appeared to be such a desirable tool in the satellite-
repeater framework, we felt that it might also prove to be useful
as a receiver preclipper in place of the hard limiter. Further~
more, it was easy to extend the numerical programming to include

this case.

For the receiver preclipper, it is again necessary to assume
some Form of automatic gain control so that the clipping level is
referred to input power or rms envelope. This is not the place
for a detailed discussion of demodulation of coded FH transmissions;
however, a brief analysis suggests that the gain control should
not be set in terms of the average total input power, but rather
should be referred to the rms envelope of the desired signal. We

base our analysis on this assumption.

When the satellitc repeater was analyzed,it was sufficient
to consider the signal suppression alone because the dominant cause
of link failure in that situation is the downlink noise. This is
no longer true in the case of the receiver preclipper where the
source of errors is the jamming power at the output of the non-
linearity, One ig thus led to considering the suppression of
both signal and jamming power below the peak output of the non-

linearity.
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Figure 4 presents curves of both suppression effects at
three clipping levels. The results are inconclusive as to
whether use of a soft limiter in this application would be
beneficial or not. Basically what is needed is an analysis
paralleling that in the repeater study, Section 2.4 of this
report. Such an analysis would determine the optimum operating
point for the jammer for each clipping level and establish the

improvement or degradation that accompanies soft limiting.

2.2.2.2 Analytical Development of the Scft Limiter

In Section 2.2.1 we analyzed the suppression of frequency-
hopped signals by constant amplitude jamming in a hard limiter
amplifier. In this section we extend that analysis to other non-

linear amplifiers, including AGC effects.

2.2.2.2.1 Description of the Input Signal

Let
= signal power at input to nonlinearity (30a)
J = jamming power at inputto nonlinearity (30b)
w,. = signal frequency, radians/sec (30c)
Wy = jamming frequency, radians/sec . (304)

If we refer the power levels to a %-ohm impedance level (the actual
impedance level is obviously irrelevant), the voltage waveform at

the input can be written as
vit) = 5% cos(n_t) + J° cos(w;t). (31)

With reference to any frequency in the signal band, this

wavefcrm has a slowly-varying envelope, and siowly-varying phase.
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For example, if we select the signal frequency itself as a ref-
erence, we can rewrite Eq. (31} as

v(t) = R(L) cosfwst + @(t)], (32)
where the fluctuations of both R(t) and «¢(t) are very slow com-
pared to those of cos(mst).

Before evaluating R(t) and o(t) it is helpful to make a few
notational simplifications to make the ensuing mathematics shorter.

Specifically we write

¢

a=8° {33a)

b = J%, (33b)
and

W T W W - (34)

In terms of these quantities Eq.(31) can be rewritten as
v(it) = a cos(mst) + b cos(wst + gt), (35)

or, upon expanding the second term using routine trigoncmetric

identities,

v(t) = [a + bcos{wt)] cos(wst)

- b sin(wt) sin(mst). (36)

If we use a similer expansion of Eq.(32) we find the alternate

expression for V(t}:

V(t) = R(t) coslo(t)] cos (w t)

- R(t) sinfp(t)] sin(wst). (37)

The coefficients of cos(mst) in Egs.(36) and (37) must be equal
to each other, as must the coefficients of sin(mst). We therefore

have
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a + b cos{wt), (38a)

R(t) coslo(t)]

b sin{wt). (38b)

R(t) sinfo(t)]

Th~ ratio of these two equations yields

b sin(wt) (39)
a+ b cos(wt) '

tanfp(t)] =
whi.e the sums of squares of the two eguations yields

Rz(t) = a2 + 2 ab cos(wt) + b*. (40)

2.2.2.2.2 Description of the Nonlinearity

If we passed V(t) through an ideal linear amplifier, the

output would be

W(t) = Kv(t) = KR(t+)} uos[wst + op(t)]. (41)

The type of nonlinear amplifier we are concerned with can be
thought of as an amplifier with drive-dependent gain followed
by a bandpass filter which only permits transmission of fre-
quencies near the nominal carrier frequency. Let us write the
output of this device as

W(t) = 9(t) cos[wst + a(c)]. (42)

We now need to examine the relation of Q(t) and A(t) to R{t)

and o@(t).

Since R(t) and ©(t) are slowly-varying let us look at the
values of Q(t) and 8(t) when R(t) and ¢(t) are constant for some
small interval of time. 1In this situation V(t) 1s a coastant

amplitude sinusoid:

V(t) = R cos[mst + @) if R(t) = R and o(t) = o. (43)
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Clearly, the output of the nonlinear device must also be a con-

stant amplitude sinusoid,
wit) = Q ccs[wst + 0. (44)
Furthermore, since we can write

cos[wst + @) = cosrws(t + m/ws)], (45)

the phase shift ¢ is completely equivalent to a shift in time.
Since the hehavior of the nonlinearity must not be a function

of the time origin, we then have

w(t) =@ cos[ws(t + m/ws) + 9O]

. (46a)
0 cos[wst + o + eo]

where 90 is the equivalent phase shift of the device viewed as

a linear amplifier:

6 = 90 when o© = 0. (46D)

Since neither 90 nor Q depends on ¢, the most ceneral form

-

that we can assume for the device is

]

H(R) - (47a)
h(R) (47b)

Q

8
o]

n

or

Ww(t) = H(R) cos [wst + o + h(R)]

when R(t) = R and m(t) =, (48)

S =

We can now generalize to the actual case. As long as the

variations of R(t) are sufficiently slow compared to the time

34

RO




=" K hreadante ¢y
e e = e T e T A T s =y Y ST TP o i Lo e AN L A S — WP
BT T BT T R R T R R AR TR T T 4

R IEY

constants of the circuits in the nonlinear device, Egs. (47)

i e L S

and (48) generalizes immediately to

% Q(t) = HIR(t)], (49a)

Fy eo(t) = hiR(t)], (49Db)
and

w(t) = H[R(t)] cos[wst + ¢ + hir(t)]]. (50)

&
£
E

The form of the output give by Eq.(50) is the most general
form of distortion we reasonably need to consider in analyzing
the effect of nonlinearities, and there are, in fact, many types
of amplifiers (beam power devices like travelling-wave tubes,
for example) that reguire the full generality of this expression.
It is virtuzlly impossible, however, to achieve any useful ana-
lytic results when we include the drive-dependent phase shift
h{R(t)] except with a case-by-case numerical analysis. Let us

therefore consider a more restricted model.

2.2.2.2.2.1 A Restrictive Assumption

Suppose we model the nonlinear amplifier as a memoryless
nonlinearity followed by a band-limitation. Let us consider
first the effects of the memoryless nonlinearity by itself with-

out including the effect of the subsequent band-limitation.
We will write the output of the nonlinearity as
u(t) = £[v(t)]. (51)

Now it is certainly possible to assume that V(t) is bounded in

magnitude by some large number L,

lvie) | < 1, (52)
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and on the range |v| £ L we can always find a polynomial approxi-

i)

mation to f(v):

M
~ I
£(v) =~ I

£ vm, [v] < L. (53)
m

0

The approximation can be made arbitrarily good by taking M suf-
ficiently large. Looking ahead to the result of filtering U(t),

we can see that only the odd powers of v can yield in~band com-

3
3
A
5
5""%
=
5.
K
&
E
E

ponents. Let us therefore simplify Eq.(53) to read
K
. k'l' l
£v) 2 5 £ v, (54)
k=0

where the symbol " = " means that the even powers have been omitted.

With v(t) given by

v(t) = R cos(wst + ), (55)
the output U(t) is then
K 2k+1 2k+1
vit) = T £ R fcos(w t + )] . (56)
k=0 2k+1 S

The powers of the cosine in this expression may be evaluated by
the chain of equalities

2k+1

(cos x) = (%)

2k+1<e3x "

-jx\2k+1
&

2k+1
()

2k+1
(%)

2k+
() 2Kt

]

2k+1

-+

(%)

2k+1
m=0

2k+1

m v

- <2k+1§(ejx)m(e—jx>

2k+1-m

N\

2k+l\ej(2m-l~2k)x

m=0 ( m /

k

5 (2k+l>ej(2m—l~2k)x

m=0 v m
2k+1
m=k+l \m
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or upon substituting n = k + 1 - m in the first sum and n = m - k

in the second sum

4
el _ g 2kl kzl (2k¥1y 3 (1-2n)x
(cos x) = \7 n®1 “k+l-n/

ox+1 KTL

r ) (2k+l>j(2n—l)x

ngl \ n+k

Since the binomial coefficients are identical in the two sums for

the same index n, we can combine the sums as

2k+1 ok+1l Bl okt
= ()  (

(cos x) r+k> 2cos [(2n-1)x)

n=1

or, finally

k+1
2k+1 -k .. 2k+l\
- - 57
(cos x) 4 nil ( k) oS [(2n-1)x]. (57)

If we substitute this in Eq. (56) we then have

K
2K+l -k
ult) = I, Faxel 4

k+1

<2k+l

iy n+k> cos[(2n-l)(wst + )], (58)

In this expression the terms involving
cos [(2n-1) (w t + 9)]
are centered in frequency on an odd harmonic of w .

Even though
the spectral width of these terms is proportional to the sum of

the spectral widths of R(t) and coslep(t)] multiplied by (2k+1).

we can usuaily assume that none of these spectra fall in the
vicinity of W It is therefore an excellent approximation to

use only the term for n = 1 in each of the innexr sums of Eq. (58)

to arrive at
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< X
; L 2k+1\ -k . 2k+1
' u(t) = {kﬁo fox+1 (k+l> 4 [R(t)] }

. cos[wst + o(t)]. (59)

It will be noted that we have reinserted the time-dependence of

R and o which was left implicit in Egs. (55)-(58).

E In the CW-jamming case we are analyzing, it is useful to

temporarily factor the first power of R(t) out of the quantity
in the braces, and to associate it with the phase modulated term

so that we then have
K /2k+1 -k 2 k
vie) = {kzo Eyerl wren) ¢ R ()

* R(t) cos[wst + op(t)]. (60)

The term multiplying the quantity in braces is then seen (from
Eq. (32)) tobe V(t); we can also substitute the expression for

Rz(t) from Eq.(11l) to obtain U(t) in the form

K
_ ! 2k+1 -k 2 2 k
u(t) = {kEO f2k+l { k+l) 4 [a“+ "+ 2ab cos(wt)] }
«[a cos(wst) + b cos (wst + wt)]. (61)

In this form we see that U(t) consists of carriers at w_ and wS+(u

that are amplitude modulated by sinusoidal terms that are harmonics

of w; the largest of these harmonic modulation frequencies is at

Xg. We this have the highest and lowest fregquencies in U{t)

given by
highest radian frequency in U(t) = mS+ (K+1)w, (62a)
lowest radian frequency in U(t) = U Kw. (62b)

38




® 2 GNP L Atk I WL T A aXa L e i I T
T 5 S T Y T T T R R A TR RIS ) f§§
Ly el . B

S A e

The most unfavorable situation therefore occurs when the jam~-

ming frequency is near the signal frequency so that
w << transmission bandwidth, (63)

in which case all of the distortion frequencies pass through

the filter and
W(t) ~ U(t). (54)

We thus can substitute W(t) for U(t) on the left~hand side of

Eqg. (29); if we then compare this with Eg. (20) we see immediately

that
() = s . (2k+l> ok 2K+l (65a)
FT oo 2kFL Mkl oo
and
h(r) = 0. (65b)

This yields the simpler expression

w(t) = H[R(t)] cos\'wst + o(t)]. (65¢)

This is the model we will adopt in the ensuing analvsis.

2.2.2.2.2.2 Shortcomings of Restricted Model

It must be recognized that in using the restricted model
of Eq. (66) we are possibly ignoring the more seriouc suppression
effects of the nonlinearity. The assumption that the phase shift

is independent of drive level implies that the device exhibits

> no AM-to-PM conversion. This is certainly incorrect if the soft-
E_ limiting effects occur in a microwave power amplifier, and it is
a difficult design problem to insure its truth even in low-power-

level devices. Furthermore, the effect of AM/PM conversion can
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be far more significant than the amplitude nonlinearity itself.
From this previous study of the hard limiter, we expect maximum
suppression due to amplitude effects to be of the order of 6 dB.
However, it is possible to conceive of suppression effects much
larger than this associated with the incidental phase modulation

in a multiple-cavity power amplifier. The ensuing analysis of

suppression associated with amplitude nonlinearities must there-

fore be viewed as only a first stage in the analysis c¢f actual

(Rt K

devices.

2.2.2.2.3 Suppression Ratios

The instantaneous RF power out of the nonlinear amplifier

LUt M o amal o e T

is given by

p(t) = (HTR(£)]}°. (67)
We denote by P the maximum available power from the device:

P = peak power. (68)

Correspondingly, H must be constrained by

1
H(r) s P% 0 s r s =, (69)

It is helpful now to factor W(t) in a slightly different

way. We define

G(r) — M. (’70)

r !
G(r) can be looked on as an amplitude-dependent voltage gain.

We then have

Wwit) = GTR(t)] R(t) cos[wst + o(t)], (71)

or, upon comparing with Eq. {3),

w(t) = GTR(t)] v(t). (72)
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If we refer back to Eqg.(40) we see that R2(t) is an even

periodic function with period

k= 2n/w. (73)

Consequently, R(t) also has this property as does GIR(t)]. We

therefore can write

G[R(t)] = g, * ngo g, cos(nwt) (74)
where
to/2
1 ”
9 = ¢ f GIR(t)] at, (75a)
° _t /2
O
and to/2
9, = éL f G[R(t)] cos(nwt)dt, n > 0. (75b)
°© -t /2

These coefficients may be put in a slightly nicer form by changing

the variable of integration to be

X = UJtl
so that
l kel
_ 1 7
9y = 30 j Glp(x)] ax, (762)
-7
1 m
g, =5 j Glp(x)] cos(nx)dx,n >0, (76b)
-TT

where, in both expressions p(x) is given by

p(x) = [a2+ 2ab cos(x) + bz]%. (77)
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If we now replace the factors G and V in Eq.(72) by their
aquivalent expressions given in Egs.(74) and (35) respectively,

we have

wit) = [go + £ g, cos (nmt)1 (78)

n>0 -

- [a cos(wst) + b cos(wst + wt)],

or, using the standard trigonometric identity for the product

of two cosines,

Ww(t) = a 9, cos(wst) + b go cos(wst + wt)

+ £ Yagecos(w.t+npt) + £ % a g cos(w_ t-nwt)
n>0 gn S n>0 gn S

+ % _%Db My _t+ (n+ + v +(n- .
n>0% g, coslw (n+1l)wt] n>o%1>gncos[wst (n-1)t]

(79)
Of all the terms involved in this expression, only the first term

and the (n=l)~term in the last zwm are at the signal fregquency of

ms. We can therefore write

w(t) = (a g, * b gl) cos (wst)

+ sinusoids at other frequencies. (80)
If we then denote the output signal power by PS:
PS = power at frequency Wer
we have
2
p.=(ag_+X%bag,)". (81)
o (o) Py

All of the other terms in the expansion in Eqg. {(48) con-

stitute potential! interference or noise in subsequent detection
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operations and we can denote their power by

PJ = power at frequencies # W

It would be tremendously cumbersome to arrive at the value of
PJ by summing the squared coefficients, however. A much more
direct way of arriving at this number is to equate it to the
total power of W(t) minus the power in ws. This total power
is just the time average of the instantaneous power given by

Eq. (67); denoting it by PT' we have

T

- 1im 2 82
P, = lim = j {H[R(£)]}%at. (82)

T—®
-T

We can again use the periodic property of R(t) to write this

as the average over a single period of the difference frequency:

7
p, = 2= [ (alo (011% ax.

-

This can be written in terms of the voltage gain G as

1" 2
= (83
Pp = on Iq{p(X) Glp (x) } ax. )
We then express PJ as

P_ =P -P_. (84)

We turn now tc the definition of suppression ratics. We
observe first that if the amplifier were linear and operated

under an average power limitation; the output power P wot

be divided between signal and jamming in the same proportions

as existed at the input. We would thus have
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s a’ )

, P! = === p = —2—p
3 S+J a2+ b2
£ linear an,lifier,
: ) average pnwer
] pt = 9. p P p limitation. (85)

S+J 2 2 J

a+b

T

For down-link-~limited satellite repeaters where the main
source of interference is the thermal ncise power N at the down-

link receiver and not the reradiated interference, the quantity

of interest is the downilink SNR:

i e AvUEICRIG o L

= 86a
KS/N YPS/N, ( )

i

where

T

Yy = effective path power gain (y << 1). (86Db)

For the average-limited amplifier this SNR is

g S D i e

2

Ko™ T (7

N(a™* b")
so that the SNR suppression may ke defined by
r

KS/N a2+ b2 'S

Ys/n = & =T 2 s (88)
‘s/N a

For certain receiver cir itry calculations (to be discussedqd
subsequently) we will be more oJncerned with the ratios of sig-
nal and interference to peak available output. For those

analyses we will use the factors

v . =p /P o
sS/p S

—
0
~—

and

wJ/P = PJ/P. (90)
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These are not measured relative to the values that would exist

in a linear average-power limited device.

2.2.2.2.4 Summary of Relevant Formulas

It may be helpful to collect all of the relevant formulas
in one place here. We have defined a drive-dependent voltage

¢ gain G that must satisfy

1
{ 0G(p) = P>, (91)

The input envelope p is given in terms of the relative phase of

IR T

jamming and signal as

p(x) = [a2+ 2abzos(x) + bz]%. (92)

TR

The output signal power is given by

2

] = % 93
: P,=(ag +%Dbg) (93)
3 where
3 m
N S
9, = 5§ Cle(x)] ax, (94a)
-7
n
== ] 94b
9, = ¢ ir Glp (x)] cos(x) dx. ( )
The total output power is
has
1 2
= on 9
Pn = 5% ln{p(x) Glp (x)]} ax, (95)

and the interference (or jamming) component of this is given by

P_.=P_ =P . (96)
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The three suppression factors are

Yo =3 B °
S/N 2 P
a
= p (98a)
and
" = (98b)
¢3/p PJ/PU
In all of the expressions the numbers a and b are the signal
and jamming amplitudes,
a® =5, b’ = 0. (99)
2.2.2.3 The Saturating Amplifiex
A reasonably good model for a "soft" limiter is provided
by the saturating amplifier:
G(r) =C, 0=y sr
© (100)
rG(r) =Cr , r zr
o o
That is, Gi{ , provides constant gain below the threshold r .
and constant output amplitude above it. In order to satisfy
the peak power constraint, C and r, must be related by
Cr = P%. (101)

It is useful to tak: the input saturation level r, as the in-
dependent variable in this equation and consequently to redefine
G as

P!i/r, 0O <rsr
(@] (o]

G(r) = (102)
p?

/r , r =2 r
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2.2.2.3.1 Analysis

Since

|]a - b] s p(x) s a+ b,

TR TR

the analysis falls naturally into three separate cases:

Case I 2 or Zzat b (103a)
Case IT : |a-b|< r s atb (103Db)
: Case III : r_ < |a-b| . (103c)

2.2.2.3.1.1 Case 1

: Although this case can be analyzed using trivial arithmetic,

it is useful to use the formulas of Egs.(92)-(99) to set the stage

T

for the more difficult cases. Since

v

ro a+b 2z p(x), (104)

G is given by the single expression

Aaig L Sl Ll e LY

G(r) = P%/ro. (105)

Substitution of this in Egs. (942) and (94b) yields

9o = P%/ro. (106a)

9; < 0, (106Db)
so that, from Eq. (94a),
o a2 2 (107)
PS a P/ro .
The total power. from Eq.(95), is

T
p,=-= |
J

P 2
=) fa2+ 2ab cos(x) + b Jdax
"
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PT =T P. (108)

TR

The interference component, from Eq. (96), is

2 2
3 = - P = . 109
P, =P, S b P/ro ( )
The suppression factors are then
1 a2+ b2 PS a’+ b2
| sy =T 2 BT L3 (110)
3 a“ r
0 0
4 2, 2
wS/P = a /ro, (111a)
1
3 and
3 _ 2 2
UJ/P =b /r” . (111b)
; Since
; ri > (a + b)2, (112)
] Eq. (110) shows that
2 2
+
wS/N < > a b > < 1 unless a =0 or b = 0, (113)
a+ 2ab + Db
Thus the signal power is suppressed from the level achievable
in an ideal average-power-limited amplifier.
2.2.2,3.1.2 case II
We now have
Min p (x) = la=b|s r_ < a+b = Max p(x). (114)

x X
Let us first use the identity

cos(x) = 1-2 sinz(x/z)
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to rewrite Eq.(92) as

02 (x) = (a+h)°~ 4ab sin(x/2).

We now define the elliptic parameter m by

m = 4ab
2 14
(atb)

in terms of which p can be written zs

. 2 L
clx) = (a+b) {1 - m sin (x/2)]°.

When |x| is small p exceeds the clipping level o and,

versely, when |x!| is near 7,0 is in the linear region.

(115)
(116)
(117)
con-
We de-

fine the breakpoint between these regions by X which is given

implicitly by

1
2
’

r = p(xo) = (a+b}ll - m sin2(x/2)]

or explicitly by

r 2
xo = 2 arc sin J/; Ll (a + b

.
—

We then have

1
2

P . =1
Glp(x)] = =5 'L 51n2(x/2)] , 05 [x|s X
%
P < .
Glo(x)] = == ¢ %= x]s
o

The three constants to be determined are then

%

1 p 2 -%
= — —— M=
9, = 2 f ey 1-m sin” (x/2)] “‘dx
x| sx
o
b 2 ¢ p*
2m v axi

(118a)

(118b)

{119a)

(119b)

(120)
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_ 1 f P *cos (x) , 2 L
9, = - ) b [1-m sin"(x/2)] “ax
|x|s x
o
1 4
+ = B cos(x) ax; (121)

x slk|sm To
o

P = j P dx

lxlsxo

(a+b) 2
+ ;% f - a;b [1-m sin® (x/2)Jax. (122)

r
x_<|x|sm )
o]

The third expression is a simple trigonometric integral which

can be evaluated as

X 2
= 7? +.(a+b;_ F(l—m/2)(ﬂ-xo) - (m/2) Sin(xo)]‘ (123)

nr
o]

T
2

The first two expressions can be partially evaluated to yield

X
M-X °
% ) 1 r dx
g /P* = + » (124)
© o m(a+b) g (1-m sinz(x/2)]2
and
sin(x ) xo
3 o 1 i cos x dx 125
gl/2P B mxr * m{at+b) 4 .2 g ( )
o o l1-m sin” (x/2)]

The integrals in Eqgs. (124) and (125) can be evaluated in terms
of incomplete elliptic integrals. However, for purposes of

numerical calculations on a computer it is more efficient to
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evaluate these integrals directly on the computer by any standard

integration algorithm.

2.2.2.3.1.3 Case III

In this case

r s la-b| = Min p(x), (126)
x

so that G is given by Eq.(89a) with
x = TT. (127)
o

If we substitute this value of X in Egs. (123)-(125) we arrive
at

= 128
PT P, ( )
1

g /P" = T

© m(atb) £ Fl-m sin® (x/2)]°
and

;5 _ 1 r coxX x 4dx (130)
9,/2P% = =] .

[1-m sinz(x/2)]

The integrals can now be expressed as complete elliptic integrals
and it is worthwhile to do this because of the availability of
excellent polynomial approximations for use on a computer. In

both of the last two expressions we make the immediate substitu-
tion

x = 20
to obtain
n/2
5 2/~ de
gA/P = 7{a+b) J J k¢
v (1-m sin“9)*
o
and
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L __g___"fz cos (2r)de

9,/2P" = T

I
(1-m sinZa)’?

The first of these can be expressed immediately as a complete

elliptic integral:

Y 2
gO/P = S (atb) K(m) . (131)

In the second we make substitution
. 2
cos(2fr) =1 - 2 sin“a

(1-2/m) + (2/m - 2 sinzp)

i

i

(1-2/m) + (2/m) (1-m sinze)

to obtain

w/2
b 2(1-2/m) .2 =k
gl/ZP = T (atb) i (1-m sin“a) ae
m/2
4 .2 %
;;75153 i (1-m sin™8) “ de.

This can be expressed as a combination of the two kinds of com-
plete elliptic integrals:

2

(atp) [1-2/m) K(m) + (2/m) E(m)]. {132)

5
gl/2P =

2.2.2.4 Threshold Setting in Specific Applications, AGC

Before calculating any suppression curves it is necessary
to establish some probable applications of soft-limiter charac-

teristics.
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T e,

2.2.2.4.1 Soft-Limiting Repeaters ‘

E An obvious use of a saturating amplifier characteristic is
- in satellite or RPV repeater circuitry. The use of a partially-
linear amplifier can lessen the 6 dB signal suppression that

E accompanies hard-limiting in the presence of strong jamming. In

4 order to gain any benefit from linear amplification, however,
the clipping level r must be set in accordance with the input
power level; equivalently there must be an automatic gain con-

trol (AGC) prior to the soft limiter.

Theoretically, the AGC voltage may be derived either from

Gt

peak power or from the average power or average envelope of the
received waveform. Use of a psak-following gain contrcl makes

the threshold inordinately sensitive to pulsed jamming of low

Lk Sddiad R K A o1

average power, and should prcbably never be used. We can there-

fore assume some form of averaging. The optimum averaging

characteristic can generally be assumed to yield a threshold

setting of the general type:

T
_ i
r = f, [T;', fl[T('r)]dT_], (133)

where fl and f2 are arbitrary nonlinear functions. A reasonable
requirement that scaling R by the factor A should scale rO by
the same factor leads to the requirement on f2 and fl that

T T
£ [_l W rAR(T]dT-] =A f [ij £, [R(7)] dTJ (134)
2 LT 6 1 R 20T S 1

for any waveform R(7). In particular this must hold for any

constant R(1):

53




R(’l) = X,

so that

: 7 S - s [
12 fl(Ax)J A t2 tl(x)] for =21l
If we let

h{x) = £

S (0) ],
Eq. {135) can be rrwritten as

h{ax) =

Ab ()
which requires that

n(x) = Ex
or
-1
s = =
£, fl(x)} Bx = 8 f, ffl(X)]
which, in turn means that
£o(u) =B £, ()
2 1 :
We can thus write Eq.(134) as
T . .T
-1 - -1ri -
£ 1-% r £TAR(1)] dv - =A £ lfé ! frR(7)]dT -.
e “O . [ b .
where
£ = fl.

Let us now substitute a two-valued R:

R(1) "{x’ 0=

2 T
Y, aT < 7T
to ohtain

s

T)

-1
f "laf(ax}) + (i-a) £(Ay.

Af “laf(x) + (l-a)f(y)].

54

A,X.

(141)

(142)

(135)

(136)

(137)

(138)

(139)

(140a)

(14Cb)




Taking f of both sides of this equation we have

af(Ax) + (l-a) f(Ay)= f{Af—lFaf(X) + (l-a, £(y)]}

s or, if we let
-1
ffaf “(u)] = h(u),

hiaf(x)+ (1-a)f(y)] = af(Ax)+ (l-a) £(Ay).

Differentiating both sides with respect to a gives

f(ax) ~ £(ay)
f(x) - £(y)

h'laf(x) + (1-a)f(y)] =

=Lt £ b v &

which is independent of a over 0 < @ < 1 so tinat

; h' (u) = constant, £(x) s u s f(y).

Since x an¢ y were arbitrary we have

h'{u) = constant, Min f(x) s u < Max f(x).
X X

We now evaluate h'(u) in terms of £ to arrive at

Af' [Af’huu
£ 0 (u)]

= ccnstant.

Taking logarithms of both sides of this equation we have

which, when differentiated again with respect to u yields

£ (af (u)] e )1 ()

P . e --l - . =1 '—l
£faf T{uw] £t T (u)] £'1f (W) £ " (u))

3
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logAnklog{f'[AP-l(u)jﬂ = log(constant) + log{f'[f_

(143)

(144)

(145)

l(u):D

(146)
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If we write

fll
o(z) = 22 (147)

PalCITIL F 0 8 At

then Eg. (146) can be rewritten as

Priion s i s b L

mrAf—l(u)] = w[f-l(u)],Min(f(x) £ u < Max f(x), any A.
X X

T [T

We see immediately that as long as there is one nonzero value

of f-l(u), then

0w(z) = constant, (148)
or

zf"(z) _

i (z) - ¢ (149)

This last differential equation can be solved routinely.

We let

v(z) = £'(z) (150)
to obtain

v'(z) . ¢

v (z) z

which can be integrated as

iogfv(z)] = ¢ log(z) + c;

or
C

viz) = c2z .

This in turn, upon substitution in Eq. (150) yields

. 14 Y — c
p'iz) = c,z
or o
2 l+c
= —= 1
f(z) Tic 2 + c3 (151)
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We thus have arrived at the most general form of Eq. (133),
in which we now can write

fl(r) =q r’ + Y, (152a)

-1, . _ (u=-y\1/y
£,() = BE, T (W) = ( V. (152Db)

1

If we substitute these in Eq.(133), we have

T 1/v
|
r = B {é %}Y + —,i,— ir.v + aRv('r)]dt:j' : (153)
ox
— gt & v. /v
r = B_T.([ rR(r)1Var V.

The choice of an optimum value of v must be based on a
game-theoretic optimization to find the minimax solution for
intermittent jamming of variable duty cycle and fixed peak power.
It is necessary to defer this optimization for the present time
and arbitrarily select the value v = 2 so that the threshold

is set in terms of the rms input envelope.

2.2.2.4.2 Receiver Circuitry

A second application of soft limiting is in the processing
circuitry in an AJ receiver for certain types of transmission.
A possible modulation/detection configuration for FM transmis-
sions is shown in Fig. 5. The function of the limiter in the
receiver is to prevent the decoder correlations in the receiver

from being swamped by an occasional hit by a jammer with large

power.

In this configuration it is usually desirable to limit the

inputs to the filter bank at a value slightly above the expected
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signal amplitude in order to achieve the maximum clipping of
f strong jammers with the minimum suppression of signal in the
absence of jamming. On a line-of-sight transmission path it
9 is usually possible to derive accurate estimate of the received

power at the input to a soft limiter by adaptive measurements

T e,

based on the outputs of the correlation decoder. Thus the clip-~

it s

ping level r_ can be assumed to be set with reference to the

YT

signal amplitude a.

It should be noted that in this application we need to know

bk £*Tasdess 2

both the signal and interference power at the limiter output re-

lative to peak value. This is particularly true since an opti-
mized jammer will attempt to spread his energy among a number
of spectral regions that will yield on the order of magnitude

of 0 dB J/S ratio at the limiter input when a hit occurs. Con-

sequently we need to know not only the suppression of desired

signal but also that of the total non-signal output. These arxe

given in the already-defined notation as

¥ ps/p, {154a)

s/P

WJ/P = (PT- PS)/P. (154Db)

2.2.2.5 Outline of Numerical Calculctions

2.2.2.5.1 Cases and Parameters

The two cases we will analyze numerically are

a) the soft-limiting repeater
b) the receiver pre-clipper
In the soft—=limitinag reneater it will ha aconvwed #land &laa
. - - -——p e - -— - T ~ VA T D WS RN, A S fea Y e b

clipping level is set with reference to the average input power
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according to the relation

’ 2
r(?; = Bla® + b7, (155)

The guantity of interest in this case is the additional
suppression of signal below the value which would occur in an

average-power-limived amplifier; this was given in Eq.(91) as

2.2 P
a +io S
'!'S/N = =t -;3 . (156)
52

In the case of the receiver pre-clipper we assume the clip-
ping level to be set with reference to the average input siqnal

power according to the relation
. (157)
The quantities of interest are the normalized jamming and signal

suppressions

,i!S-/P = PS/P, (158a)

and
t = - . 158b
xJ/P (PT Pg)/P (158b)
In Table 12 we summarize the system parameters to be used

in the calzulations.

2,2.2.5.2 FRenge of Paramelers

The interesting effects that arise with soft iimit all
G ) soft limiters all

result from the fluctvations of the envelope of sigral and <am-

ming. #When either of these is 30 dB greater than the other

the amplituide ripple of the resultant is only + 3.2% corresponding

to roughly a + 1/238B variationof the instzntaneous received powexr

- Ay

n
Since it is unlikely that any important effects occur with vipple

60
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TABLE 12. SYSTEM PARAMETERS

SOFT-LIMITING RECEIVER
REPEATER PRE-~-CLIPPER
jamming-to-~-signal ratio jamming-to~signal ratio
(9
= 2,2 2,2
B o J/S = b /a J/S = b /a
T B e ]
&
g relative clipping level relative clipping level
B = r2/(a2+ b2) C = r2/a2
o o)
Absolute signal loss Signal suppression
= p /P y =P /P
» Vs/p = B¢/ Vo/p = Pg/
I T e
5
g e relative signal suppres- jamming suppression
o % sion
>
2 2 P
a + b ]
= —— - I = -
bs/n 2 o Y5/p (P~ Pg)/P
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smaller than this it will suffice if we restrict calculations

involving the jamming-to-signal ratio to the range
0.032 < b/a < 32. (159)

We next observe that since the clipping level is normalized to
either a or a2+ b2, we can, in fact, set a equal to unity in

all of the expressions:

a=1, (160)
so that b2 becomes the input J/S ratio

3/s = b°. (161)
Similarly, since the output is normalized to P, we may take

P=1 (162)
in all of the expressions.

We next need to establish a useful range of clipping levels
for the calculations. In the case of the soft-limiting repeater,
a value of r, equal to twice the rms envelope will lead to a 6 dB
signal suppression in the absence of jamming; clearly, values
of r larger than this need not be considered. There is no com-
parable natural choice for a lower end of the range of r, values.
We will therefore arbitrarily select ~10 dB as the lower limit

for the ratio of r to the rms envelope.

In the case of the FH receiver preclipper, the primary
function of the preclipper is to prevent an occasional hit by
a randomly hopped jammer from contributing more to the correla-
tion outputs than the desired signal. Consequently ro will never
be set higher than the rms signal envelope and we can therefore
restrict the upper end of the range of clipping ievels to 0O d&B.

Again, there is no obvious choice for the lower end of the range
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and we once more arbitrarily select -10 dB for the value to be

used in calculations.

To summarize, the range of the clipping parameters B or C

will be restricted to

-10 dB £ B £ 6 dB, (163a)

soft limiting repeater,

-10dB < C < 0 dB (163b)

receiver preclipper.

2.2.2.5.3 Summary of Formulas

t is helpful to write the jamming-to-signal ratio as

32 = J/s, (164)

or, since we are taking

in all of the expressions, we must have
b = B.

The range of values of B is -30 dB < B < 30 dB. 7The remaining

parameter of the problem is then

clipping level
o rms signal envelope

r (165)

which is determined by either the parameter C or the parameter

B through the relations

. . r
B = clipping level o ety
\rms input envelope/ 148 2 (lega)
clipping level \2 2
~ \rms signal envelope/ = ro . (166Db)
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These have ranges
-1 dB ¢ B = 6 dB,
-10 dB £ C s 0 dB.

We define

=1 4+ .
Rmax B
. = l - ’
len B

and define three cases by

¥ 2 R , Case 1,
o) max

R. <r <R , Case 2,
min max

r R . , Case 3.
o min

The suppression factors are

2
| = +
Ys/n (L +B7) Pg
| = -
Vo/p = Bp = Fg
' = -
Ys/p = Ps

These in turn are given by

Case 1
2
PS = l/ro ,
P = (1+B%) p.;
T s’
Case 2
2 .
_ T . (1L +B7)(nm -~ 1) - 2BsinT
P ==+
T m 2
nr
o)
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(167a)

(167p)

(168a)
1168b)

(188c)

(169a)

(169b)

(169c)

(1702)

(170b)

(171a)

W e vy
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E‘
3 T 5
2 =T — i 1 +
g Ps _ L an sint 2 j liB cosb dp} (171b)
; o] OMGi+B + 2Bcosh
E where, in both expressions
ro2 - 82— 1
: T = arc cos ( 28 ); (171c)
Case 3

PT =1, (172a)

i ’,
= |

; Py = [F_+ sFl> (172b)
3 with
4
P o= —2— x(n) (172¢)
- o (1+B8) ’
£
| P, = (1+B) [(1 ~2/m) K(m) + (2/m) E(m)] (1724)
b
§ with K and E the complete elliptic integrals and

m = ”—éﬁ—g . (17 2e)

(1+B)

The formulas used for numerical calculation of the elliptic
integrals are those given in Egs. (17.2.18), (17.3.33), and
(17.3.35) of Abramowitz and Stegun [1].

2.2.2.6 Special Cases and Asymptotic Valnes

It is useful to supplement the range of the calculated data
by asymptotic expressions valid for large and small J/S ratio,

and also to include closed-form calculations for J = S.
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2.2.2.6.1 Equal Jamming and Signal Power

For the case of equal jamming a:d signal powers, we have

so that Eqg.(92) becomes

1
p(x)[2 + 2 cos x]* = 2 ]|cos x/2|. (174)
If we define

g=ag,+t%bg, =g

L
o o + 2 gl (1753.)

then

P = g%, (175b)

and g is given by

1 v
g = Iﬂ(l + cos x) G[p(x)], (175)

while PT is, as before

m
— 2
Py = 5o In{p<x> Gl (x)1}* ax. (177)
Note that we can drop the magnitude signs in Eq.(174) for the
range of values of x in the integral. We now substitute

l/r , 0sr s ¢
G(r) = ° © (178)

l/r, r 2r
/ o)
to obtain

1
Glp(x)] = 2cos (x/32) 0 s lxls 2 arc cos(rO/Z) (179a)

Glo(x)] = 1/r_, 2 arc cos(r_/2) = |x|=m, (179Db)
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where we interpret the arc cosine as

="f_ 2
arc cos(ro/2) 0, i r 2

for argur 1ts outside the usual range of definiticn.

We can now substitute this value for G in Egs. (176) and

% (177). Both integrals are symmetric about X = 0 so that we need

only include half of the range; furthermore, the expressions

simplify by changing the variable of integration to
y = x/2.

We then obtain

/2
2 2
Pp = .—f {p(2y) Glp(2y)}°ay, (180a)
4 (@]
/2
4 2
g == [ cos y Glp(2y)] ay, (180Db)
o
or, with
Y, = arc cos (ro/2) (181)
g /2
_ 2 2 cos
PT = f dy + T f > dy, r s 2 (182a)
o cos (yo)
Yo
and
yo /2 9
g =2 [ costyray + 2 :%:(y.(x)l ay, r <2 . (182b)
o o
Yo
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These can be evaluated immediately as

) r %(n/2 - v.) - % sin(2y )
P =2y + :',r <2 (183a)
T T "0 2 o)
cos (y.)
o
/2 - - % si
g =2 [Sin(y ) + 2z vy - K Sln(2y°)-| r 2
m o cos(yo) 4o }

(183b)
For rO > 2, the input waveform is always in the linear region so
that

' = =
VS/N 2/rO 1/B, B 2 2 (184)

and

1t = = r =
s /p U 1/.o 1/c, C 2 4 (185)

Tables 13 and 14 give the suppression factors for this special

case of § = J.

TABLE 13. SUPPRESSION FACTOR FOR S/J = 0 DB
SOFT-LIMITING REPRATER

Clip Level WS/N
dB dB

!
—
o

-0.99
-1.00

-1.03
~1.06
-1.10
-1.15

-1 21

-1.20
~1.41
-1.55
-1.74
-2.00
-2.38
-3.00
~4.00
-5.00
~-6.00

!
U WNEFORDMDMWDBITO IO W
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TABLE 14. SUPPRESSION FACTOR FOR S/J = 0 DB
RECEIVER PRECLIPPER

Clip Level wS/P wJ/P
dB dB dB
~10 ~3.96 -2.75
-9 ~3.97 -2.81
- 8 -3.98 -2,88
- 7 ~4,00 -2.96
- 6 ~-4.01 ~-3.04
~ 5 ~4.04 ~3.14
- 4 -4,07 -3.25
~ 3 ~4.11 -3.38
- 2 4,16 -3.52
- 1 ~4,22 -3.68

0 ~4,31 -3.86

2.2.2.6.2 Asymptotic Values for Small J/S

For small values of J/S we can rewrite Eq.(62), for a = 1,
as

p(x) =1+ bcos x + X% b2- 3 b2 coszx + O(b3). (186)

If the clipping ratio B or C is larger than unity we then have
the linear amplification case, and if B or C is smaller than
unity we have the hard limiting case. In the former situation,

the signal output is

2

(o = 170 “_ asn . s 3\
&

S .L/:.O“A./D QL L/0
As b = 0 2 2 if B>1or C>1.
PJ - b /ro = J/BS or J/CS

(187)

If the reverse inequality holds, we have

Gfp(x)] ~ 1/p(x), r <1, (188)
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so that
p =1, (189)
and

" 1 + kcos (%)

dx. {190)

~
4l

L [
gt % by, o= -
Ty 2 . 3

°© 12 -7 l+bcos(x) +% b sin” x + 0{b7)
The small-b approximation permits twis integral to be written as

T

go+ % bglz % (1 + bcosx) L1- beosx + bzcoszx-% b25in2x*-0(b3)]dx

ot —

which can be evaluated immediately as

2

+ L 2 - L
9y 5 bg1 1 3 b, (191)
so that
pS =1 -% b2 =1-%J/s, BsSlorcC<1l) 1192a)
PJ =% J/s . (192b)

(It should be pointed out that only half of the power represented

by PJ appears at the original jamming fregucncy.)

The remaining possibility to be considered is that B or C is

unity. In these two cases we have

2.k
r={(l-+b) if B
(o] - s -

LS iir C

i

11 i (193)
iy

The first of these expressions can be apprecximated as

r, = 1+ % b2 + o(b4) if B = 1. {194)

Frem Eq. (186) we see that for eithex of the cases, clipping ac-
curs for almost exactly half of each jamming cycle. It introduces

no significant error to take this to be true with eguality and
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;
[ therefore obtain 3
: n/2 i 2 :
r + + 5
: P~ j ax + = | ax (L + 3bcosx+b) (195) ;
X T w m 1 4 bz g
3
; /2
2 -
3 9 + % bgl ~ % Jr 1+b ;05 X2 3 dx
; o L+bcosx+ % b sin"x + 0(b")
:
m !
7 ¢ :
; +‘l ' (1L +b cgs ) dx. (196) S
; Ty 1+40p 7*
4 /2 ;
% These integrals can be evaluated (using the usual small b approxi- g
3 mations where necessary o obtain :
P !
' P~ 1=~ (2/m) b+ O(b) (197) ‘
2
g, + 5 bg, ~ 1 - (L/n) b - (3/8)b7, (198)
., 2 2
bo =1l - {2/r) b+ (1/v"- 37/4) b7, {199)
, L 2.2
PJ x~ (3/4 ~ 1/+)p7. (200)

We chus arrive at the final formulas for suppression ratios

in the small J/8 caza:

¥ - - L ,» B S lor ¢ <1 ag G5 = O
- &4 ) LY )
5/9 S/ , d !
. 1/Bor 1/C; B =1 or C> L

1201)
Lk J/%8 s, B<lor C<«<1
2 ’
v, A4 (3/4 - n)3/S , B = 1 er C=1Qas 38 » O,
“3/p {3/ L/n7)3/8 (S A as Jy
\J/BS or J/C8 v B>1, C>» 1. |
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2.2.2.6.3 Asymptotic Values for Large J/S

T

For large J/S, Eq. (92) becomes, for a =1, !

NN

- - 2 .2 -3,7 }
p(x) = bLl + b 1cos x+ % b sinx + 0( 3) k. (203) ‘

-t

ARt ke

i

For any fixed value of C, the receiver preclipper is always

ultimately in the hard-limiting situation as v — <. We therefore

it e

3 have ;
4

é Pp =1 sufficiently large b, any C, (204)

1 and !
N ™

< 1 +Db cos x

1
g *thg == - 5 dx.
1r J b{l + b 1 cos x + k%D 2 sin"x] *
o
(205)

2 bgadony

This latter integral simplifies to

-
g+kag=x L r[cosx + bl]ﬁ-b—lcosx-%b_zsinzxi-b—zcoszx]dx
(o] lﬂ'jol., - .

which can be evaluated as

g, t kg, m%b v o), (206)
which yields
~ 1L "2 ’ /8 -
PS Yo T =% 83, as J/s o, any C (207)
and
P - 1. as J/8 — o, any C. (2¢8)

In this case of the soft-limiting repeater, the exact same result

halds for all 8 ~ 1, wa thus have

=
Yo
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p. " % s/7 as J/S = », if B < 1, (209)

TE
B>1

then for sufficiently large values of B the sgoft~limiting repeater

looks like a linear amplifier with power gain

1
B (J+8)
so that
T
P, = 1/B
s > .

i « Y . ‘v'/ R > .
PS B (StJ) for sufficiently large 5/S, B 1
1 - {21.0)

Again, we encounter a special case when
B = 1.
This leads to the threshold

2-1/2 -l '-3 s \
r,= (I+ b) " ~b+ Y¥bp T+ 0 "), B =1 (2.1}

Since, from Eq. (173),

¥

1 ~
4.

. 3 , 2 -
p(x} = b + cos x + 5 b 2ic x ¢ Ol 7),

N

~~

it is again an excellent approximation to zggume that limiting

occurs for exactly half of eech jamuing cvele. #We then have

T T AT PY 77 LT St RV »’-wajM{{ﬁ/
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ni/2 17 -1
. 1 1 L+ 2b cos x 1 ]
poo== i dx = dx,
Ui mJ W™
/2 /2
l r b o~ 3 n . >
9O+%gl . J 1 + b cos x — + % J 1 F_g_gp%ih dx.
"G b+ cosx+ iDb o) b+% b

Using approximations for large b where necessary, these can be

evaluated as

Py 1~ 2/(mb) + o(b), (21.3)
2 11 -3
orb
from which we f£ind

N gy ne "2 -3
:—S = (8/18)b + 0{(b 7)

J/8 = ®», B =1, 1218)
i ~ {G/1&
US/N' (S,/1a)

It is helpful to summarize here the asymptotic formulas

for large J/5:

/p % 8/3)

bJ/p “ 1 } 28 J/S = o, for any C. (215)
(16, B <1)

hS/N' < 8/16, B = 1 5 as J/8 w o, (217}
/B, B>1J
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2.2 Doppler and Differential Doppler Simulation b
2.3.1 Intxoduction

]

7

In this section we discuss the processing of Doppler :

%

and differential Dopplzr by the K~kand modem, and its ef- ;

fects on the CSEL simulation. the reference which is used to :

describe the voppler processing i5 TRW's Second Intevrim Technical ,

Report L21. 5

The bBaslic problem is as follows. The Ka band upliank
from the ABNCP (Lo the satellite utilizes wideband freguency ’
heppirg, at a center frequeancy cf 38.0924 GHz for LES-9, and
32.7876 GHz for LES-8. Assuming a ncminal 38 GHz frequency
for nunerical purpuses, the Doppler shift on the nominal uplink

signal is

38 x 109,

s
i
i<

218)

PLIN

where v is the radial velocity betwsen the ABNCP and the satellite.
If we dernote the frequency-~hop bandwidth by B Hz, +then the maximun

atd minimum Doppler snifts on the transmitted signal are

£ =Y (33 x 10° + B (3193
d C i
max
.9 n -
£ =¥ (3¢ x 10° - -, (220)
d . o) -
min
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and the differential Doppler shift between the top and bottom

of the transmitted spectrum is

v
Eaiee < B (221)

independent of the carrier frequency. Assuming v to be equal to

1000 fps, v/c = 10_6, and

id = 38 kHz. (222)

As the maximum frequency error allowed in the signal received by

the satellite is 20 Hz, *he transmitted symbols have to be frequency
corrected to remove the effects of differential Doppler. " In the
modem, frequency ccentrol is effected by adding or subtracting cor-
rections to the freguency command words supplied to the freguency
synthesizer, The frequency corrections include freguency hopping
differential Deoppler compensation .... are performed in software

by the 1602 Rugged Nova" [Ref. 2, p. 2-71.

We thus have the situwation wherein the transmitted cignal is
pre~corrected for Doppler, s0O that therxe is effectively no Doppler
on the signal received by the satellite. However, in tha simula-

tion, since thers iz no path lenath change there is no Doppler

]

hift, and pre-uorrection will actually couse a significant fre-

gquency error in the imulsted siynal received by the satellite.

ve must therefore determing & meaningtul Ffrequency shift to be
put on the modem which will simulate the combined effects of the
pre- corracticn for Doppler and the Dopplier shift in a real trans-

missiorn.




AT TRE ST AT MO Y
emeeom T e h st po RSO S P *

. T T Rt et TR e e SR SRR b 4
s M A L S

: 2.3.2 Doppler Processing in the Modem

The Doppler measurement is performed on a down-1link signal
which has been mixed to a 20 MHz intermediate frequency. A des-

cription of the processing, as taken from [Ref. 2, p. 3-107]

is as follows.

Ll e

"A detailed block diagram of the Doppler frequency
counter is illustrated in Fig. 1. [Note: Our Fig. 6]. The

T

bit synchronizer (2-bit flip-flop counter) synchronizes the

200 ms gate (up clock) with the 20 MHz reference signal from
the K-band terminal.

iy

RTFTTENT s il

When the bit synchronizer is activated, the 22-bit

binary counter is reset and enabled to count. A count of
3,970,000 is decoded, disables the 22-bit binary, and en-
ables the modulo 30,000 up/down counter. The following

activation of the bit synchronizer causes the count in the
up/down counter to be parallel transferred to the holding

register for output to the CPU on each 5 ms tick of the up-
link clock. The output count of the up/down counter repre-
sents the Doppler frequency shift. The LSB of this counter

represents 5 Hz and the MSB represents 40,960 Hz (5 x 214bits).

The l1l6th bit of the count is a sign bit. The Doppler fre-

quency count is accurate to +5 Hz."

The mathematical representation of this processing is straight-
[
forwsrd. net the 20 MHz reference actually be at 20 x 10°+ £, Hz,

a
where fd is the Doppler shift. It will take T seconds to reach a

count of 3,970,000, given by

i20 x 10° + £4)T = 3.97 x 10°. (223)
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Figure 6. Doppler Frequency Measurement.
(FromRef. 2]
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Therefore, in the remaining 0.2 - T seconds, a count of :

(0.2 = 7) (20 x 10° + £) = 30 + 10° + 0.2 £, (224) §

will accumulate, which, when taken Mod 30,000, is equal to 0.2 fd'

Thus the resolution of this technique is 5 Hz.

bl
- NS

Ly il SO

Once the Doppler shift is measured, the software computes

an estimate to v/c, denoted by é, using the basic relation:

B "d/freceived d (225)

where f . is the receiver tuning frequency from which the
received =

20 MHz IF signal was converted, and fd is the estimated value of
fd resulting from the instrumentation of Fig. 1. Then, 1if fu is

the minimum uplink frequency, and fh is the hopping frequency,

relative to the minimum uplink frequency, the software computes

Re I 4

(£, * £) (226)

the total Doppler frequency shift of th:z transmitted signal.

The frequency synthesizer used by the modem to provide the
hopped carcler s a GR 1061. The output of the synthesizer is
maltiplied by 16 in the modulator, so that the nominal carrier
frequency becomes 700 iHz; the synthesizer output ranges from
4¢ Mz to 50 MHz in ordexr to accommodate the hopping. The soft-

ware ccmmands the synthesizer to the frequency
5} o -
40.55 x 20 + R{[fh- B(£, + fh)]/lé}, 227)

where R{ Y indicates the rcunding off of the frequency command
tCc the nesrest 0.1 Hz. based <n the value of the 0.01 Hz digit.

The synthesizer is actually commanded from the computer by a
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32 bit BCD word in 0.1 Hz increments, resulting in a 1.6 Hz re- i

solution in the transmitted frequency.

After multiplying by 16 and translating to Ka band, the fre-
quency of the transmitted signal is
+ . ¢ _A
f 16 R L[fh B(fu + fh)]/16}, (228)

u

and the frequency received by the satellite is
(1 + B)[fu + 16 5 R{[£, - B(E + fh)]/l6}:|. (229)

If roundoff could be neglected, Eg. (12) would be

K

(L+ B)[£, + £ ~ B(E, + £)) = (£ + £)(1+8~8- 88)

h

iy

(fu + fh)(l + B8 - B). (230)

Equation (236) shows that in the absence of roundoff, and if
B - é, the differential Doppler compensation is as desired. We

next consider the simulation of Doppler compensation.

2.3.2 Doppler Compensation Simulation

Equation (228) shows that Doppler compensation is dependent on
two factors, namely the ratio of estimated range rate to the speed
of light, 8, and the effects of roundoff. A valid simulation of
Doppler compensation would put, on each transmitted symbol, a
Doppler compensation erxor given by

Dopper Compensation Error = fu + fh - Eq. (229). (231)
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Thi- is implemented by the following 3-step process.

Step 1. Estimation of 8

1. Select fi.oeivedr the RF frequency used for Dcppler
estimation.

2. Select B, the normalized range rate.

3. Form 20 MHz + B fygceivedq: This can be implemented by

controlling a frequency synthesizer either manually or
through CSEL.

Implement, either in hardware or accurate softyare, the

Doppler measurement loop of Fig. 6. Estimate fd'

5. Compute B = Ed/freceived°

Step 2. Estimation of Doppler Compensation Error

Using B from Step 1, program CSEL to evaluate Eq. (229)

for each transmitted symbol. The roundoff should be
included.

2. Compute the Doppler compensation error for each trans-
mitted symbol given by Eq.(231).

Step 3. 1Inclusion of Doppler Compensation Error

Add to the frequency of each transmitted symbol the E
frequency error of Step 2.




2.4 Repeater Jamming

Jammer strategies for the TRW Spread Spectrum Modem-Processor
(SSMP) have been describe and evaluated in other studies. Here
we consider a jammer technique known as repeater jamming. We
describe what is meant by repeater jamming and how the jamming
signal may b2 generated. We determine the appropriate signal
decision statistic taking into account the effects of matched
filtering, limiting, random frequency and random phase. We
evaluate the probability of decision error for the particular
jamming signal. An analysis is also included which describes
the effect of partial chip jamming when the jammning time is com-
pletely known and when it is unknown. Several strategies are
discussed for the case of unknown jamming time. The analyses
demonstrate that repeater jamming is in general more efficient

than random noise.

2.4.1 Introduction

This section considers the effects of repeater jamming.
It is well known that the most successful jamming occurs when
the jamming signal is of the same format as the desired data
signal. We therefore consider the case where the repeater
jarmer consists of a set of equal strength tones with spacing,
fo' equal to the data frequency spacing and with some total

width large enough to cover all possible Doppler shifts.

It is recognized that such a jamming signal has a non~constant
amplitude which may be undesirable from the point of view of jam-

mer final power amplifier; but more important, from the point of
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view of performance analysis, limiter signal suppression will not
be optimum. It will be shown that che desired signal can be pro-

duced by using a periodic linear FM signal which has a constant

amr .itude.

The repeater jammer operates in the following fashion. The
desired signal comes on the air on some frequency-hopped center
frequancy. The signal appears in one of M frequency cells within
this freguency-hopped band. The band is actually q + M fre-
yquency cells wide where q is a non-negative integer. The re-
peater jammer estimates the frequency-hopped band ‘and begins

transmission of jawming tones. If signal transmission began at

time ¢t

0 then the jammer power appears in the receiver at
time ¢ = tj. This time delay is due to the freguency estimation
procedure as well as to the path delay between the desired signal

transmitter and jammer and betweewn the jammer and receiver.

The jammer bandwidth must cover the full range of Doppler
shift in order to guarantee jammer/signal coincidence with
probability one. If the maximum Doppler shift is B/2 Hz then
the jammer bandwidth is B Hz. The desired signal has duration
T seconds and the tone spacing is then taken as fo = /T Kz. The
jammer tone spacing is also fo Hz.

If the jammer has bandwidth less than B Hz then the probability
of landing in the limiter bandwidth is less than one. For
example, if the jammer bandwidth is wJ = B/4 and if the jarmey
continually steps his signal over the total bandwidth B, then on
the average the jammer appears in the limiter with a 0.25 oroba-

bility. The jammer is less effective, but may choose to

1) Concentrate more power in the smaller bandwidth

2) Transmit less power overall.
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An optimum jammer bandwidth and power versus decision error pro-
bability exists. In this section, we address the fnll bandwidth
jammetr problem.

Two random c~ecurrences must be considered in the analysis.
First, due to the unknown Doppler shift the jammer will appear on
a random frequency within each frequency cell. Second, there will be
a random phase associated with the jammer with respect to the de-
sired signal. In the absence of additive noise, an error will
never occur when the jammer tone amplitude is less than half of

the signal amplitude.

A decision as to which one of the M tones was transmitted
must be made. The composite signal is limited, and the limiter
output is matched filtered. The matched filter outputs from
N consecutive chips are added together to form the Jdecision statis-
tic. The analysis below must therefore also consider any suppres-
sion effects due to limiting. The frequency cell having the largest

summe:d output is chosen as the transmitted frequency.

2.4.2 Effects of Random Frequency

Figure 7 displays a typical frequency cell of width f0 and
center frequeucy fc Hz.

fc-fo/2 c fc+fo/2

Figure 7. Typical Frequency Cell
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A jammer may arrxive within the cell at any random frequency fc+ b
where |6]= fo/2. We determine the degradation due to the Doppler
shift ambiguity 6.

We assume that the jammer signal has the form

j2r (4450 ¢

=J e tJS t =T, {232)

J
Then the matched filter output, m is egual to

T —jZ"fct

i
mJ =7 % vJe dt
J
(T-t_) jnb(T+tJ)
=J TJ e sinc ﬂé(T—tJ), (233)

where sinc x is defired as

sinc x = 2% (234)

1
«|
I

and
= . 235

Let us assume that tJ= 0. The most degradation occurs when
b = + f°/2. Then imJ: = 2J/7 and there is a 4 dB loss ovexr the case

when &6 = 0 (i.e., no fiequency ambiguity).

We therefore can do the jammer analysis by at first ignoring
the random frequency occurrence and then modifying the jammer

power by the appropriate degradation factor.
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2.4.3 Generation of Jammer Signal

We assume at the outset that the jammer knows his delay tim:
tJ exactly. In Section 2.4.5 we assume that tJ is completely un-
known. We are interested in generating a jamuer signal which has
a uniform power spectrum mads up of eguispaced lines with the
total bandwidth B and a constant envelope. Since B is large in

our case, we can accomplish this by using pericdic linear FM.

We have several choices of signal generation. In all but
Case 3 the jammer will be on the air (T—tJ) seconds. The linsar

FM signal may repeat every

1) T/R seconds,where T is the chip duraticn aund R is the
number of repeats per chip interval. This guarantees
a sweep over B Hz for all repeats, except in general
the last repeat, when the instantaneous frequency 1is
B Hz.

2) T seconds and have an instantaneous frequency of

B(t-tJ)/(T—tJ) Hz. Then B Hz will be swept once every
T Hz.

3) T seconds and have an instancaneous frequency of B Hz.
During the hopped frequency estimation interval C s t
< tj the FM signal would begin to sweep according to
the previously estimated frequency;then at time tJ it

- mmmae} -~ e - — . .=

A fo e  dem delm a R Nt T
WOUALU DWaALLll LU Llie LIcew .x.).cquc:u\..y.

Figure 8 displays the freguency sweep for Cases 1 through 3.
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Figure 8 Several Methods of Jammer Generation
(£ = dehopped frequency)
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Since the jammer signal is periodic, the signal spectrum will
be a line spectrum which is most desirable for jamming an FSK
signal. Tn case 1 lines will be spaced every R/T = RfO Hz. There-
fore, only 1 out of every R possible frequency bins can be jammed.
This is not an effective jamming procedure. Both cases 2 anc
3 have spectra with lines spaced every fo Hz, which is what we
desire. In case 3, there is no clear advantage of keeping the
iammer on during the tJ second interval since it is most likely
that the new hopped frequency is far removed from the previous frequency .
There is a B/F chance of jamming where B is the jamner bandwidth and F

is the total hopped bandwidth,

The jamming signal will therefore be

VJ,= J!’ exprjzn{(fc-*- 6><t- tJ) +B( o~ tJ>2/2(T— tJ)}:!; th tsT.

[

(236)
The jammer matched filter output is found to be equal to
_j4n262 _
_ g ‘[ Ll K f,lgls ‘/23. ) f\f?—_ﬂ 1
3T r Yk € [F{\ N F RS R r~ 6}_; (237)
where
n o= TTB/(T - tJ) (238)
and F{-} is the complex Fresnel integral,
X j% t2
F(x) = f e dt . (239)

o]
For the cases of interest to us we can use the approximate relation-

ship F(x +y) - F(y) ~ F(x) (240)

since y = 5/2m/K is extremely small.
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Therefore,

ng | = 5o 12 )l 201)

which is independent of the frequency ambiguity,d.

We wish to choose the jammer amplitude, J', such that the
energy density of the linear FM is equal to that of the pure tone

jammer. We find that this is the case when

@nt o 2

2B

i
[}
=

(242)

or
= /2BT J. (243)

Then the matched filter output is equal to

(T-t [(T-t )
ol =¥ == PV Ty (244)

Comparing this to the pure tone case with tJ= 0 we find

| =% . (245)

V2

Thus, whereas the pure tone case could have a 4 dB degradation
due to frequency ambiguity, the linear FM has no frequency ambi-~
guity degradation but does have a 3 dB degradation built in (for
the same jammer energy density). We shall therefore do our anal-
ysis for the pure tone case and no frequency ambicuity and then
degrade the results by 3 dB. This will give the true linear FM

cr pure tone jamming performance.

2.4.4 Jamming Probability

We have assumed & frequency hopped MFSK modulation with N

chips of length T = l/fo seconds to comprise a data transmission.
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After dehcpping, the desired signal will appear in one frequency
cell. Jammer noise will appear in all frequency cells witchin the
limiter bandwidth. The receiver processes the data bv limiting

the composite sigral, matched filtering the M frequency cells,

and then summing the energy in each cell over N chips. The largest

total energy corresponds to the frequency decision.

There will be (M-1l) cells with only jammer power. The limiter
matched filter output will be designated by mo. One ceirl will have
both desired and jammer power and its output will be designated by
m, where the subscript i refers to the i'th chip. Then the prob-

ability »f deciding the wrong frequency is given by

N .
Pe = Pr{ z |mi|2 < NlmJ|2} (246)
i=1

We now include the random phase,®,with respect to the desired
signal. The jammer signal is given by
2
(t-t )
: @ J }j
= J! - + + —r 1 s £ <
VJ(t) J exp[32ﬂ{fc(t tJ) Py B 2(T-tJ) § tJ T

(247)
and the desired signal is given by

vs(t) = 8 exp[janct] ; 0 st s T (248)

The limiter input contains v(t) = vJ(t) + vs(t). The output of the
limiter will contain the strongest signal plus a suppressed ver-
sion of the weak¥er signal. We therefore write the limiter out-

put as

w£(t) = vJ(t) + B vs(t) (249)

where B is the suppraession {or enhancement factor when ivsl=>|vJ|)

and the normalizing constant 1/J{VJ|2 + |vs|2 has been omitted for
simplicity. The value of B can be found in Fig. 9, which, for con-
venience of the reader, is Fiygy. 1, repeated.
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Seven matched filter outputs contain only the effects of

VJ(t) and give

|m. =%‘"J;jf; |F{\ﬁ§ T}l (FM) (250)

| sinc 6 (T-t ) | (pure tone) (251)

| m

The eighth macched filter output can be written as

- [
m, = mo o+ B s el L. (252)

Sguaring we have

2 _ 2 KA 2.2
lmil = ImJI + 2BSRe{mJ e } + B°s (253)
For the pure tone case where ms is real
2 2 2.2
Imil = |mJ| + 2Bs Imchos o, + 8%, (254)
For the linear FM case we have
. 4n262
T-tJ f -] K
mJ‘ = J ra 1C\x) + ] S(X)} e (255)
where
« my 2B
x = H{T_tJ (256)

and C(x) and S(x) are the real and imaginary parts of the Fresnel

integral F(x). Most of the time x 1s very large so that




Kook o
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2.2
T
T—tJ —j(4 K6 - n/4> )
~ J (257
mJ, T e
and
' 2 2 ' 2.2
= 5 @. - 258
|m, | |mJ,| + ZlemJ,| cos @, + B“s ( )
where
2.2
41798
b= - - . 259

The condition for an error to occur is therefore
5. Cos w; < - % ——§T = Y, - =@, =T (260)

If the signal to jammer amplitude ratio is p = S/J then

Y =-~Cp (261)
where
(T-t ) |
————1sinc 16 (T~t_) (pure tone)
NB T J
7% - (262)
(- t
'V - -T‘ (FM)
(T- J

2.4.,4.]1 Probability Density Function

The probability density funccion of Z2 = ¥ cos ?, must be
determined to evaluate the jammer performance. This is difficult
when N 1s larger than 2. We demonstrate how the pdf is found when
N = 2. We then state numerical ragults which we obtained for
N = 3,4.

Let x = cos ¢ with p(y) = 1/2r,~11 < © < 7, Then since
- 9@
pix) = 2p(w) |- (263)
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it is easily found that

1
P(X) = "-l——n— P =1 < x < 1. (264)
Ty l=-x

If we now desire the pdf of y where

Yy = Xl + X, (265)
we have

1t 1 1

ply) = =
" x=—l‘ll---x2 Vl' (y-x)

5. dx. (266)

This is most easily evaluated using transform techniques. If
P(w)is the Fourier transform of p(x), then

=]

1 2 Jw
ply) = o J P (w) e au. (267)

w:._w

It is easy to show that
P(w) = J_ ) (268)

where Jo(m) is the zmero'th urder Bessel function of the first kind.

Then [Ref. 3, Bg. 8.13.8]

2 2\ .
ply) =3 k<2~4 Y®) lyl < 2 (26%)

where K(x) is the elliptic integral, equal to

r
i

(SR

Kix) = i+
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The desired pdf for

N N/2
z =L x, = ¥ vy, (271)
1t oi=1 ?t

is
l ©
p(z) = 5= [ 35 W) e
Y=—

W2 3. (272)

This is easy to evaluate numerically using FFT techniques and
impossible to evaluate analytically for N > 2. The numerical re-
sults for N = 3,4 are shown in Figs. 10 and 11 where the pdf and
cdf are displayed. Table 15 lists the data for these figures.

TABLE 15. MULTIPLE CHIP PHASE PROBABILITIES

System 3 Chip 4 Chip_

-y PDF CDF PDF CDF

0 .2853 0.5000 .2873 0.5000
1/8 .2854 0.4632 .2779 0.4646
1/4 .2856 0.4275 .2686 0.4295
3/8 .2859 0.3918 .2593 0.3965
1/2 .2863 0.3560 .2501 0.3646
5/8 .2869 0.3202 .2408 0.3340
3/4 .2876 0.2843 .2316 0.3045
7/8 .2884 0.2483 2222 0.2761
1 .2864 0.2122 .2127 0.2490
11/8 .2153 0.1824 .2030 0.2230
1 1/4 .1863 0.1575 .1930 0.1983
L 3/8 .1649 0.1356 .1826 0.1748
11/2 .1476 0.1162 .1718 0.1527
15/8 .1327 0.0987 .1602 0.1319
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TABLE 15 {cont'qd)

System 3 Chip 4 Chi

=Y PDF CDF PDF CDF
13/4 .1195 0.0830 .1476 0.1127
17/8 .1077 0.0688 .1333 0.0952
2 L9677 (-1) 0.0561 .1137 0.0796
2 1/8 .8655(-1) 0.0446 .9478(~1) 0.0668
2 1/4 .7681(-1) 0.0344 .8173(~1) 0.0558
2 3/8 .6738(-1) 0.0254 .7099(-1) 0.0463
2 1/2 .5802 (-1} 0.0176 .6175(-1) 0.0380
2 5/8 .4846(-1) 0.0110 .5362(-1) 0.0308
2 3/4 .3823(~1) 0.0056 .4637(-1) 0.0246
2 7/8 .2615(-1) 0.0015 .3982(-1) 0.0192
3 0 0.0 .3387(-1) 0.0147
3 1/8 .2842(-1) 0.0108
3 1/4 | .2340(-1) 0.0076
3 3/8 .1877(-1) 0.0049
3 1/2 .1448(-1) 0.0029
3 5/8 .1048(-1) 0.0013
3 3/4 .6755(-2) 0.0007
3 7/8 .3268(-2) 0.0003
4 0 0.0
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2.5 LES 8/9 Simulation Experiments

This section describes a preliminary sequence of experiments
to be performed using the CSEL facility to simulate and test the
LES 8/9 processcr and system. Three forward link simulation ex-
periments are discussed, the first being a validation of the PSP
model of the satellite processor, the second being a testing of
the downlink simulaticn, and the third being a simulation of
jamming on the forward uplink. The initial evaluation will be
performed using digital computer simulation, as shown in Figure
F~4 of an internal AFAL report describing the C&EL facility (“the
CSEL dccument”). We will first outline the performance of tests

based on this figure, which is reproduced as Fig. 12 of this section.

2.5.1 Test Series 1. Forward Link Simulation

The first test series is the forward link simulation, with
the K-band uplink and the UHF downlink. It is assumed that the

. and UHF modems exist, but that the satellite is being simulated

* YAV 9! '!Emnk d

by the PSP. The test configuration is shown in Fig. 12. We

start by putting 75 bps data into the modem processor. This is
encoded and 8 FSK transmitted at K-band through the K-band terminal.
The AJ protection is put onto the transmitted signal by frequency-
hopping at a rate of 200 hops per second; 75 bps @ R = % = > 150 bwps.
8 FSK reduces this to 50 symbols/sec. Each symbol is hopped over
four frequencies, resulting in 200 freguency hops prer second, or

a duration of 5 ms per frequency.

The K-band transmitted power is 2 W, and the antenna gain is
51 dB. The frequency is 38 Giflz. The satellite antenna gain is

42,7 dB for the disc, 25 dB for the horn. The received power is

P G_ A
P =%2R (273)
4m R
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Since:
PT = 3 dBwW
GT = 51 dB
2
AR = -28 dBm (Horn)
~10 loglo(4n) = ~-11
~ 3
2 =
20 1og, R = -151 dBm {R 20 x 106’““
= 37 x 10 meters
PR = -136 dBW
or
~106 dBm. (274)

To this received power, one must add atmospheric losses.
Assuming no rain, this would range from nearly 0 dB for vertical
transmission to about 30 dB for horizontal transmission. If,
for 2 nominal worst case, we add a 20 4B propagation loss, the
received power will be -126 dBm. The power shown on Fig. 12
at the satellite processor input ranges from - 53 to -123 dBm.

The lower level, -123 dBm, is in good agreement with our estimate
of -126 dBm. However, the ~53 dBm level seems unnecessarily strong
for LES 8/9 simulation, as, in clear weather, the received power

would be -106 dBm maximum.

The K band horn system has arn 8 dB noise figure, or an NO
of -166 dBm/Hz. Therefore the Eb/NO for a 75 bit per secnHnd rate

is then

- = = = =126 - 19 + 166 = +21 dB.

o~
[
~Jd
w
A d

This, 1'% should be recalled, is with a 20 dB atmospheric loss;

with no loss, it is 41 dB.
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If an Eb/NO of 0 dB were desired, and the maximum signal

strength were -106 dBm, then

0 = -106 - 19 - N_ (276)

N

° ~-125 dBm/Hz, (277)

which is, as expected, 41 dB above the receiver noise level.

Tf this noise were spread over a bandwidth of B MHz,

PN = -65 + 10 loglo B dBm. (278)

The K band down converter has, according to Fig. 12, a loss of
about 35 dB (the figure is ambiguous, showing a loss of 33 dB
at -20 dBm in, and 37 dB at -86 dBm in). Assuming a 6 4B combiner

loss, the jammer would require a maximum output powexr Of

n

s

-65 + 35 + 6 + 10 log, . B
max 10

-24 + 10 log10 B dBm. (279)

in order to achieve a 0 dB SNR. The jammer on Fig. 12 has an
output power ranging from -14 to -64 dBm. If this is not suffi-
cient power to achieve 0 dB, at the standard signal power level,
then 0 dB SNR jamming would be accomplished by decreasing the signa.

power at the processor input while running at maximum jamming power.

With these preliminary power considerations settled, let us
FN

+agt

1\6 Ll hal
e ~o M

- N » +. o
now congide un ¢n the forw

-

La s

anacri £i
gspecitl

(b}
[&:]
O

can broadly divide them into two classes, namely noise and jam-

ming tests, and acquisition tests. We consider them in that order.
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2.5.1.1 Noise and Jamming Tests

The first set of tests, noise and jamming, have two purposes.
First, the porformance of the forward link is to be checked out
against white Gaussian noise, to validate the simulation system
and model. Seccndly, having shown the system and model to be
valid, the effects of various types of jammers will bc tested

and compared to theoretical results.

Tablel6, taken from Lindsey ard Simon [47], shows the

word and bit error probabilities (PE and P respectively) of

BI
a non-coherent 8-FSK system using optimum detection.* This is

a lower bound on the error which can be attained by the processing
used in the satellite.

TABLE 16. OPTIMUM 8-FSK ERROR PROBABILITY:

TR F T R >m‘=%g}'iﬁgmjﬁfm\e‘}g§§§ TR AT T T~ & <

INCOHERENT DETECTION

Word Error Bit Error
Probability Probability
E /N P Py
(dB)
0.00 0.34075232 0.19471561
3.01 0.10403854 0.59450594 (-1)
4.78 0.28086227 (-1) 0.16049273 (-1)
6.02 0.70613553 (-2) 0.40350601 (-2)
7.00 0.16994870 (-2) 0.97113545 (-3)
7.78 0.39791019 (-3) 0.22737724 (-3)
3.45 0.91543186 (-4) 0.52310392 (-4)
9.02 0.20826269 (~-4) 0.11900725 (-4)
9.54 0.47052477 (-5) 0.26887130 (-5)

*
The error probabilities of Table 6 are writﬁen in the form
0.XXX(-¥), which is equivalent to 0.XXX 10 .
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For 8'ary FSK, word and bit error probability are related by

- 4
Pg = 7 Ppr (280)

7 4”@%%“”””“WW%%HW@W§§%%¥§2

that is, the bit error probability is 4/7 the word error proba~
bility. It should be noted that the signal-to-noise ratio in
Table 16 is 10 loglO(Eb/No). E.. in turn, is Py Ts/3, where P

is the transmitted symbol power, TS is the transmitted symbol
duration, and the factor of 3 occurs because there zre three

bits encoded into each transmitted symbol. For the 8-FSK trans-
mission, TS = 20 ms, corresponding to 50 symbols/second, while the

bit rate into the 8FSK encoder is 150 bits per second.

To further complicate the situation, the unencoded bit rate
at the transmitter modem input is 75 bps, corresponding to an
input bit duration Tb of 13.33 +-. ms. This has a bit energy
of +3 dB relative to an equal-power 20 ms, 3 bit symbol. We
will make clear, in this report, the exact time duration being

used 'n a table or figure.

The processing in LES 8/9 is not optimum, and one would ex-
pect the error rate to differ from that of Table 16. Deviations
from optimality include

a) The matched-filters in the 8-FSK receiver are

implemented using 2-bit quantization of both the
input signal and the reference freguencies;

b) Hard limiting of the IF signal;

c) Frequency hopping within the symbol, which cause
phase discontinuities in the dehopped signal.

There is an experimental curve, attributed to Lincoln Laboratory,
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of the bit error rate as a function of signal-to~Gaussian noise
ratio. Three points from this curve, shown as x's, are repro-

duced in Fig. 13, along with the bit and word probabilities of
Table 16.

2.5.1.1.1 Experiment l. PSP Model Validation

The first experiment is to validate the curves of Fig. 14,
thereby showing the satellite processor is being simulated
properly. This is best done on a step~by-step basis, in the

following sequence.

1.5.1.1.1.1 Experiment 1lA. Optimum 8-FSK » dem Simulation

Simulate the optimum non-ccherent detector 8-FSK modem.

This will differ from the LES 8/9 satellite receiver by
1) not frequency hopping;
2) not using the limiter;

3) guantization of the signal and the reference
to at least 6 bits.,

The word erroxr probability of the PSP should be measured as
a function of additive Gaussian noise. This is done by comparing
the FSK frequency commanded at the modem to the FSX frequency
decided by the PSP. The signal-to-noise ratio should be varied
over the range 0 to +10 dB, keeping the noise constant and vary-
ing the signal level. The sampling rate used ir the simulation
should be the same as in the satellite processor, namely 64
samples of the I and of the Q process in a 20 ms symbol. The
75 bps data into the modem should come from a suitable digital

test source, such as a pseudo-random number generator.
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The PSP has a 16 dB noise figuie at the 700 MHz input.
Trerefore the noise power density is -158 dBm/Hz, and the

(bit) signal-to-noise ratio for a 20 ms syinbol is

£ = %2 = p_-17+158-4.8
= P + 136 4. (281)

Therefore, in order to have a 0 4B signal-to-noise ratio due

solely to the PSP's noise figure,
P, = -136 dBm. (282)

Howaver, the PSP is specified to have an input signal range of

~123 to ~533 dBm with the result that a -136 dBm signal is too

weax for it to process. It is therefore necessary to add external
neise, and uge a stronger signal. If we add external noise

which is equivalent tc increasing the front end noise by 21 dB, 0 dB
SNR would be achieved with a PS = -115 dBm, within the range of

the PSP, Thereforz the added noise should have a density of

NO =~ 137 dBm/Hz. (283)
The nrecceiver's noise figure can be neglected with this additive
noise, as it is 21 &B above KPF. The total noise power is

D = =77 4 1
lN 77 10 Loglo B dBm (2841

in a bandwidih of B MHz.
Experiment 1A could be run with a signal power into the PSP
ranging Zrom -J15 dBm, for a O dB Eb/No’ to -105 dBm, for a +10 dB

Eb/No, with the auaitive noise kept constant at a density of ~137
dBm/Hz at the PSP input.
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The results of Experiment 1A should match the curve marked
"Optimum Non-coherent Detector Word Exror Probability", of Fig.l3.
However, the absence of an AGC or limiter, .night result in a sig-
nal level out of the range of the A/D converter. If the experi-
mental curve deviates significantly Z£rom the theoretical, consi-
deration should be given to either increasing both Ps and No to
get into the A/D converter's range, or increasing the number of

bits in the A/D converter, to increase its dynamic range.

Following Experiment 1A, the modeling should start to include
the omitted effects of the LES 8/9 satellite proceszsor. As each
effect is added, the experimental curves should be rerun. Once
an effect is added, it should be kept in the simulation model for
the remainder of the satellite tests. An appropriate test

s2quence would be

2.5.1.1.1.2 Exoceriment 1B Limiter

Repeat Experiment 1A, with the limiter added to the simulated
receiver. With the limiter present, the error probability should
be only a function of SNR, and not of the absolute values of PR or
No' This reletion should hold until the limiter does not bring

the signal into the range of the A/D converter.

2.5.1.1.1.3 Experiment 1C Quantization

The purpose of this is to show the change in error rate due
to the use of 2-bit quantization of the A/D converter and the
matched filter reference waveform. The number of bits used should
be decreased from those used in Experiments 1A and 1B, to 2 bits.
wWith the limiter and 2-bit processing, the error curve should move
from the optimum toward the experimental points shown on Fig. 13.
Note that the Fig. 13 curve is a bit error curve; the word error

for an 8~FSK system is 7/4 the bit error.
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2.5.1.1.1.4 Experiment iD Frequency-Hopping

The purpose of this is to show the change in error rate
due to frequency hopping. This should be accomplished in two
steps. First, the signal should be hopped at the transmitter
and de-hopped with zero frequency error at the PSP. The
measured error rate in this case, as compared with that of
Experiment 1C, will show the effects due to the phase discon-
tinuities in the four subchips which make up a single FSK symbol.
Second, frequency errors should be introduced in the de-hopping
to show the effect of incorrect frequency estimation. The most
simple error to put in is a constant error independent of the
transmitter frequency. This error can be varizd up to the FSK
frequency separation. A more complicated error to put in is one
vwhich i1s a function of the instantaneous transmitted frequency.
This can be, initially, under program control as follows. Asssume
an error in measuring center-frequency Doppler. Let the center
frequency be fc' and the error in center frequency Dboppler be
be e. . Then, if the transmitted frequency is £, the error in

fc
the received siynal will be

[ =] £

+ = .
e U7 F £ Sfe (285)
C c

This error can be programmed into the PSP.

The error rate measured in Experiment 1D, which includes
frequency hopping, limiting, and quanrrcization, should agree

wilh che Lincoln Laboratory data.
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2.5.1.1.2 Experiment 2 Downlink Simulation

The result of Experiment 1 will be to confirm that the up-
link modeling is correct through the 8'ary FSK detector. A
second experiment is needed to verify that the UHF downlink
modulatiorn is being properly simulated. To do this, the full
forward link of Fig. 12 1is used, and the bit error rate from
the modem processor input to the UHF demodulator output is

measured.

Figure 14, which is Fig. 3.14-6 of the TRW report [2],
shows the performance curve for the demodulator decoder. It
plots the decoder output bit error prolbability as a function
of the input channel error probability; the input channel error
probability is the 8-FSK bit error probability. Experiment 1
will provide the channel error rate as a function of the Eb/NO
for the transmitted 8'ary FSK signal. This can thus be con-
verted into a predicted bit error rate at the output of the
downlink through Fig. 14. The experiment consists of the mea-
surement of the channel error rate, conversion of this to a
predicted decoded bit error rate, and comparison of the pre-

dicted bit error rate to the measured bit error rate.

Figure 15 shows two theoretical curves of bit error rate out
of the decoder as a function of the 8-FSK uplink Eb/No. The
curves were generated by using the theoretical bit error rate
curve of Fig. 13, with the decoder curve of Fig. 14. Since
the Lincoln Laboratory experimental points of Fig.13 are close
to the theoretical, the measured decoded bit error rate should
be close to the curve of Fig. 15. It is seen that the two curves
are identical in shape, but separated by 3 dB. The curve marked

"Tb = 6.66 ms" is based on the energy in the 150 bps encoded
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A bits which are transmitted ac the 8-FSK data, and correspond

E exactly to the theoretical curve of Figure 1. The curve marked
? "Tb = 13.33 ms" is based on the energy in the 75 bps data going
3 into the transmitter modem.

? In this experiment, the downlink should be at a high

g enough signal-to-noise ratio that the ARC 151 receiver noise

¢ does not: cause errors.

ki bt 2t

2.5.1.1.3 Experiment 3 Forward Link Jamming Test

e

With the completion of Experiments 1 and 2, there should
be confidence that the forward link signal processing functions
of the satellite are being properly simulated. The emphasis can
can then switch to fForward link jamming and acquisition tests.

We will consider repeater jamming in this section.

Repeater jamming can be used to reduce the power required by
the jammer. In repeater jamming, the signal radiated by the trans-
mitter is intercepted, and its frequency estimated. Then a jamming
signal of bandwidth B is transmitted, centered on the intercept
frequency. Since B is significantly less than the total RF band-

width, WT' there is a large possible saving for repeater jamming
relative to full-band jamming.

The implementation of the repeater jamming uses a Hallicrafter
Sweeplock receiver. The FSK signal is 20 ms long, and is transmitted
as a sequency of four frequency hopped chips, each of 5 ms duration.
In Section 2.4 we precented an analysis of the repeater jammer, and
showed that a delay of 3/5 of a chip would decrease the jammer ef-
fectiveness by 1/{(1-0.6), or 8 dB relative to full-chip jamming;
this would still be in the cordex of 11 dB more effective than full-

band jamming. The first repeater jamming experimert will be to test
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the efficiency of repeater jamming. With the signal level of
the desired signal set at a nominal value, such as -113 &Bm,

the jammer level can be varied over the Eo/JOM range of 20 to

40 dBm. There will be a range of about 6 or 8 dB over which

the error rate is significant, with the exact value depending

on the amount of the chip which is jamwed. The parameter «

is 0 if the entire chip is jammed, 1 if none of the chip is
jammed, and varies linearly between these two extremes.

Using whatever jamming waveform is selected, the repeater
jamming should be tested over the range a =0 to 1, at

discrete steps; typical values of a might be 0., 0.2, 0.4, 0.9.
The bit error probability can then be measured as a function of
EO/JOM and ¢, and compared with the full-band multitone and noise
jamming error probabilities. While the error probability can be
measured either in the PSP receiver or after error detection in

the strike force ceceivers, the error rate should be measured at
the same place for all jamming tests.

Following this experiment, the effect of receiver noise should
be included in the tests. At high signal-to-noise ratios, such as
20 dB, the error rate should be the same as in the aksence of noise.
Noise effects should start being seen with Eb/No in the order of

6 dB, as shown in Fig. 13.

The repeater Jjamming tests, with and without receiver noise,
will show the performance of the repeater jamming system as
operating with the present LES 8/9 satellite processor. Repeater
jamming operates on only part of the received signal. The satellite
processor, as presently designed, processes the entire chip. TF,
however, the processor where to adaptively measure the received

gignal and integrate only over the unjammed poriicn, one would
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expect that the jamming efficiency would be decreased. For values

of o near 1, where most of the chip is unjammed, the performance
should approach that of the unjammed signal. For values of & near

0, where most of the chip is jammed, the amount of energy in the
unjammed portion of the chip is small, and the receiver thermal

noise would be a limiting factor. The PSP can be used to simulate
an LES 8/9 processor which integrates over only the unjammed part

of eacn chip, and the error probability measured as a function of

o, EO/JOM and Eb/No' This simulated processor will have an ECCM
capability against repeater Jjamming which is not found in the present

processor.

It is axiomatic that for a given ECCM one can develop a new ECM
technique. 1In this case, the ECM response would be to develop a
receiver which can estimate the received frequency in a time inter-
val which is sufficiently short as to cause the processor to be
thermal noise limited. One would expect that, given either suf-
ficient sweep capabilit;, or parallel processing, the transmitted
frequency can be estimated in a time equal to the reciprocal of
the frequenecy uncertainty. Therefore, to jam with a frequency
uncertainty of, say 10 kHz, would require only a 0.1 ms intexcept
time. The simulation of a repeater jammer should include ex-~
ploring trade-offs between intercept time and chip processing

time.
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SECTION 3

NAVSTAR GPS STUDIES

3.1 Introduction

The NAVSTAR Global Positioning System (GPS) is a satellite
navigation system which will allow the user to determine his
three-dimensional position and velocity. The GPS Phase 1 Program
is a space-based radio navigation concept validation program that
precedes the full scale develonment of the GPS. As part of
Phase 1, AFAL is developing a generalized development model
(GDM) of the GPS user equipment. The GDM system will include
the hardware and software to receive and process GPS navigatinnal
signals, along with inertial and auxiliary navigaticn sensor
data in some modes, and determine optimim estimates of three
dimensional postion, velocity, and system time for display to

tha user.

The GDM will be part of the CSEL facility, and experiments
vill be part of the CSEL facility, and experiments will be run
as required to determine system parametefs. The purpose of this
section is to determine means of simulating the GPS signal and
channel characteristics, to a degree that will permit accurate
and reliable testing of the GDM. We take a general point of
view, allowing for a variety of different receiver types and
GPS signaling schemes. Future studies will consider the spe-

cific requirements needed for the Phase 1 system.

This section is divided inteo two main parts. Section 3.2
izes gome possible configurations for the GPS, as well

ag possible uses of the simulation facility. The ercors in-
curred in the system are reviewed, and some methods of correction

by vhe receiver are discussed, since they have a significant
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impact on the necessary simulation accuracy. Some important
aspects of the receiver structure are pointed out, and finally,

the general structure of the simula tor is defined. 1In the

il

discussion of Section 3.2, only the global features of a simu-

lation facility are discussed. Section 3.3 extends the analysis

TR

i to include detailed problems in the instrumentation of the simu-

lation system hardware and software.

] 3.2 General Problems of GPS/GDM Simulation

] 3.2.1 A Survey of Possible GPS_Structures

GPS is designed primarily for military use, but civil
applications are also envisioned, which has some impact on

the types of receivers that can be used.

The full system is to have 24 satellites in 12 hour orbits,
such that any point of the earth is covered by at least 4 satel-
lites. The user position is determined from the measured path
delay differences (hyperbolic multilateration). The downlink sig-
nals at 1.2 or 1.6 GHz are modulated by pseudo-random binary
sequences for the delay determination. Orthogonal sequences are
used for each satellite. The bandwidth is 10 MHz. In addition
the satellites also transmit information on satellite ephemerides,
clock drifts, as well as measured and predicted data on the ionos-
phere and the tropospliere. The ionospheric data may consist of
Global data on the total electron content, and readily available
data on ionspheric parameters such as to F2, MUF, etc. The tropo-
spheric data are mainly of importance for low elevation satellites,

and could consist of parameters for a surface refractivity model.

The data are collected at the ground control stations which

send them to the satellite, from where they are relayed to the
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users. Two different modes are possible; the satellites may be

transmitting simultaneously or sequentially. By simultaneous

transmission a more precise timing results due to the higher

stability of the satellite clocks, and uncertainties in the

satellite receiver trajectories between successive transmissions

in a sequential mode. On the other hand some interference be-

tween the different satellite signals are unavoidable by simultaneous
transmission.

3.2.2 Advantages of a Simulation Facility

The primary application of the simulation Facility is to test
the receivers (GDM's) before the actual channels are available.
By using a software controlled simulation it is possible to test
receivers under both average and adverse atmospheric conditions.

By simple program changes it is also possible to evaluate several
GPS downlink data schemes.

When the satellites are in orbit the simulator is still of
great value for providing easy in-house tests, particularly

for new receivers requiring down-link data that has not yet been

included in the GPS system. In fact, large parts of the entire

GPS can easily be tested.

It is considered imperative that the simulator is flexible,
so that it can respond to advances in ionospheric and tropospheric
prognostication, as well as to changes in the overall system. A
hybrid approach with RF building blocks for constructing the
channel is suggested with a software control of the channel param-

eters and part of the channel configuration.

To determine the components needed, and the software complexity,
it is necessary to study the errors that can be incurred in the
system.
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3.2.3 Sources of Position Errors in_the GPS

3.2.3.1 Satellite Ephemerides

If we start at the satellite, the first error source is the
errors in the satellites own estimate of position, velocity, etc.
These errors can be caused by erroneous distance measurements by
the ground reference stations, which can be influenced by the
atmosphere, clock errors multipath, and inaccurate trajectory
estimates between position updates. A receiver using direct Faraday
rotation information also needs an accvrate estimate ¢f the polari-

zation of the transmitted waveform.

3.2.3.2 Clock Errors

Satellite clock errors affect the position estimates if the
four satellite transmissions needed to determine the position
are not completely synchronized. For the sequential transmission

mode the less accurate receiver clocks can also be a major source
of error.

3.2.3.3 Multipath Errors

Mulvipath propagation can also seriously impair the performance
of the GPS. It can arise by either atmospheric reflection and re-
fraction effects, or by ground (c¢r sea) reflection. The effect of
ground reflections can be evaluated relatively easily. If the
receiver is h feet above a smooth reflecting surface, and the

satellite elevation is is 6, then the differential delay of the

1eflected path is

6 = 2h/c sin 8, (286)
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where ¢ 1is the velocity of light. Dae to the 10 MHz PRN signal-~
ling, only reflection delayed less than 100 nsec will affect the
estimate (this assumes a linear matched filter receiver, for re-
ceivers with nonlineavities, e.g. hard limiters, larger delays
will also have a significant effect). Thus only atmospheric

multipath and low ground multipath is important.

One way of estimating the delay is to use a threshold 6 dB
down from the peak output of a matched filter. The errors re-
sulting from a 50 nsec delayed perfect reflection is illustrated
in Fig. 16, assuming an ideal triangular signal auto-correlation
function. With a reflection coefficient of .8, corresponding to
a 14 dB8 multipath fading, calculations have shown that errors

range between -33 feet and +11 feet.

If a hard limiter is used in front of the matched filter, and
if only one satellite signal is received at a time, the error 1is
smaller at small delays, but persists for delay almost as long
as the entire duration of the PRN sequence. However, this way
errors less than 7 feet can be obtained with a threshold 12 4B
below the peak of the matched filter output. For this type of
receiver, large delay multipath should be simulated when applic-
able. For most other receivers, delays less than 100 nsec are

sufficient to test the perfcrmance against multipath.

3.2.3.4 Ionospheric Propagation Effects

The refractive index along the signal path causes excess
delays. The main error is incurred in the iornosphere, where the
refractive index can be related directly to the electron densaity.
For frequencies well above the gyro- and plasma frequencies cf the

ionosphere (as is the case here, th~se frequencies are of the order
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of 1 - 10 MHz} we can ignore the influence of the geomagnetic

field and electron collisions. The refractive index n 1is given

by 2

n = 1 - ) (267)

where fo is the plasma frequency, «nd £ the transmitting frequency.
We have (in rationalized MKSA units)
2
2
£ _  4qe v

o = T N(a) =86.7 nh), (288)

where e and m is the electron charge and mass, respectively, and
N(h) is the electron density as a function of height. The maximum
value of N(h) determines the critical frequency of the F2 layer,

— - -2 2
N, = 1.24 x 1007 x (£ F2)°. (289)

The integral of N(h) along the signal path is called the total
electron content (TEC), and can be related directly to the propa-

gation delay due to the ionosphere,

-7
1.34x10
i‘-—f——~“ TEC. (290)
f

Typrcal values for the total vertical electron content are in
16 1018

corresponds to delays in the range of .5 - 50 nsec. The delays

the range of 10 electrons/m2 for £ = 1.6 GEz. This

at the lowest elevation (50) can be 2 to 4 times as big.

The ionosphere also introduces a differential Doppler shift,
mainly due to the deviation of the signal path from the geometric
path. This Doppler shift can also be related to the electron density,

but only approximately t¢ the total electron content. ‘The Doppler
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shift is relatively small and can potentially improve the position

Cb o Bl Ak A

accuracy of a receiver utilizing this information.

Faraday rotation information can also be useful to a receiver,

T T

gince it provides information about the TEC. As a first order

approximation, the following expression is often used,

Ly

-2
2—‘-91’251—0-— X M x TEC, (291)

f

W*ﬂ‘
D
i

where M is an average quantity depending on the angles the path

makes with the magnetic field, and vertical.

Aside from the delay, Doppler, and Faraday rotation effects,
the irreqgularities of the ionosphere causes a flat fading of the
received signal (scintillation). The statistics of scintillation
are fairly well studied, and prove quite easy to simulate. We

shall not dwell much more con this aspect of the problem here.

3.2.3.5 Tropospheric Propagation Effects

Normal tropospheric effect can be calculated by using a
model for the standard atmosphere (Altschuler and Kalaghan, [5]).
Typically, the range error are 7 feet with a 90° elevation, and
80 feet with a 5° elevation. Under adverse weather conditions,
this can be considerably worse, especially at low elevations
where the signal may have to travel through a rain or snow storm
over a fairly large distance. The troposphere also introduces

a srall Doppler shift.
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3.2.3.6 Other Error Sources

T KT

Of the many remaining error sources we .iention the additive

noise (cosmic noise, receiver noise, etc.) which can have drastic

T &

effects on the range accuracy, especially during deep signal fades,

or when a satellite is near the sun as see from the receiver. Also

gLl

interference from other GF5 satellites, and man-made intexference

ket

has *0 be taken into account.

3.2.4 Corrective Procedures to Reduce the Error

The errors discussed in the previous section consist of a
predictable error bias and a random component. By eliminating or
reducing the bias term in the receiver, substantially better range ‘
accurac.es can be achieved. It is therefore important that the
simulator produces both the predictable and unpredictable components,
such that a realistic performance results, whether the receiver
removes the predictable component or not. Since it is not clear just
how much a particular receiver will be able to predict, it is im-
portant that the simulator is easitly modified. Thus a software

approach is called for.

3.2.4.1 Satellite Ephemerides and Clock Drift

Errors in these parameters will be controlled by relaying
the appropriate information directly to the user on the down link
data stream. The satellite Ephemerides are accurately tracked by
the satellite and the ground control station, as is the satellite
clock. The receiver clock is less critical in most cases. It is
estimated that the clock errors and the errors due tu satellite

ephemerides can be held to 5 feet each.
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3.2.4.2 Multipath Corrections

Although serious multipath is expected to occur only a
fraction of the time in the overall system, certain environments
will be associated with persistent multipath propagation. As
pointed out in Section 4.3, such multipath conditions can result
in relatively large errors. The smart receiver will then use an
adaptive equalizer, adaptive antenna, or simply a tilted antenna
nulling out the specular point of reflection (this can be dcne

if satellite and receiver position are knowr with respect to the

reflecting surface).

3.2.4.3 1Ionospheric Models for Single Frequency Users

The low cost medium accuracy users are expected to receive
just the 1.6 GHz signal, and correct for the ionospheric delay
using a locally generated model. We discuss some proposed models
and the time scales that can be expected in the residual errors.
The Bent model (Bent et al., [6]) wuses a large amount of measured
data to construct an empirical ionosphere model.. This model con-~
sists of three exponential top side layers, a parabola near the
F2 maximum, and a bi-parabola for the lower ionosphere. The

profile is determined by predicted values of the following param-

eters: The critical frequency foFZ, the height of maximum density

hm, the half thickness of the bottom side layer Y the half thick~
ness of the topside layer Yir and the decay constants ki for the

lower, middle and upper topside exponential layers. Corrections

using this model are reported to result in root mean square residual

group delay ranging from 1 to 20 nsec, and mean residual delay between

-4 and 17 nsec. The cumulative probability distribution of the
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delays is calculated in the above reference, as well as some station-
station correlation. Generally 70 to 90% of the day time icnosphere

is eliminated.

A simple model was develcped at AFCRL (Klobuchar and Allen,
[7)), which computes the TEC estimates from measurad predicted
values of foFZ. The use of this algorithm is limited, but gives

good results when applied near the data gathering station.

The Applied Physic Laboratory of .ohn Hopkins University
(Pisacane et al. [8]) considered three algn:sithms, one based on
long term predictions, and two capable of real tinn corrections.
The basic algorithm is based on an ll-parameter model using parabolas
for the E, Fl, and F2 layers. The second algoratln is an analytic
model describing the deviations from the first moda2i, while the
third algorithm is an empirical model, aiso based on the first al-
gorithm. For the data considered, the typical time delays are on
the order of 10 to 50 nsec, 86 nsec being the largest vertical
time delay encountered. The RMS residuals range from approximately
¢ to 20 nsec, with algorithm II being consistently better than
algorithm III, which again is better than algorithm I. Several
cunulative distributions of the rms residual delays are presented,

as well as station-station correlations.

A Stanford University model (Waldman and da Rosa, [9]) wuse
an empirical expansion of the electron content as a function of time,
season, and an index of solar activity. The data from the reference
stations are interpolated to give the local TEC estimate.
The inclusion of real time measurements are suggested in a second

model. Typical vertical time delays encountered range from 5 to
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50 nsec. while residual rms errors found are 1 to 20 nsec. The

cumulative distribution of the residuals are calculated.

The University of Illinois (Rao et al., [10]) considers several
methods for correcting the ionospheric delay. Mainly near real
time measurements, and varying amounts of past data from other
stations are used. 1In all, eight models are considerec, of which
two are chosen as representative. With the simple model, resid-
uals up to 10 nsec are found, while 7 nsec is typical for the more
sophisticated model. Distributions of residuals are calculations

under various evaluation conditions.

3.2.4.4 DOther Ionospheric Corrections

The best way of correcting for the excess ionospheric delay
is to utilize the fact that the delay ir inversely proportional
to the freguency. By transmitting two frequencies it is possible
to eliminate the trans-~ionospheric delay completely, at least in
theory. Errors result mainly from the facts that the two fre-
quencies do not follow the same path, and deviations from the inverse
square law. The frequencies used for the GPS are 1.2 and 1.6 GHz,
and it is estimated that ionospheric effects can be ignored com-
pletely by this method. The disadvantage is the cost of the re-
ceiver, since twice as many correlations are needed. This method
is therefore only to be used for high precision users where cost

is not a primary factor,

There is also the possibility of measuring the FFaraday rotation
of the received waveforms. This is also costly to implement for
simultaneous satellite transmissions, and does not take into ac-
count the part of the electron layer outside the bulk of the geo-~

magnetic field. This approach only has merit “y a sequential
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transmission mode, and requires detax.ed attitude data on the

down link.

3.2.4.5 Tropospheric Corrections

In the troposphere model developed at AFCRL (Altschuler and
Kalaghan,ES]), the range corrections are calculated as a
rational function of height, elevation and surface refractivity.

In the case of unknown surface refractivity, average values are
determined from an empirical formula depending on height, latitude,

and calendar month.

Standard deviations of the residual delays are found as
6.75 nsec (83.8 nsec total delay) at a 5o elevation, and .6 nsec

(7.9 nsec total delay) at a 90° elevation.

3,2.5 Short Term Variations in the Atmosphere

It is important for a realistic simulator to fake the time
variations of the channel into account, since it will affect both
the correlation procedure and position estimates for a receiver
using smoothing of past delays (as implemented by a Kalman filter,
for instance). Few data are available at this moment, so we study
here mainly the available results on the sources of such time vari-
ations. Many of these results can be found in standard ionospheric

texts, such as Al‘pert [11] and Davies[12].

The slow diurnal and seasonal variations are usually pre-
dictable, but the change that occuxrs at sunrise and sinset often

is associated with rather steep gradients, giving rise to large

racaidnnal errore (glowly varvin
A Y A e -

sl - TSNS

variations are associated with solar flare, sudden magnetic com-
mencement, sudden soxmic noise absorption, etc. The time scale is
relatively large, and therefore not important to the present con-
siderations.
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Other regular slowlv varving effects are steady winds, atmos-
pheric rotation, and tidal waves. Somewhat smaller time scales are

associated with irregular winds, where typical parameter are

wind velocity 70 m/sec
correlation time 100 min or less
vertical scale 6 km

horizontal scale 100 km

Small periods are also encountered in connection with internal waves

in ionosphere, which propagate at frequencies below the vV4s#ily

frequency
2

woo= AT, Y = gé{: (292)
where g 1is the gravitational accelleration, C the velocity of sound,
and H the scale height ( = kT/mg). Periods are apprcximately 5 min.
in the E region, and 10 to 15 minutes in the F region. These waves
are often associated with the experimentally found traveling ionos-
pheric digturbances (TID).

Even smaller time scales are found for diffusion and ion-
production, ~recombination, and -attachment processes. Time constantz

down to a few tenth of a second can be found.

Some experimental data on the variations of the axcess ionos~
pheric delay have been reported hy Misyura et al. [13]. Measuring

fluctuation in Faraday rotation and differential Doppler shift,

they find that the auto-correlation function is well zpproximatcd by

an expression of the form

k(1) = e %7 cos y 1 (293)
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the typical correlation time is 8 to 20 sec, and the corresponding

vertical scale is approximately given by

X = 1V b

sat h g (294)
sat

is the satellite horizontal velocity;, h the ionosphere

the height of the satellite. This is

re V
where sat

height (average)} and h"at

based on a simple mcdel of ionospheric irregularities.

3.2.6 The Effect of the Receiver Type on Simulator Complexity

It is clear that a complex receiver also requires a complex

simulator. 2 two~frequency receiver requires twice as many channels

as a single frequency receiver, and a receiver measuring Doppler
shift requires the inclusion of random frequency offsets. We
classify here the receiver types, and discuss the correspocnding

requirements on the simulator. The discussion is not intended to

exhaust all possible configuration, but only as a guide to deterwuine

the necessary simulation setup. The main point is that a highly

flexible simulator is a must.

1) A receiver measuring distance only, without much concern
for velocity or high accuracy, will use little smoothing
of the measured delays. Hence a simple single frequency
model is sufficient, and time-variations can be ignored.
Often the tropospheric effects are negligible, and need
not be simulated.

2) If the receiver measures distance only, and uses a
Kalman or constant-gain filter to update position and
velocity, it can be important that short term variations
are included in the simulator model.
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3) A high precision receiver using delay and Doppler
measurements, complete with filtering to estimate
position and velocity, will require simulation of
Doppler shift also, and short term time variations
may have to be included.

4) A high precision receiver using two frequency
reception is complicated mainly by the added chan~
nels needed. If the frequencies are transmitted
sequentially, time-sharing is possible, however.

5) A medium precision receiver using single frequency
delay meas-irements with ionospheric and tropospheric
corrections can improve its accuracy considerably by
using the information from its inertial navigation
system. All measurements can be converted to po-
sition and velocity estimates using a Kalman filter.
This requires a rather sophisticated simulation since
errors in the inertial guidance system has to be
simulated.

3.2.7 A Summary of the Simulator Structure and Requirements

For the purposes of the simulator, we shall assume that the
satellite RF ranging signals are available without down link
data. Also a synchronization signal is available for modulation of
the down link data. The general structure of the simulating facility,
as operation in conjunction with the GDM, is shown in Fig. 17.
Depending on the desired channel information, the computer may
deliver down link information to the satellite signal modulators,
and general information to the GDM, such as local time and any
atmospheric information that would be locally available to the
receiver. It can also provide simulated receiver trajectories
and inertial guidance outputs. The down link signals are passed
through the individual channel simulators. The most complex con-
figuration is when two frequencies are received simultaneously

from all four satellites. Eight channels are needed then. The
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simplest configuration is the case of single frequency reception and
sequential transmission. 1In this case only one channel and one
signal modulator is necessary. Thermal-noise is added, assuming
(unrealistically) that the additive noise is independent of the

direction of the signal.

The position and velocity estimates may be analyzed directly
by the same computer, in real time, or may be recorded together
with the pertinent channel and satellite data for off-line analysis.
The data supplied to the channel may be from a locally generated model
atmosphere, or may consist of actual recorded data of the total

electron content. The information needed can include

. Satellite trajectories and velocities.
L Satellite Powers.
L Uncertainties in satellite trajectories.
° Hour, day, month.
L Ionosphere model parumel.ers.
] RMS of ionospheric delay residuals reduced to vertical.
¢ Time scale of residuals.
] Troposphere model parameters.
° RMS of tropospheric delay residuals.
. Time scale of residuals.
° Additive noise power, may ke different for each
satellite.
. Receiver longitude, Jlatitude, and height.
] Receiver velocity, or trajectory.
The structure of each channel ig illustrated in Fig. 18. The

parametcrs needed are
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. Doppler shift
) Gross delay

. Short term delay

° Scintillation index
° Scintillation spectrum (probably fixed)
° Sky noise power (may be lumped into

receiver noise).

The simulator shown does not include the multipath effect that
can arise. A relatively simple simulation of atmospheric and ground
multipath can be included by inserting a 2 to 3 tap delay line
after the summation in Fig. 17. This ignores the fact that the
different satellite signals do not suffer from the same multipath
effect, and a uniform bias will be introduced in all the range
estimates. An equally simple, and more meaningful, method is to
introduce multipath in just one channel. Of course, a completely
realistic simulation requires independent multipath effects on

each channel, and dependent on the satellite elevation.

3.3 Specific Problems of GPS/GDM Simulation

In Section 3.2 we presented a general discussion of the GPS
system, with the purpose of defining the necessary simulator
features. This was accomplished for several possible system con-
figurations and receiver strategies. Due to the general nature
of the problem only the global features of a simulation facility

were considered. This section extends the analysis to consider

o expected GDM receiver structure
» simulator integration into AFAL/CSEL

) use of CSDL/4-SV Satellite simulator
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] application of new techniques developed at
SIGNATRON for constructing delay lines
with computer controlled variable delay

. GDM antenna assembly simulation

. stabilization of clock-controlled Satellite-
receiver delays using a digital feedback link

e simulator hardware and software requirements.

While the section contains a detaiied analysis of these aspects,
at: this point we will summarize its contents, and bring out the

most important aspects of the problem.

In Sections 3.3.1 through 3.3.3 we discuss various aspects
of the simulation requirements, concluding in Section 3.3.4 in
a summary of several methods of implementation, alternative con-
figurations, and possible compromises. The best system configura-
tions are selected after the software and hardware requirements
are treated in Sections 3.3.€6 and 3.3.7. The alternative con-
ficurations are based on new technigues developed in Saction 3.3.5
for controlling and creating the required delays. The following
discussion centers around the system configurations shown in

Figs. 19 and 20.

Figure 19 shows a block diagram of the simulation facility
configured so that all signals, at both L1l and L2 frequencies,
are generated with independent satellite signal generators.

Eight such generators are needed. Each signal generator consists
of a digitaliy controlled frequency synthesizer, exciter, and up-
converter. The frequency synthesizer forms the unmodulated base-
band signal {~ 1C ¥Hz) with appropriate Doppler, and the carrier
frequency Doppler at a 70 MHz intermediate frequency. The ex-
citer moduliates the IF carrier with externally supplied code
signals superposed witt down link data, A 70/560 MHz up converter

assures the applicability of the CSEL exciters. We have based
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our analysis on the frequency synthesizer structure developed
at the Charle: Stark Draper Laboratories, and shown in Fig. 21.
The specifications of the synthesizer accuracy are shown in
Table 17.

Since the synthesizer supplies the appropriate Doppler
shifts to both the carrier and the modulation, it is possible
to achieve the required differential satellite-receiver delays
by adjusting the Doppler. This Doppler has to be pre-computed
very accurately since a deviation of the desired delay from the
actually achieved delay will rot be corrected, thus limiting
the dquration of the simulation due to accumulating delay errors.
This phenomena is analyzed in Section 3,3,5.1, and the theoretical
errors seem acceptable., However, under practical circumstances
several factors not accounted for can result in inaccurate delays.
Hence, a technique is suggested which will close the loop and
immediately correct delay errors. This technique, described
in detail in Section 3.3.5.2, consists of directly measuring the
delay on the baseband signal before carrier modulation, com-
paring it with the desired delay, and using the error to cor-
rect the Doppler. The technique is relatively inexpensive to
implement since it is almost all digital. Use of it simpli-~
fies the initial set-up of the system, and allows for arbitrary

long simulation runs.

The multipath in Fig. 19 requires a variable delay unit.
Several simple ways of implementing such a unit, under direct
computer control, are presented in Section 3.3.5. We shall not
discuss this unit in detail here. Howevecr, the method illus-~
trated in Figs. 32 thru 34 appears very promising. The number
of multipath units to be used depends on how precise a simulation
is desired of the more critical propagation conditions, and also

on the practical limitations in providing the antenna with the
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140




ko

PR A AL T R

TABLE 17. DYNAMIC NAVSTAR-FREQUENCY-SYNTHESIZER
OUTPUT-WAVEFORM PERFORMANCE GO3LS
10.23 MYz CODE 70.0 MHz CARRIER SINEWAVE
SQUAREWAVE (TO BE HETERODYNED TO
1.57542 GHz)
AMPLITUDE TTL sguarewave +7 dBm into 50 Q

DOPPLER SHIFT

0 +259.5 Hz in 222

steps of 0.124 mHz

0 +39,961 Hz in 222
steps of 19 mHz (cor-
responds to a minimum
resolution of 0.01 ft/s
at 1.57542 GHz).

PHASE RESOLUTION

One part in 308 of a
full cycle (0.3 ns)

One part in 256 of a
full cycle.

PHASE STABILITY

<l-ns rms in a 100 Hz
Bandwidth over the
simulation interval
(<1 ns corresponds to
a position uncertainty
of <1 ft)

One part in 64 rms when
measured in a 1 Hz band-
width over a measurement
interval of 1 s (one part
in 64 is equivalent to
0.01 ft at 1.57542 GHz.
When measured over a l-s
interval, this permits
resolution of 0.01 ft/s).

MAXIMUM 3.25 Hz/s
FREQUENCY RATE
(ACCELERATION)

MAXIMUM NUMBER 100

OF CHANGES IN
FREQUENCY IN 1 s

500 Hz/s (this is approx-
imately a 10-g accelera-
tion).

100
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correct signals. This last task is indicated in Fig. 19 by the
block named 'Signal Antenna Combining Assembly'. Realizations

of this assembly are discussed in Section 3.3.5.4, and the preferred
implementation is shown in Fig. 22 for a 3-element antenna.

It uses four-way combiners plus attenuators and phase shifters

to simulate the antenna pattern. The complexity of this assembly
suggests the option of using an omnidirecticnal antenna as a com-

promise in the simulation. Other alternatives, such as providing

part of the signal at IF or digitally, are discussed in the

main body of the memo. L-band jammers are available in CSEL.

The simwulation is controlled by a computer (PDP-1l) and
assisted by an independent GDM control unit. The tasks of the

computer and the GDM control are discussed in Section 3.3.6.

The alternative configuration in Fig. 20 is similar to that
of Fig. 19, the only difference being in the use of four,
instead of eight, satellite signal generators. Tnese generate
both the L1 and L2 frequencies, with the proper Doppler shifts
on the carriers. The Doppler on the modulation sequence is
referred to the L1 carrier, such that Doppler control can
accomplish the desired delay of the Ll signal in the same way
as before. The L2 signal will be delayed by the same amount,
and it is therefore necessary to have a delay line for simulating
the additional delay that the L2 signal receives from the ionos-
phere. The only difference between the signal generator used
here, and the one used before, is the need for an additional
70-MHz carrier frequency synthesizer (see Fig. 2]), and the
up-converters an? exciters also needed for the L2-frequency
signal generator in the first approach (Fig. 19 ). Delay feed-
back can be used as before to stabilize the delay of the L1

signal.
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The additional delay required for the L2-signal is accomplished
with a variable delay line controlled directly by the computer,
as indicated in Fig. 20, The variable delay is the same unit
as needed for multipath simulation, and is discussed in detail
in Section 3.3.5.3. The trade-off between the two approaches lies
in the difference between the cost of a freguency synthesizer
(less the currier synthesizer) and the cost of the variable

delay line.

3.3.1 Background

In this study we take a direct view at the solution of the
problem of simulating the NAVSTAR/GPS environment, with the pur-
pose of testing the Generalized Development Model (GDM) receivers.
This solution is based on available information on the projected
GPS format, the prcposed functions of the GDM receivers, and the
maximum use of existing equipment in the AFAL/CSEL simulation
facility. It is also assumed that a frequency synthesizer is
available which is similar to the Dynamic 4SV Simulator designed

by the Charles Stark Draper Laboratories.

In the remaining part of this section we present a brief
background description of the GPS and the relevant AFAL/CSEL fa-

cilities.

3.3.1.1 A Summary of the GPS

The Global Positioning System is designed to provide world-
wide high accuracy navigation data to military and civilian users.
Position is determined by a hyperbolic multilateration involving
four or more satellites. The user determines range and range rate

for each satellite by using a 10 Mbps code modulated on the carrier.
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The satellite will transmit both a protected and a clear code. In

T

addition, various data are transmitted down to aid the user in de-

termining time and improving the postion estimate. Each satellite

TR T

transmits two frequencies, Ll ~ 1.6 GHz and L2 ~ 1.2 GHz. High

precision users employ both frequencies for the elimination of the

L b s et D

ionospheric delay errors, while less demanding users will only
use L1, possibly combined with an algorithm eliminating part

of the ionospheric delay. For this reason only the L1l carrier is

o e ek

provided with a clear code. Ionospheric data may be transmitted

from the satellite to help the determination of the delay error.

The main data on the satellite system are listed in Table 18.

Further data can be found in the rewview paper by Cretcher (14].

The receivers are grouped into categories of varying degrzes
of accuracy and complexity. The GDM receivers will be of relative-
ly high complexity, and this means that a high precision simulation
is required. Other receivers may, of course, alsoc be tested by
the same simulation facility. A description of the likely GDM

features is given in Section 3.3.1l.2.

3.3.1.2 The AFAL/CSEL Facilities

The Communication Systems Evaluation Laboratory was first
applied to the testing of receivers designed for the LES 8/9
communication satellite links. An ordinary transmitter-channel
simulator~receiver configuration was not possible since the
satellite modified the signal. A simulation of the satellite
was called for. CSEL was developed to test these and similar

systems, primarily for jamming protection.

LES 8/9 uses UHF and Ka-band frequencies, and the majority

of the available equipment work at these frequencies. For other
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2 TABLE 18. GPS DATA

Orbits Period: 12 hr circular

Inclination: 63o

B A RN LA S

Satellites per orbit: 8, equally spaced

: Number of orbits: 3, at 120° angles

% Spacecrafts Power: est. 450 W

1 Weight: est., 900 1lbs.
Clock Stability 10713

Signals Ll carrier: ~ 1.6 GHz

L2 carrier: ~ 1.2 GHz
Protected code: Ll, L2
Clear code: Ll
Code rate: 10 Mbps
Data rate: ~ 50 bps
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requirements X- and L-band equipment are also included. Since
the GPS works at L-band frequencies, we shall mainly describe
some of this equipment.

The wmajor components of the CSEL simulation facility are

) spectrum and interference generator (SIG)
. roof top antenna facility

J satellite simulator

] computers and peripheral systems.

The SIG consists of two accessors and a jammer at L-band,
a switching network, up/down converters to UHF, X-, or Ka-band,
signal combiners, and a digital cgntroller complex. The signals
(accessors) are generated with a random amplitude (selectable
spectrum), modulated at a rate up to 50 Mbps with BPSK or QPSK at
560 MHz (exciters), and filtered and heterodyned to an L-band
frequency, selectable in steps of 16 Hz. The signal combiners
include a switch between up-link and down-link combiners for
satellite communication applications. Each combiner has inde-
pendent amplitude control for each accessor and jammer, the accessors
are combined directly, and accessors and jammers fed to two inputs
of a four-way combiner (either uplink or down-link) with two spare
inputs. The uplink and down-link combiners have different dynamic
ranges. 700 MHz to 560 MHz conversion is available so that the
exciters can be used on 700 MHz IF signals also. The digital con-
troller complex performs the real-time digital control of swit-

ching, amplitude, frequency selection, filtering, etc.

The Ka-band roof top facility is designed for tests using
the actual satellite (with locally controlled jamming and receiver
parameters) and for pre-launch tests of the airborne system. It
consists of
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° radome and pressurization system

. antenna pedestal with computer controlled
servo systems

° a series of Ka-band antennas

° computer interface.

The satellite simulator terminal consists of a programmable
signal processor (PSP) and two FFH/PN modems (Flexible Frequency
Hopping/Pseudo-Noise). The FFH/PN contains a frequency synthesizer
producing one of 224 frequency shifts with a minimal resolution
of 3.25 Hz. The frequency is modulated at a maximum rate of 1.28

MHz. This is not sufficient for applications to GPS.

The hardware is provided with extensive computer support via
the digital contrcller complex. Direct control is furnished by
a PDP 11/20 computer (16 bit words) designed to supervise most of
the real time experiments. A PDP 11/45 is used as back-up and for

some real-time applications requiring more speed.

3.3.2 Objectives of Simulation

The main objective of the simulation facility will be to
test the contemplated General Development Model (GDM) receivers.
A variety of different factors influence the scope of this prob-
lem, and these factors will be singled out in this sect’cn in

order to describe the tests that can be performed.
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3.3.2.1 Receiver Tests

The test of the receivers may be performed on two levels.
First it is necessary to be able to track down errors and de-
ficiencies in the many different classes of receivers that can
be encountered. Second, it is desirable to have a facility which
in a unified and systematic manner evaluates the performance of
receivers, checks against specifications and performs an overall

comparative analysis of competing systems.

With a well equipped simulation facility such as CSEL, these
tests can be done both prior to, and after the launch of {he satel-
lites with considerable savings in effort. Prelaunch tests are
the only way of securing werkable receivers for the first evalua-
tion of the GPS. After launch of the phase I satellites, the re-
ceivers can be tested in the simulation facility for performance
with future satellite configurations, as well as future signaling
formats. Even more significant is the greater ease of tracking
down receiver errors due to the local control of the satellite
signals. The reproducibility of experiments is equally important
in this context. Thus the effect of changes made in the receiver
can easily be checked under conditions that may only occur
relatively seldem in the final implementation. The reproduci-
bility is also necessary for the comparative analysis of several
receivers. Jamming can be introduced quite simply without having

to perform expensive experiments in the field.

In order to see the amount of features that can be tested,
we now briefly discuss some aspects of the expected receiver

design.
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3.3.2.2 Brief fescription of GOY Features

The objeclive of the GMM receiver series is to provide high
anti~jam equipment for validation testing of the NMAVSTAR GPS and
identification of complexity and cost associated with meeting the

high anti-~jam reguiremen:. The major functions involved in this

are shown in Fig. 23.

The high performance receiver assembly 1s constructed as a
Kalman filter using both satellite signals and auxiliary inputs
to determine its position. ''he use of inertial components makes
it possible for the receiver to keep accurate track of its po-
sition during long pericds of signal loss. The Inertial Measure-
ment Unit (IMU) may also assist in refining the navigation solu-
tion during periods of normal signal reception. A barometric
altimeter can stabilize the vertical component of the inertial
system. The effect of the filtering is to average over several
measurements, so that a particular position estimate will depend
on both past and present signal delays and accelerometer outputs.
For this to work ideally, the time constants of the receiver
filter should be smaller than those of the channel (including
unpredictable receiver motions). It is not a priori known how
this receiver will be implemented, but anything between almost
completely software and almost completely hardware approaches

is possible.
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The antenna system is an important part of the GDM receiver,
as it is the first step in jamming suppression. The receiver is
scheduled to operate with both a baseline antenna and a high-
performance antenna. Both antenna systems will operate with
satellites at an elevation of 5° or more. A high performance
antenna may use new advanced technology, with multi-element
arrays to improve the suppression of jamming and multipath.
Several configurations are possible, and the antenna operation
may be integrated with the receiver operation in a way to make
realistic simulation difficult. However, the operation
with the baseline antenna is relatively easy to simulate. The
baseline antenna assembly consists of two conformal crossed
slot antennas to provide hemispheric coverage and a conformal
annular slot antenna providing low angle coverage. The assembly
may provide only one, two, or three RF inputs to the receiver.
Therefore the antenna can be included in the simulation, and

RF input provided directly at the input to the preamps.

The receiver will be able to operate in several modes all of
which may be tested by simulation. The primary GDM receiver

models are determined by combinations of several factors.

. 4 to 5 satellite signals received simultaneously
U 2 satellite signals received at a time
. L2 signals only received seguentially,

Ll signals simultaneously
] Ll & L2 signals received

] Ll only

o inertial signals utilized

. altimeter measurements used

° ionosphere model used (Ll only)
] troposphere model used.
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In addition, the system may operate in several secondary modes,

ARt A e

é 9 Receiver self-test.

% ° Inertial system ground alignment.
; ° Inertial system in-air alignment
é ° Inertial navigation only.

g ° Initial acquisition.

The receiver shall satisfy requirements for initial signal

LER M it ey 2y

i acquisition, reacquisition, and synchronization recovery under
specified conditions of jamming and vehicle motion. The degree
to which these requirements are satisfied can be tested by the

simulation.

3.3.2.3 Satellite Effects

The signals transmitted from the satellites contain both
ranging waveforms with a low sidelobe auto-correlation function,
and binary data with information on the satellite's position,
velocity, clock, attitude, as well as ionospheric and tropo-
spheric data. This information may be transmitted on either

of the two carriers Ll ~ 1.6 GHz, and 12 ~ 1.2 GHz.

The motion of the satellite affects the received signals,
creating Doppler, Doppler changes, etc. For the purpose of
testing the receiver, it is adequate to assume a circular orbit
around the inertial center of the earth. It will be pract-
ical to simplify this trajectory further and approximate it by

small piecewise linear segments.
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3.3.2.4 Propagation Effects

TONRT

Another objective of the simulation is to test the response

T TLe U i e

of the GDM receiver to several important propagation phenomena.

The receiver may include software designed to correct some of the

W

errors induced by propagation effects, and realistic tests of

this software are needed for meaningful evaluation of the recei-

ver., We now summarize some of the effects that may be found.

TR T

The troposphere will cause erroxrs in the delay estimate

3 due to a velocity of propagation slightly smaller than the free

space velocity of light. This effect is particularly pronounced

for low elevation satellites, and the tropospheric delay is there-~

for to be calculated for several points of the satellite trajec-

Prefevr-

stochastic model should be used in order to avoid the

3 tory, and under representative atmospheric conditions.
E ably a

perfect behavior that could arise if the receiver happens to be
using the same model.

The ionosphere can introduce even larger delay errors. The

The best
is to use the two frequency reception technique, taking advantage

receiver can compensate for these errors in two ways.

of the fact that the delay is inversely proportional to the square

of the frequency. Thus both frequencies need to be incorpo.ated

in the simulation, and differential delay properly simulated

including deviav "ns from the theoretical formula.

The relevant theory of ionospheric delay was discussed in
Section 3.2, along with a summary o¢©f severs H

esees L Y

phere models.

The atmosphere may introduce a Doppler error which is due

to the deviation of the path from the straight line between
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transmitter and receiver. It is shown in Appendix A that this

frequency error is

ety JICHES

; Af = f S(no sin 6, - sin eo) R,

% whr.re

; &s = angular velocity of the satellite
; n, = surface refractivity

; Ro = Radius of Earth

; 91 = incidence angle of arriving path
E 60 = incidence angle to the satellite.

A rough calculation in Appendix 2 indicates that the ionospheric
Doppler can be ignora=d. At low elevations strong gradients in
the troposphere may cause a noticable shift in frequency, but

it will not be necessary to simulate this effect: unless the

receiver is equipped to compensate for this error.

Ionospheric inhcmogenities can cause fluctuations in both
delay and amplitude (scintillation) of the received signal, du=s

to the combined motions of the satellite, tl o receiver, and the

ionosphere. The time scale of ioncspheric fluctuations was estimated
in an eartier memo to be on the order of seconds or longer. This
should be large enough to avoid significant effects on the recei-

ver dynamic filters. In addition the rms fluctuation of the election

density is believed to be so small (10ll electrons/m3 estimated by
Booker, [15], wut of approximately 1015 electrons/m3) that the cor-

responding delay fluctuations can be ignored,

Scintillation at the freguencies involved is relatively small
as it generally follows an inverse power law with frequency.

It is convenient to describe the scintillation in terms of the
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m paramzter of the Nakagami m-distribution. This parameter
can be related to the various scintillation indices. The vari-
ation with freguoncy is

= 1N . (295)

f1
log o= / log g =y

2 2

The spectral index nm ranges from 2 to 4, with the most likely
valve around 3. 'The m-parameter at 1.2 to 1.6 GHz can be over
1000 resulting in only a few percent scintillation. Thus it may

not be necessary tec include this effect either.

Multipath can result in much deeper fades and significant
delay erroxs. 7The order of magnitude of delay errors that can be
expected were analyzed in & previous memo for a receiver of the
passive matched £ilter type. Similar errors can be expected for
an active filter receiver. Since the multipath will also induce
erroneous Doppler shifts, it is clear that some multipath capa-

hility should he included in the simulation facility.

3.3.2.5 Jamming Tests

Tie simulation facility should provide for various kinds of
jaruing texts, such as CW, pulse, and repeat jamming. The effect
of multiple jaikners can be simulated in connection with the base-
line antenna. More comvlicated tests of the antijam capability
of the high perfurmance antenna system might be possible using the
CSEL roof~top facility and available airborne or ground hand
jamming transmit<ers.

The jamming may cause deteriorated navigation accuracy, pro-
longed or comnlate absence of initial acquisition, as well as lack
of reacquisition or gynchronization capability. This may occuy

for one or all satellites. It is for these situztions that a
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simulation involving the inertial system is important.

3.3.2.6 Summary of Features to be Exercised

We now collect the results of the discussions in the pre-
vious sections, and summarize the total amount of features that
should, or right, be tested by the simulation. The relative im-

portance of some of the various effects to be simulated is briefly

Dy ke SEEANC RES  aa

touched upon.

1) Selection of four satellites for best GDOP when more
than four satellites can be received. This is of
secondary importance for checking GDM operation, and
can be omitted when the cost per satellite simulated
is high. Alternatively a simple low accuracy £fifth
satellite can be used.

Sy aly L ettt Al A

2) ¥, T measurements
3) Data demodulator
4) Kalman filter dynamics

5) Inertial Measurement Unit errors. Important during
jamming experiments.

6) GDM computer programs, local performance estimates, etc.

7) Sequential or simultaneous signal processing. See
Section 2.2 for details.

8) Atmospheric corrections, both ionospheric and tropo-
spheric. Important for medium accuracy receivers
using only the L1 frequency.

9) Jamming immunity.

io) Multipath protection.

1l; Operaticnal modes.

12) Performance with partial satellite loss.
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13) Base-line antenna assembly.

14) High performance antenna assembly. A complete test
with this antenna may be too costly.

15) Initial acquisition performance,
16) Reacquisition.
17) Synchronization recovery.

18) Data recovery.

3.3.3 Requirements for a Successful Simulation

In this section we discuss in more detail some of the require-
ments that must be met by the individual parts of the simulator.

This inclades both configuration and accuracy requirements.

3.3.3.1 Satellite Related Requirements

Each satellite emits two frequencies, L1 ~ 1.6 GHz and
L2 ~ 1.2 GHz. The data and protected sequence are modulated at
a rate of 10 M bits/sec. It is assumed that the +transmitting band-
width is 20 MHz, such that the sidelobes in the signal spectrum

can be ignored.

The Doppler shift introduced by the satellite can be calculated
using the notation defined in Fig. 24. The radial velocity is

seen to be

v. = VSat cos (6 + q)
= 2y cos 8 296)
Rs sat * (

For a 12 hour period satellite in a circular crbit, we have
Rs = 20218 km

Veats 3870 m/s.
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Figure 24. Geometry for Satellite
Doppler Calculation.
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R is the earth radius

R = 6374 km.

. ‘ o
At the lowest elevation of 8 = 5, we have

v_ = 1215 n/s,

giving a Doppler shift at 1.6 GHz of 6.5 kHz. This calculation
ignores the effect of the rotation of the earth, which depends
on the latitude and longitude of the receiver as well as the
orientation of the satellite orbit. If the satellites follow
the rotation of the earth, the above value is a worst case, if

not, 10 kHz can be taken as the worst case value.

To generate the Doppler shifts a frequency synthesizer is
required which shifts both the Ll and L2 carriers, as well as
the modulation rate. Without going into the precise construction
of the synthesizer, we can still discuss the main feature of its
operation. The functional diagram is shown in Fig. 25. The
synthesizer is conceived as a completely digitally controlled
device, with the main input being the Doppler. Direct read-out
of the phase is possible, and the current phase can be reset
when desired. When only the fregquency is input, the current
phase is computed digitally by simply adding the binary nuiber
representing the frequency of the phase accumulator at a fixed
rate. The digital phase is converted to a low frequency analog
phase, which again is converted to the modulation frequency and
IF or RF. The synthesizer discussion is based on a design resolu-

tion criterion of < 1 nsec delay errors, and < .01 ft/sec velocity
errors.

The rate at which the frequency synthesizer is controlled

determines the accuracy of the simulated trajectory. For practical
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reasons a maximum of 100 Doppler updates per second is considered.
We can then evaluate the worst case postion errors due to

this Doppler sampling. Assuming a maximum acceleration of

10 G, the velocity may change by as much as 1 m/sec in a 10 msec
interval. This is considerably larger than the synthesizer reso-
lution, but will result in adequate trajectory representation
over several samples, as the receiver performs some averaging.
However, the successiv Doppler shifts must be carefully cal-
culated so as to average out the errors over several updates.

We shall see later that this is particularly important when

controlling the delays with the frequency synthesizer.

The update time interval chosen is of the same order of
magnitude as the maximum differential delay between two satel-
lites. Table 19 shows the delay between signals from a

satellite at zenith, and a satellite at an elevation of 60.

TABLE 19. MAXIMAL DIFFERENTIAL DELAYS

8 Delay, msec
0° 17.8
5° 16
10° 14
15° 12.8
20° 11
25° 9.5
30° 8.1
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Thus one satellite may be updated up to two times after reception
before the corresponding signal from another satellite is received.

This is impe “ant for some considerations concerning delay control

in Section 3.3.5.

3.3.3.2 Propagation Effects

The delay introduced by the ionosphere is discussed in
Section 3.2. It was found that ionospheric delays can be as
large as 50 nsec, and up to 200 nsec at a 5o elevatior. of the
satellite. At 1.2 GHz at most 350 nsec can be expected. It

was seen in Section 2 that Doppler effects in the ionosphere

can be ignored.

Tropospheric delays were calculated by Altschuler and
Kalaghan [5] who found delays of 7 nsec at vertical incidence
and 80 nsec at a 5° elevation. In total, at most 300 to 400 nsec
atmospheric delay can be expected, and this has to be calculated

for each satellite with the accuracy required ( 1 nsec).

The path scintillation, and the sky noise (if necessary) do

not require great accuracy, since reproducibility is the only

important factor here.

As discussed in Section 3.2, multipath delays greater
than 100 to 200 nsec need not be simulated directly, since the
reflected signal appears as noise at larger delays. Great ac-
curacy is not required in the differential delay, since the
performance will not be much different at relatively close de-
lays. The requirements are based on short delay and deep fades,
and longer delays with an arbitrary phase relationship between
the direct and reflected signals. Delays smaller than 10 nsec

should not be necessary. Accuracy requirements on the attenuation
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are not very stringent either; only the case of near perfect
. o . . .
reflection and a 180 phase shift requires some care, as it can

result in complete signal fades.

3.3.3.3 Simulation of Auxiliary Sensors

The simulator shall provide X, Y, 2 acceleration inputs
to the GDM receiver, as well as barometric altitude. These inputs
may be provided directly to the GDM data processor, or via the de-

signated interfaces.

The accuracy required of the acceleration inputs may be de-
termined by the accuracy of the inertial syster- itself. The
maximum accuracy can be found without reference to the particular
device, howsver. If the accelerations are updated 100 times per
second, and a velocity uncertainty less than .0l feet/sec is
desired, then the necessary acceleration accuracy is approximately
.3 m/sz. The inertial trajectory (i.e., as computed from inertial
input) is then approximated by sections of constant acceleration.
‘ ge accele, ations needed for the simulation can be calculated as

output: of a digital filter, o directly by the formuia

s 2Lt Eiq
i, < (\2 (297)

whexre A = .01 sec.

The altitude measurement uncertainty is given by the proper-
ties of the altimeter. It need not be given with any greater
accuracy than the system accuracy of 1 nsec., and may be orders of

wagnitude larger with conventional barometric altimeters.

3.3.3.4 Antenna Effects

Some antenna effects need to be included in the simulation,
as they may have rather important consequences for the performance.

Simulation of the . th performance antenna is not considered feasible
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at this stage, however, so we concentrate on the baseline antenna
system. The simulator supplies RF signals to the preamplifier for
each antenna. It is generally reasonable to assume that the an-
tennas are so closely spaced that any differential delay can be
disregarded. If this is not the case, a short delay can be intro-
duced using tapped coaxial cable delay lines. This complicates
the combining of the satellite signals somewhat, and should be
avoided if possible. It is necessary for receivers using widely
spaced antennas combined with software corrections based or at-
titude estimates. In this case it may alsc be necessary to pro-

vide attitude sensors to the receiver.

3.3.3.5 Best Achievable Accuracy

The accuracy obtainable with an optimal receiver is found
in Lerms of the Cramér-Rao bovnd “n Appendix B. Based on a
transmitter power of 450 W, a receiver noise temperature of
300° ¥. and a distance of 12,000 km, the lower bound of the ranging
error is determined as a function of the additonal gain due to
the integration and the antenna pattern. The results are repeated
in Table 20. With an antenna gain of 20 dB, and a processing gain
of 30 dB, a ranging error of less than one foot is theoretically
possible. This substantiates the soundness of the high-resolution

requirements of the simulator.

TABLE 20. THEORETICAL ACCURACY BOUNDS

Total
Gain Ranging FError
LdB] {feet’

20 26

25 14.6

30 8.2

35 4.6

40 2.6

45 1.5

50 .82
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3.3.3.6 Summary of dffects to be Simulated

We now list the total number of parameters included in the

simulation, as emerging from the discussion above.

1) Attenuation, not critical
2) Delay, 1 ns accuracy

3) Doppler, 19 mHz accuracy
4) Scintillation, as in 1)

5) Multipath delay O - 200 ne, resolution not
critical

7) Inertial system parameters, see Section 3.3.3.3.
8) Altitude (Barometric)

9) Data
10) Number of satellites, maximum 5
11) Jamming waveforms

12) Individual antenna input, degree of complexity
depending on conditions

13) Attitude measurements (optional)

3.3.4 How tc Meet the Requirements

In this section we discuss how to accomplish the tasks set
out in Section 3.3.3. The main thrust is on the division of the

system into IF/RF hardware, digital hardware, and software.

3.3.4.1 Tasks to be Implemented

A large amount of the tasks aro inherently software oriented.
This includes the computation of satellite and receiver traject-
ories. coordinate transformation
tions, as well asgenerating the necessary auxiliary data and
parameters (inertial system, altimeter, command of GDM display
systems, etc.). All of these calculations are fairly standard and

computational procedures exist in most cases.
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The atmospheric delay calculations will clearly also fequire
software control. The ionospheric model uses pseudo ionospheric
parameters, some of which may also be supplied tc the receiver,
either directly or via the downlink data modulation. As an
example, the NASA-DBA model (Bent et. al., [6]) is specified
by seven parameters

(1) The critical frequency £ F2

(2) The height of the F2 layer (hm)

(3) T@e half thickness of the bottom side layer (ym)

(4) The half thickness of the top side layer (yt)

(5) kl' decay constant for lower third of top side layer
(6) k2, decay constant fcr middle third of top side layer

(7) k3, decay constant for upper third of top side layer.

These parameters are computed from generally available observa-
tions, such as fo F2, maximuwa usable frequency factor, daily sclar
flux, running average of monthly solar flux, magnetic dip. geo-
graphic and magnetic latitude, time of day, season, etc. In ad-
dition to performing these calculations, i1t can be necessary to
add a random term to the computed delay to avoid the DM
receiver, using the same rodel, calculating the ionospheric delay
exactly. The tropospheric model requires similar calculations.
The parameters involved were described in the previous memo op

the GPS simulation fagility.

The remeining tzzke can be implemnented in hardware.

This includes
Generation of satellite signals with
Doppler shifts

Modulstion of p-sequences and dosm-link Jdata

¢ Multipath
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. Noise

i Jamming (interference)

. Construction of inputs to antenna elements

hd Scintillation.

These tasks can be achieved in various IF/RF/Digital configurations

which will be discussed later.

3.3.4.2 Methods of Implementation

In the most desirable system the entire simulation is per-
formed in one on-line operation. This would permit real-time
operator control of the vehicle trajectory with immediate display
of the navigation performance. As a result, easier determination
of worst case receiver conditions could be performed. Unfortunately,
the amount of numerical computations necessary to accomplish such
a task is tremendous and a practical computer capacity prohibits
such operation. The software tasks are therefore divided into
off-line and on-line computations. The description of these tasks
is presented in Section 3,3.6 with an approximate evaluation of

the complexity involved.

The items designed for a hardware implementation are treated
in Sections 3.3.5 and 3.3.7. We do not discuss the implementation of
the fregquency synthesizer, but only the use of a synthesizer in
constructing a realistic model of the channel. The main problems
with the creacion of s variable delay and the handling of the GDM
antenna are treated in Section 3.3.5, while Section 3.3.7 contains the
hardware reguirements for verious configurations. Some of the
mitin alter-atives invelved in the choice of system configurations

Qrs
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A number of alternatives causing compromises in simulation perform-

[

ance are treated in the next paragraph.

3.3.4.3 Compromises of the Complete Implementation

Gyl kbl it b
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As has been mentioned earlier, the simulation of the complete

GDM, including the high performance antenna assembly, may be im-
practical when too many antenna elements are involved. We shall
therefore restrict ourselves to consider use of the baseline an-
tenna assembly only. This leaves us with the baseline simulator
configuration in Fig. 26. Of course, this does not necessarily
mean that the high performance antenna cannot be included if it ‘

only has a few eclements.

It will be seen in Section 3.3.5 that even the baseline antenna
can require a large amount of RF circuitry due to the geveral azn-
tennas and their directional patterns. At the cost of a less

informative simulation this can be reduced by

a) Consider omnidirectional antennras and ignors
individual fading.

b) Use of only one antenna element in the transfer of
the signals to the GDM, and svpply the GIM with
the information necessary £or neglacting the re-
maining elements.

A mazjor contribution to the cost of tha zimulation facility

iz the need for eight freguency synthesizers to represent the
two-frequency transmissions from the satelliites. With an alterns-

i
tive method discussed in Seetion 3,3.5, four frequency synthesizers
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and four variable-delay lines are needed. A substantial reduction :

of hardware requirements can b achieved by conly testing the range

e B0

and range rate performance on a single satellite-receiver path.

SRR R S e

The configuration is sketched in Fig. 27- In this approach only

Xl oY

PRIV

on2 channel is simulated ia hardware, and the rest are represented

by Aigital li-ks supplying he information directly to the GDM

computer. The implementations of this method requires signifcant

RS FH BT AR

modifications of the GDM software and, as a consequence, can not

S s

serve to evaluate a large part of the software performance. 1t

A e e

will still be possible, however, to check the K-filter operation,
the utilit of inertial and auxiliary parameters, the position and

velocity computation program, GUOP performance, in fack anything

P LT

kut antenrna performance, pseudo-range and range rate correlations,

and GDM software efficiency.

ey

Other simplifications include the elimination of all or part

3

of che multipath, scintillation, and noise capabilities, all of which

are deem2d to ke of secondary importance.

3.3.5 Methods of lmplenenting some of the Requirements

We discuss here some of the requirements that may need a
hardware implementation. Excluded is the conatruction of the
freguency synthesizer, as it has bezen treated =lsewhere. 7The m2in
probiem iz the simulation of delays, and we will present four
meihods of implementing vhese delays. Tnese methods consist of
open loop and closed loop clock conit.rol, aznd two tapped delay line
configurations. We will also briefly digcuss the construction &

the antenna inputs.
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3.3.5.1 Open Loop Clock Control of Delay and Doppler

If all satellites are controlled by independent clocks, run-
ning one clock faster than another will affect both carrier and
modulation and effect a linearly increasing delay, since the recei-
ver will receive in a fixed time more pulses from one satellite
than from the other. In practice we can not expect independent
clocks per se, but rather a series of frequency synthesizers as

in Figo 26 .

Delays are controlled easily using these synthesizers by
simply controlling the Doppler frequency input. Some errors may
be introduced in this approach due to Doppler quantization and
other uncertainties. We analyze first the delay errors accumulated
over a given time assuming that the Doppler is stepped at inter-
vals of A& = .0l sec and with independent quantization errors of

10 mH=z.

Suppose that at time t=T the carrier phase is wo(t-T) + ®

and that at this time the frequen~ <hanges to w The phase at

lQ
time t is then
o(t) = wl(t-T) o
or
(w -wo)
£) = (6 -7+ —— t-n) .
o (t) W " (t-T) ) + ®, (298)

o
Thus a time delay at T+A of

(299)

bed
e

|
|

has been effected. The total delay after n changes in frequency

is
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n
= - -w.). (300)
T .E (wo wi)
If the frequency changes continually, this can be written

’_]'_‘-}- -
t g w(o)

T(t) = JT Tdo- (301)

Let us call the Doppler offset
6“) = wo—w- (302)

We consider two types of errors, namely the case of a constant
Doppler offset error, and the case of independent uniformly dis-

tributed frequency errors due to random quantization errors.

Assuming the frequency resolution at 1.6 GHz is 19 mHz we have
a maximum offset of 9.5 mHz ( ~ 10 mHz). If a constant error of

10 mHz exists in the Doppler, the error after T sec is

10 mHz
6 Toax T x —E;"- . (303)

When the center frequency is 1.6 GHz and a maximum delay error

of 1 nsec is allowed, then we get

1.6 GHz

10 mHz 160 sec.

T < 1 nsec x
Thus a constant frequency error of this magnitude implies that
the simulation can only run 2 to 3 minutes without exccssive

delay errors.

The second case, which appears more likely, can be analyzed

by calculating the variance 612 of the delay error, since now

it is assumed that 67 = 0. We have from Eq. (300)
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If 6f has a rectangular distribution on [&§f| < £, £, = 10 mHz,
we ¢et

If we allow c6T = 1 nsec, and A = .01l sec, then the allowable

time 1is

2 2
T < (1 nsef) (1.6 ng) = 7.68 -* 106 sec.
.01 x ? (10 mHz)

This time is so large, that errore during normal simulation

can usually be ignored.

Thus only hilased errors can have a significant effect, and
we easily scee how to eliminate any bias thac may arise in the
gquantization process itself. It simply consists of tracking the
phase, and controlling the Doppler to keep a bounded phase error.

T"his is ecasily done digitally, and eliminates the bias completely.

However, there mayv still be errors intrcduced in the later
analog stages of the synthesizer, and such errors will accumulate.
In addition, there can b« problems in setting up the initial time
delay for z simula..on experiment, Since the loop is not ciosed,
exr>rs in che initial Jdelay will not disappear. In the next
section we devalop a veiy simple digital techniqgue for closing
the loop, thus ecliminating the uncertainties left in the above

schene,
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3.3.5.2 Doppler Control with Delay Feedback Compensation

The principle of the feedback loop is shown in Fig. 28. The

delay with respect to a known reference is measured directly on

A

the 10 Mbps baseband sequence before modulating it on the carrier

and before filtering to remove the sidelobes. Tnus in effect

infinite bandwidth is available to measure the delay, and high ac-
curacy is possible. The measured delay is compared with the de-
sired delay funished by the computer, and if it is too large,

a positive Doppler correction is added to the computed Doppler,
thus allowing the delay to diminish. Since the feedback loop is
all digital the implementation is extremely simple. It also turns
out that independent clocks can be used for the Doppler updates and
for the delay measurements so that the configuration is very
flexible. This last feature hclds when the desired Dopplers and

Delays are computed according to the simple formula

= +
'fn_’.l Tn (iln A, (305)
where A again is the period between Doppler updates. This
amounts to zpproximatring the trajectery by linear segments beforse
applying the inputs to the synthesirer. As discussed in Section
3.3.3.1, velocity errors of 1 m/sec can then occur over short

periods of time, whiie the average error will be much smaller.

Fig. 29 shows how the codeir/delay sampler can be implemented.
Both the reference 10 MHz sequence, and the satellite 10 MHz
+Doppler sequence are used to drive M~-seguence generators or other
similar code generators. At regular intervals a segment of the
reference sequence is frozen in a ghift register., This shift regis-
ter has to be at least as long as the shift register in the genera-
tor so that a particular segment only occurs once in the entire

sequence. At the time the reference sesquence is frozen, a counter
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starty which only stops when the same segment is detected in the

satellite signal. The detection is accomplished by a bitwise
Ex.:lusive~OR'ing of the two sequences, followed by a NOR'ing of
their outputs. When the NOR gate output is a 1, the two shift-
register sequences are identical. This will determine delay with
respect to the reference t0 within 100 ns (coarse delay estimate).
The fine delay estimate is found by measuring the phase between
the two clock sequences. This is the unly part of the delay samp-
ler that may not be completely digital. It can be implemented by
a simple integrator and wideband sample and hold devices followed
by an A/D converter. It can also be accomplished by couniing ati

a much higher rate, or by correlating the two clock sequences.
With the last approach it is necessary to use the output of the
shift register comparison to resolve the phase ambiguity. It is

clear, however, that a simple inexpensive implementation can be
achieved.

Since only relatively small segments are used, the relative time
contraction of the two sequences will not influence the resulting

estimate of the delay. The circuit in Fig. 29 can be used for
each satellite and each transmitted frequency, a total of 8 times.

Only the reference clock, and the related clock filling the reference
shift register, is shared by all satellites.

Each satellite and frequency will be transmitting mutually

orthogonal sequences. A simple way of accomplishing this is to

use shifted M-sequences. A sequence generated by,

shift register will not repeat itself for a period of

(233 - 1) x 100 nsec = 859 sec.
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If eight shifted versions of the sequrence are used they will be
orthogonal over a period of approximately 107 sec, much more

than needed for controlling the differential delays shown in Table
19. Although it is convenient to use an M-sequance, the circuits
will work with any finite stage sequence generator, so that nonlinear
secure codes can also be used. The only requirement is that the
shift-registers are long enough to assura that the segments only
occur once in the entire sequence.

We now analyze the performance of the closed loop system in
Fig. 28. It is assumed that the desired Doppler and delay are
related by Eq. (305), and it iz therefore possible to model the
closed loop by the circuit in Fig.30 . The notation used in
the figure is as follows. The desired Dopp" - éwn is computed
directly from the desired delay's Tn. The auditive error €
is due to quantization errors in both the desired NDoppler and

in the Doppler correction. The factor a is given by

= A
@7y (306)
o
where A 1s the Doppler update period. nn is obgervation

noise. Tn is the actually implemented delay while T is the
delay observed by the delay sampler in Fig. 29. The feedback gain

k is to be chosen subject to stability and accuracy requirements.

We write the equation of evolution for the closed loop system

in terms of the error in the implemented delay,

e = 1 =T, (307)
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en+]_ = (1 -~ gk) en - ok T}n - G’,Gn- (308)

v q;‘.'v‘

Iy

This is independent of the actual desired Doppler éwn. and holds
even if the delays are measured at a slower rate than the Doppler

updates. The error depends only on the initial error and the un-

> ittt
PRI LRt piAa

certainties €, 30 n_e The loop is stable as long as

2
3
E
.
F
3
-
=

Assuming constant gain %k and zero-mean independent erxcors,

we have

e 1 = (1 - ak) “en ta o, + o k O {310)

The steady state error for a stable system is
2 2 2
o

— + Kk o
2 _ o« € 1
o T % T2-ax (311)
The value of k minimizing this error is
2 2 2 2
1 %% 2 2 2 2 ¢ o
k = ‘/[-. + o° o - £ 312
(o} @G 2 2 ] € Gn 2 ( )
n
and the minimum steady state error is
~ ~ y o5
2 o o J a“ o 2_12 s o 5
e - —_—_ﬂ ___j_,
®,0 2 * [ 2 1 T % 9 On ° (313)
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As we shall see later, however, this opt.mal value is not practical

4 : because it results in too leng an integration time.
4

3 If the errors €nr Mo contain a bias, the mean steady state
error is

T = 1 = _= (314)
2 x € n .

This shows why it is not desirable to choose k twvo small.

Before considering numerical examples, let us see what happens

if the gain is allowed to vary. Then Eq. (308) hacomes

= { - ~ - & - .
e +1 (1 - o ?n) e, - @€ a kn My (315)

For zero-mean errors it is easily found that the optimal value of

AT, fwwmm‘ wﬂ;‘"r’w TN
G s SN R LA IME Sk A T PR

k is 2
n 1 °n
kK = = —= (316)

: n a + 2
; en 02
f The error variance then satisfies the equation
i 2 2 en2 °n2
- e = + B
g : n+l @ O 7 (317)
3 e_+ag

x

The steady state solution to this nonlinear equation is just Eg.
(313) . It is interesting to note that Eq. (315) suggests

a nonlinear feed-back scheme which will eliminate the initial
error instantly.

I1f we take

= X ___n_
¥n T % 2, 2 (318)
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where eg = e + un is the measured error, then we have

n
3 2 2
1 O',n en
e = @ ememeb—— - ———
‘ n+l n_2, 2 " %% TR Ty (319)
n n en O"n

If eé is large, then

Ty FE

e “"C’,’ - .
- n+tl ~ °hn 7 T

If eg is small,

e ~ e - - € - .
n+l n_ %é T

The nonlinear feedback therefore reduces the error to that of
observation, By using a running average of egz instead of the

instantaneous value, smaller errors result. For zero-mean errors

the uncertainty is

2 2 .2
= o + . (320):
(o) ‘/ m Qa Un

Tris is in contrast to the case where a constant gain is chosen

which requires several measurements before the initial error is

reduced. However, the steady state performance of the constant

gain filter is much better.

The constant gain loop performance is mainly determined by
the corresponding time constant. We shall arbitrarily define this
time as the time in which the initiul error is reduced by 90%,

i.e.,

184

£
e [ -1




Gy X Ty

Gkt

TR

G~ D

e e = et i s

tlo% = n Al

where n (
|1 - ab|” = .1. ,

We now consider a numerical example. We take

A = 0.01 sec

£ = l.6 GHz

o}

o = 89.95 - 10-'13 sec2
s = 1072 gec?t

€

= 5 .

on nsec

The minimum steady state error is found from Eq. (313),

co o & 5x 104

© e M ’

o
R

or
o « 2.2 psec.

Thus extreme accuracy is theoretically possible with unbiased

errors, but it requires a very small value of k, and hence a long

convergence time. Using Eg. (312) it is found that

It is therefore necessary to consider more realistic values of

k. If %k 1is chosen such that
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ok = 2.3 - 1072,
Then we find from Eq. (311).
2
g = e = 0.54 nsec .
T [+

With this value of k the steady state bias in Eq. (314) can

also be ignored if .ﬁ =0, and ¢ < o,

If the nonlinear feedback in Eq. (318) is used, immediate
convergence results, but the error is limited by the observation

error

o ~0C = 5 nsec.
T n

In conclusion, excellent performance can be obtained using
the constant gain closed loop. The choice of the gain is mainly
determined by reasonable bounds on the convergence time, which
again is determined by the amoui* of biased error in the Doppler

offset, as well as the stability of the fregquency synthesizer.

3.3.5.3 Tapped Delay ILine Implementations

A disadvantuage of the technique in Section 3.3.5.2 is that

independent frequency synthesizers are needed for all eight chan-

nels (2 frequencies per satellite). As an alternative, four synthe~-

sizers can be used, each generating both the L1 and L2 frequencies.

In this way the Dopplerx

W
but it will not be possible to gimulate the 43

ionospheric delays at the two frequencies. This differential delay
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will in all likelihood be less than 150 nsec, and it may therefore

be more economical to use a tapped delay line to simulate this part
of the system.

The conceptually simplest way of implementing the tapped delay
line is to have a long line with taps spaced at 1 to 2 nsec, and

then simply switch from one tap to another as the delay changes.

This is illustrated in Fig. 331. It is immaterial whether the

carrier is upconverted be ore or after the line with this configura-

tion. The variable delay is designed for the 1.2 GHz signal, but it

will usually be performed at IF, say, a 70 MHz or 560 MHz signal

directly from the synthesizer. To preserve phase continuity when

the delay is switched, it is desirable to space the taps an integral

number of wave lengths, 'he implementation in Fig.31 may reguire

several hundred electronic switches, which may be too complicated.
A method requiring fewer taps is shown in Fig. 32, where a de-

lay is changed in steps by powers of 2. Again, phase continuity

ig obtained by constraining rthe lengths of the lines to integral

multiples of the wavelength. The control of the line in Fig. 32

is also gimpler since it is deraved Jdirectly from the binary repre-

sentation of the delay. It is necessary to switch between two delay

lines at intervals no smaller than the delay, since otherwise

information could get lecst in the switching process. This will
also avoid large delav switching transients, but will regquire more

delay lines. It may be possible, however, to time~share the
gecond delay line betwsen the four satellites, since the maximum
delay of apprecrimately 200 nsec is much smaller than the rate of
updating (cnce every 10 msec at most). An alternate method
requiring slightly more complex switching circuitry and a know-

ladgye of the next delay bhefore the change, is illustrated in
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Fig. 33 for a delay line of maximum length 7. The principle is
simply to set up the next delay using the currently unused delay
segments and an alternate output to be switched; only the output
switch is activated at the time of change of delay. Fig.33 only
shows the connections required; the set-up of the switches is very
simple, and is shown in Fig. 34. The technique assumes that the
delay only changes by increments of one unit of delay. This is

a very reasonable assumption in most applications, including the

one of concern here.

One final method deserves menticn. It utilizes the simple
delay line simulation in Fig. 31, but with vaéiable tap gains
rather than switches. It also takes advantage of the bandlimiting
in the transmitter to use more widely spaced taps. It can be
shown that the optimal spacing is slightly denser than the Nyquist
spacing. It is then necessary to weight several taps near the de-
lay. Figure 35 shows some typical tap gains as a function of
the delay. 1l.e exact number of taps cequired using this approach
can only be caiculated after a detailed system analysis, but a

rough estimate can be obtained if we assume

(1) Delay maximum 150 ns

(2) Bandwidth 20 MHz
. 3
m ———
(3) Tap Spacing aw

It is then seen that only 5 to 1l taps are needed. Thus this ap-
proach can offer substantial savings in the number of taps, but
the control of the gains requires somewhzt more complicated

circuitry.
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Figure 33, Alternative Switched Tapped Delay

Line Signal Flows.
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3.3.5.4 Antenna Signal Distribution

As discussed in Section 3.3.2.2, it is necessary to provide
separate inputs to each antenna in the assembly. This i..cludes
the phasing and attenuation of all eight satellite signals for
each antenna. We assume at most three antennas, as in the base-
line assembly. The L1 and L2 carriers for each satellite as well

as at least one L1 jammer and one L2 jammer go into each antenna.

Two different approaches are possible. One is to keep all
carriers and jammers at an intermediate frequency (e.g., 70 MHz)
all the way from the frequency synthesizer through multipath and
antenna comkination networks and only heterodyne up to the L1 or
L2 frequency at the antenna input. This will at least save some
mixers, since there are fewer antennas than satellites and jammers.
The other approach is to work at RF throughout, which will result
in some savings since some of the L-band equipment already exists
at CSEL. An implementation requiring 10 mixers and 3-way splitters,
nine four-way combiners, and up to 24 attenuator and phase shifters

is shown in Fig. 36. If the receiver uses only one antenna

output when extracting a particular signal, then phase shifters are
not necessary. The attenuators may also be omitted without seriously
affecting the quality of the simulation since no velative attenua-
tion corresponds to a worst case of omnidirectional antennas.
However, some attenuation may be important when one antenna

is designed for low elevation satellites, while the other antennas
are aimed at high elevation satellites. Fig. 37 shows part of

a corresponding z211-IF combinatinn networks The re
ments in this case are three L-band hybkrids, six mixers, and six

IF S5~-way combiners. The number of attenuators and phase shifters

is as before.
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3.3.5.5 Summary and Recommendations

We have in this section discussed the implementation of

variable delays and the simulation of the antenna reception.

The two main methods of implementing delay are

(1) Eight independent frequency synthesizers,
with delay controlled by Doppler. The feedback
method of Section 3.3.5.2 is recommended to
stabilize the delay.

(2) Four independent frequency synthesizers, with delay
controlled by Doppler. They would create both I.i
and L2 signals but with the correct delay only for
the L1 (1.6 GHz). The additional delay of the L2
carriers is implemented using four tapped delav
lines, such as the ones in Figures 31 through 33.

The choice between the two methods should be based on the

relative costs of delay line vs. synthesizer implementation.

3.3.6 Software and Computational Requirements

The simulation facility requires a fair amount of software
due %0 necessary flexibility of the system. Various degrees of
flexibility can be obtained depending on how much real-time
analysis is desired. We will here make a rough sketch of the
requirements of the simplest scheme, where all computations are
done beforehand, and only t

the real-tirne simulation.
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3.3.6.1 Calculations that can be done before the Simulation

Many of the calculations can be done most economically
beforehand. This includes the satellite trajectory and atmos-
pheric effects. The receiver parameters are also included, but
if desirable,certain real-time control of the receiver is possible

at the cost of a much more complex computer programmin§ effort.

Table 21 1lists the necessary program functions in the three

[

stages: Pre-simulation, simulation, and post-simulation.

Takle 22 groups some of the data storage requirements for

the off~line pre-simulation and post-simulation stages.

3.3.6.2 Real-Time Data Requirements

We now discuss the data rates and computational reguirements
of the sinulation. It is assumed that the delay feedhack of Section
3.3.5 is used, and that the Doppler is to be computed from Eq. (305),
so that only the delay need co be recorded on the input tape. The
parameters needed on this tape are listed in Table 23, Some of
these parameters should be updated at the maximal rate of 100 per
second, while others can be updated at a miach slower rate. The
high rate data will often be sufficiently slowly varying so that
a differential encoding, or more advanced prediction error cor-

rceting methods, can reduce the data rate considerably. We now

discuss the required data rates with these considerations in mind.

The down-link data are low rate, less than 100 bits per

second, so only one bit is required at each update time if we

assume 100 updates/sec.

The number of bits needed in the delay is determined by th.

accuracy of the frequency synthesizer and the largest delay possible.
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TABLE 21.

Pre~Simulation

READ IN

COMPUTE

PKINT

RECORD

R S LS s T

- B T e TR U

INDIVIDUAL PROGRAMMING STEPS REQUIRED

Satellite trajectory parameters
receiver trajectory parameters
multipath data

scintillations, attenuation
ionospheric model

t.ropospheric model

antenna parameters

mode of simulation, status, etc.

Satellite trajectories
receilver trajectory
Satellite to receiver paths
ionospheric delay
tropospheric delay
downlink data

antenna pattern effects
delay and Doppler

jamming

inertial parameters

auxiliary parameters

Status
data read in

trajectory informaticn

delay (and possibly Doppler)
downlink data

199

e o

YOS ot v i g 00y

T U

AT T TR AN Y,
R Rt G S R R R S S A Dl S N

e |




W- o TP RTINS TR T 3 S S ;\Q\“ﬂ TR RTR, 3’ . N.E! T ;m,. ‘;M\ .N,! r@ }Egg :!’@\9 ‘\‘ -‘K ’p! = ﬂ,!' ,!*\A-,, e N
¥ i A

TABLE ?2) (cont‘d)

RECORD (cont'd) Inertial and auxiliary pasrameters

A
3
S
3
g
3

multipath conditions

actual receiver position (velocity
altitude) for quick real-time
analysis

r;-‘w,!“"\* L gl S

run~-time status

antenna gains per secellite
receiver antenna

T T P

T

jamming (type, on/off)

TITIF

e

. SIMULATION

E READ tape generated

2 COMPUTE Doppler from delay
PRINT/DISPLAY error cotimate

3 RECORD estimated position, velocity,

time~of-day estimated ionospheric
and tropospheric correction,
range and range rate

B

POST SIMUIATION

4 ANALYSIS

£ READ Pre~simulation recordings
1

E% simulation result

] ANALYZE errors, performance

T

i i i |

U
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TABLE 22. OUTLINE OF DATA TO BE STORED

e e et i e

é 1) Status Record ; %
% 2) 4 Satellite trajectories, ephemerides f 3
; 3) Feceiver Trajectory f 3
zi 4) Inertial Parameters i .%
5) Auxiliary sensor parameters g

6) Jamming parameters (type, position, power,e-.) ‘ %

7) Ionosphere Model Parameters §

i 8) Tropospheric Model Parameters %
2 9) Ionospheric Delays g
; 10) Tropospheric Delays %
3 11) Satellite~Receiver Path Data i
- 12) Antenna Parameters ;g
? 13) Antenna Attenuation, phase, relative to jamming %
% 14) Delay and Doppler %
; 15) Multipath Parameters %
g 16) Path attenuation and scintillation g
17) Downlink Data E

18) Computed Data, total (tape) é

19) Measured Data, total (tape) é

20) Results of analysis. j

=
b
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TABLE 23. INPUT PARAMETER FOR SIMULATION

1j Downlink data

2) Delay

3) Inertial parameters

4) Altitude data

5) Multipath, delay(s) and reflection
coefficient (s)

6} Antenna combining factors, scintillation

7) Actual receiver position, velocity,
and altitude

8) Jamming; power, type.

9) Migcellancous tus parameters defining

1 stz
s - Wl
simulatlon mode.
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When the delay is directly encoded, the required resolution is

1.25 x 10_13 seconds 1in order to get 20 mHz Doppler resolution

at 1.6 GHz. With a maximum differential delay of 20 msec, it

ig found that 38 bits are required. A more efficient method is i
to initially record the desired delay, and then implement only
the Doppler during the simulation. This will require 22 bits
for the Doppler with a maximum Doppler shift of about 40 kHz, a
saving of 16 bits. With a slight increase in the real-time com-
putations, we can encode changes in the Doppler shift instead.
With a maximum acceleration of 10 g, we find that only 10 bits

are needed with a resaolution of the acceleration of

5v _ .003048 m/sec -~

b9 = .01 zec. .01 sec

.3 m/sz.

The same resolution is required for the acceleration parameters
of the inertial system, giving 10 bits per coordinate, or 30 bits
totzl. Differential encoding of the accelerations can reduce this
to 12 bits total with a maximum jerk of 100 m/s3. Additional input
from the gyro may be needed. It should be sufficient to resexve

16 bits for these and other auxiliary sensors except the altimeter.

Direct encoding of the altitude could reguire as much as

100, g00 ft. .
log2 e 20 bits.

Differential encoding, however, should only require 4 to 5 bits

in order tc specify the altitude with sufficient accuracy.

Multipath parameters include delay and reflection coefficient.

The reflection coeficients need only be determined initially. Since

only delays in the range of 0 tc 200 nsoc are required for the

203

. ..
I LY PTVRY TR T

ERI TS

I
A

s

Wi




= IR, AT R, - AT

L v —a S . e R AT TTRE RS T STORRGE T — Ty ST LTSS ST XL TN " FEEY, CTE

. gL T AITWEETOATY L T TN AR FIURIMAT IR PR ST S Re TR S LT R T LETTS B N - v g .

Dl VR R TN N g

simulation, at most 8 bits are needed to specify the delay. Dif-
ferential encoding can reduce this to 4 to 5 bits, and this can
be reduced even further by updating the delay at a much smaller

rate, as the exact delay need not be very precise. At most

e s e & i e s o i ——————
Lo N e .

four delays will be used, one for each satellite, and most of

A T LT AT T

the time one will be enough to test the multipath protection of

the receiver.

The receiver antenna signals require up to 24 attenuators
and phase-shifters, or complex multipliers. A rudimentary antenna
test may be performed with somewhat fewer elements, but we consider
the worst case here. The 48 numbers will be very slowly varying.
- A 10-bit quantization and direct encoding would require 480 b':is,
3 while with differential encoding, 96 bits should be sufficient.

3 The quantization noise can be eliminated by filtering.

The actual receiver position, velocity and attitude varameters
3 | can be encoded directly with 3 x 16 bits for position, 3 x 22 bits
for velocity, and 48 bits for other parameters such as roll, pitch
and yaw. This amounts to 162 bits. Differential encoding may
reduce this to about 3 x 10 bits (pos. or velocity only) plus

3 x 4 bits, at total of only 42 bits.

The jamming parameters should not require updates during

it S R AR

regular simulation, so it is not necessary to assign any bits
to these parameters.

yis ol
i
Iy

To account for other parameters such as simulation modes,

data formats, etc., an absolute worst case should be 48 bits.

The results of the discussion aboveare given in Table 24.
Both the wmaximum and minimum ratio given (96 kbps, 28 kbps) can be
implemented with standard recording techniques, The smaller
rates allow for longer simulations and fewer tape reading errors.
The numbers given are worst-case, and additional savings should

be possible when designing the final syster.
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TABLE 24. REAL-TIME DATA REQUIREMENTS
Parameters Bits/10 msec, Bits/ 10 msec
(See Table 6-3) dirzct encoding differential encoding
1 1l 1
2 152 (88) 40
3 30-60 12-28
4 20 4-5
5 32 20
6 480 96
7 162 42
B 8 0 0
9 48 48
TOTAL 861~955 263-280
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3.3.7 Hardware Requirements

™

The exact hardware requirements will depend on the choice

s

of the configuration, of which many alternatives have been dis-

T

cussed in the previous section. Two such alternatives are shown {

in Figs. 38 and 39

T

The system in Fig. 38 is based on independent clock or

Doppier control of both the L1 and L2 frequencies. It consists

AT

of eight signal generators, containing frequency synthesizers

N

(Section 3.3.3.1), exciters, possibly a delay feed-back loop as

described in Section 2.3.5.2, and possibly up~converters to bring

the simulated satellite signals to the desired L-band frequency.

Ll R

If the signals are converted to RF the complete multipath test

i il

can be carried out with only four delay lines, while otherwise

i

eight delay lines would be needed. However, in all likelihood
it will be sufficiert with only one or iwo multipath delay

lines to test the implicationsof severe multipath conditions on

T T A

the GDM. The signals are combined in an assembly providing

signals from all satellitesto up to three antennas. A GDM con-
troller/interface assembly supplies control signals to the GDM
along with the inertial and remaining auxiliary parameters. It
also sends the GDM estimates back to the CSEL computer for on-
line analysis and recording. Alternatively, it may contain a

separate tape drive for direct rccording of the GDM data.

The configuration in Fig. 39 is identical except for the
use of only four signal generators and four variable delay lines.
The signal generator must supply both the Ll and L2 signals with
the proper Doppler shifts and a common delay as required for the
Ll channel. The signal generator will be a slightly more complex
than the one used in Fig. 38 since it requires one extra carrier

frequency synthesizer. The variable delay line represents the
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differential ionospheric delay, and may be implemented by any
of the methods discussed in Secticn 3.3.5.3. We now try to assess

the amount of hardware needed.

3.3.7.1 IF/RF Hardware

The requirements for various configurations are listed in
Table 25 {a-d). Table 26 shows the total numker of parts re-
quired for a full RF implementation, as well as the currently

available parts.

3.3.7.2 Digital Hardware and Interface Reguirements

The digital interfaces of the simulation facility fall into
two categories. One consisting of interfaces with the governing

computer (PDP-11/20/45), and one consisting of interfaces with
the GDM.

The GDM interface can include some processing capability as
indicated by the tevin "GDM CONTROL" in Figs. 38, 39. It may
interface the GDM either through the GDM control/display assembly
or directly to the data processor via an extension of the vehicle
instrumentation system. 1In either case, special test programs are
required for the GDM to override the actual auxiliary sensors
and initial measuring unit output and to accept the inputs supplied
by the GDM control assembly. Provisions should also be made for
the transmission of pseudo rahge, range rate, estimated position
and velocity, estimated ionospheric delay and satellite clock,
etc. The GDM controller can be controlled by a microprocessor,
supervising the flow of data to and from GDM and PDP-11/20, and
to a tape drive recording the resvlts of the gimulation, Alter-
natively a simpler interface can be used with all control retained
by the PDP-11/20 or the PDP-11/45.
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TABLE 25 (a) .

A S S

HARDWARE REQUIREMENTS

UNIT

PARTS

NUMBER OF PARTS

Satellite Signal
Generator,

Alternative 1

Frequency synthesizer

Supplying IF carrier

and 10 MHz square
wave, both with and

without Doppler.

Code generators

a: without delay
feedback

b: with delay
feedback

16

Exciters

(not including jam-~
ming)

12

IF/RF converters

a: RF propagation
Simulation

b: IF propagation
Simulation
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TABLE 25(b). HARDWARE REQUIREMENTS

Lo irr g i, BT Y L

L34

et e W o 0 O S W Rl

1 , UNIT PARTS NUMBER OF PARTS

Satellite Signal| Frequency synthesizer !
; Generator, supplying 10 MHz

3 ‘ Alternative 2 square wave and 2 IF
; : carriers,with proper

Doppler shifts 4

Code generators

a: without delay
feedback 8

3 ’ b: with delay feed- |
back 12

Exciters 12

(not including jam~
ming)

IF/RF converters

a: RF propagation
Simulation 8

b: IF propagation .
Simulation 0 i

Variable Lelay Tapped Delay Lines
with Digital control 4
(Section 5.3)

PRV s
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TABLE 25 (c).

HARDWARE REQUIREMENTS

UNIT

PARTS

NUMBER OF PARTS

Multipath

L-Band combiners
a) RF implementation

») IF implementation

Delay Lines

a) Full RF implementation
b) Full IF implementation
¢) Minimal RF implementation

d) Minimal IF implementation

N - O D
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TABLE 25(d). HARDWARE REQUIREMENTS

UNIT PARTS NUMBER OF PARTS
Jamming and 3-way splitters 6
Antenna Assembly
RF Implementation Attenuator & Phase-
shifter or
I & Q Mulitiplier <24
Jammers, incl.Code
Gen. and exciters 2
4-way L-band
Combiners 5-9
Jamming and L-Band Combiner 2 |
Antenna Assembly IF/RF Converters 6 |
IF Implementation IF 5-way Combiners 6
IF 3-wav Splitters 10
Attenuator & Phase-
shifter orx
I & 0 Multiplier <24
Jammers 2

s e v e e i =
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TABLE 26. TGTAL: REQUIREMENTS FOR ALL RF IMPLEMENTATION WITHOUT
DEY\Y FFuDBACK. ALTERNATIVE 2 IN PARENTHESIS

PARTS NUMBER OF PARTS CSEL AVAILABILITY

Frequency Synthe-
sizer 8(4) 1

Code Generator,
excl. jamming 8 0

RF Exciters, excl.

Jamming 12 4
IF/RF Converters 8 3
Variable Delay Line 0(4) 0
Multipath Units 4 0
L-band Combiners 13 1
L-band Splitters 10 ?
Variable Atten. &

Phaseshift 24 0
Jammers 2 1
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Interfaces with the simulation facility are needed in the

s T D T vy

following places:

1) Frequency synthesizers
2) Variable delay, if applicable
3) Multipath units

A 5 A— et o @4 WA B b

4) jamming units, optional

5) antenna assembly. |

The interface may contain all of the delay feedback (if ap~
plicable) logic (Fig. 28),0or the measured delay may be fzd back |
in£o the computer for a recomputation of the desired Doppler
shift.

3.3.8 Summary and Conclusions

We have outlined the requirements for a reliable simulation
of GPS/GDM receivers and suggested both the general structure
of the simulator as well as some particular implementations of
the more critical elements. The division of hardware and soft-
ware functions has been made, together with a list of the neces-

sary parts and the complexity of alternative implementations. '

Use of CSEL existing equipment has been taken into considera-

tion, in particular the following CSEL parts can be used:

. jamming generator
] signal combiners with amplitude control
] exciters (SIG), including fading

. clock, 5 MHz Rb

. switching assembly
° digital control complex
J computer and interface facilities.
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A number of new parts are required, including:

22iin

: . . high precision frequency synthesizers ‘
; f . variable-delay lines (trade-off against synthesizers) %
3 | . multipath %
% ] antenna assembly, as required §
; . extensive off/on~line software support %

° GDM software modifications, as required. §

Gl
”

The main alternatives in the implementation are:

Ly

4

PN Y]

1) Implementation of variable delays. This can be achieved

Gt 2o i

with independent Doppler control of the synthesizers, either open

AR

3 loop or <closed loop using the baseband delay measurement
3 technique of Fig. 28 . All eight frequencies can be controlled i
by using eight such frequency synthesizers, or by using only four
(one for each satellite) combined with a short variable delay
line for simulating the differential ionospheric delay of the
Ll-L2 signals. Several ways of implementing the delay are
presented in Sections 3.3.5.2 through 3.3.5.3.

It appears that the most economical implementation is with

four satellite simulators and four variable delay lines using
the baseband/digital technique described in connection with ' X
Fig.33 , The question of whether the delay feedback is neces~
sary to stabilize the delay accuracy cannot be determined with-
out testing directly the high precision frequency synthesizer.

. It is recommended that a delay measurement technigue similar to
the one in *. 29 be used unless a complete receiver with single

ranging capaw~.lity is immediately available.

2) Implementation of the channel portion at IF or RF. From

the point of view of antenna signal distribution, there is no

major differences in the complexity of the implementation in
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AN either case. However, the RF approach lends itself more readily

to realistic modifications, and exploits the capabilities of

a e me

the CSEL facility to a much higher degree. This approach is

therefore preferable.

AT

3) Implementation of the antenna distributors. As a first

approach a single-antenna GDM ca.. be used. This may be suf-~

ficient to test the most important features of the majority of i
the GDM receivers with a‘baseline antenna assembly. Testing of 2
proper antenna utilization and problems which occur when switch- 4

ing between antennas may require that indeperdent signals be

applied to each antenna. A possible configuration is shown in

ST At 4 ol i

Fig. 36, It is suggested that this problem be decided upon at a

G A

later stage of the simulator analysis. Simulatior of GDM's with

high performance antenna assemblies will require considerably
more study and will depend strongly on the type of antenna

used.

e AP

The feasibility of testing the high performance antennas
and the use of the roof top facility are questions open for future

study.
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SECTION 4
SATELLITE SIGNAL PROPAGATION

4.1 Introduction

Sections 2 and 3 were concerned with system aspects of the
LES 8/9 and NAVSTAR GPS simulation. In this section we address
certain satellite signal propagatior properties. It is intended
as a guide in the setting of desired and jamming signal parameters.
The section is Jdivided into two main parts. Section 4.2 is prima-
rily the result of a literature :survey on satellite signal scin-
tillation and the effect of the earth's atmosphere on satellite sig-
nal propagation. Section 4.3 addresses the problem of generating,
on a digital computer, probability density functions for use in

realistic simulation of scintillation.

4.2 Properties of Satellite Signals

In the absence of multipath, one would expect that the path
between a ground station and a satellite would present a nearly
ideal non-fading channel. However, measuremeats made on satellite
signals have shown that scintillation fading does occur. The fading
is dependent on time of day, season of the year, latitude, and radio
freguency. It is primarily due to small scale irregularities in the
electron density in the F layer of the ionosphere, at altitudes rang-
ing from 225 tec 400 km. Thus, the same scintillation behavior would

be found at aircraft altitudes, e.g., 9 to 12 km, as at earth stations.

In this section we present a survey of current results in satel-
lite propayation, as an aid in determining the proper means of simu-
lating satellite signal scintillation. The section is divided in-
to subsections. In Section 4.2.1 the time and space dependence of
scintillatiors are reviewed. 1In Section 4.2.2, measures of scintil-

lation data are presented. Measured and modeled scintillation data
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are compared in Section 4.2.3. 1In Section 4.2.4, the frequency
dependence of scintillation is discussed. Atmospheric effects

are discussed in Section 4.2.5.

4.,2.1 Time and Spacce Dependence of Satellite Scintillation

L AR ) O e N

Ionospheric scintillation can cause both signal enhancement
and fading. In this subsection we discuss the temporal and
geographic extent of this scintillation. The material in this

section, including the figures, comes primarily from the review

il A o Sl 2

paper by Aarons, Whitney, and Allen, "Global Morphology of Ionos-
pheric Scintillations", Proc. IEEE, Vol. 59, No. 2, Feb., 1971,
pp. 159-172. [16]

Two areas of the earth are particularly iroubled by fading,
namely the high latitudes and the equatorial region. This is

shown graphically in Fig. 40. The density of darkening on Fig. 40

MIONIGHT

Figure 40. The irregularity structure at night. The density of the
hatched are represents the occurence of deep fading.

is proportional to the occurrence of deep fades. From this figure
it is seen that the geographical extent of fading 15 great, with
the high latitude region extending from approximately 570 to the

pole, and the equatorial region being approximately 15° on either
side of the equator.
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In the polar cap region, scintillation is both permanent and
at a high rate. At lower latitudes, but still within the high
latitude range, diurnial effects begin to be seen; high scintil-
lations occur around midnight, and low scintillations during the
day time hour. Figure 41 shows data on the fade duration and
fade rate measured at Thule, Greenland, at a frequency of 136 MHz;
the peak-to-peak fading is seen to range from 15 dB at night to
4 4B in the day, with corresponding fade periods of from 2 to 60
seconds. Observations made near the boundary of the high latitude
region have shown 10%, 50%, and 90% fade rates of 2, 6, and 10 fades

per minute, with occasional fades lasting several minutes.

60r

50

»
(=]

PERIOD IN SECONDS
o
O

FADING IN dB
{ PEAX TO PEAK])

-4

1

(]
o00-0! 04-0%  08-09 12-13 1617 20-21 24-01 UT,
0045 0445 0845 1245 1645 2045 LOCAL TIME

Figure 41. Fading period and amplitude for Thule during
quiet period of October 21, 22, 23, 1968,

with Ap's of 2, 1, and 3.

As contrasted to the more continual scintillation of the
animal region, equatorial scintillations start abruptly, reach
a maximum in soveral m The

fade rate in equatorial regions is a factor ¢f 2 to 10 slower

than that in auroral regions. The fade intensity shows both a
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pronounced diurnal and a seasonal variation. Figures 42 and 43
present data taken at Ghana. Figure 42 shows a maximum in both
scintillation rate and intensity occurring arcund midnight, and

a minimum occurring during the day; the scintillation index, S,

PR IR R T TR

will be discussed in Section 4.2.2. Note that in contrast to
f Fig. 41 which has a scale of fades duration in seconds, Fig. 42

3 plots the inverse scintillation rate in scintillations per minute.

T

Figure 43 shows a maximum scintillation to occur in September and

T

h

March, and a minimum to occur in June and December. The data of

L k)i g

both Figs. 42 and 43 were taken ac VHF using the Intelsat II

YT

satellite.

Since the scintillation is due tc irregularities in the PF-

it vt i)

layer electron density, the scintillation rate is due to move-

ment of the irregularities. The F-~layer drifts eastward

T TR

T
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Figure 42. The diurnal variation of mean rate and mean
scintillation iandex in Ghana.
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Figure 43. The seasonal dependence of scintillation
for Accra, Ghana.

¢ nights at 70 to 140 meters/sec., and westward during the day
at 140 to 280 meters/sec. The eust-west size of the ground pat-
tern of the irregularities ranges from 100 to 400 meters, and

the axial ratios, or ratio of north-south to east-west extent are
greater than 60:1. This has significant implications for aircraft-
to-satellite transmission, as the scintillation rate for an air-
plane traveling east-west will be determined by the rate at which
the projections of irregularities are traversed, while an airplane
traveling north-south will have essentially the same scintillation
rate as ground-based system. In addition these effects would
cause the fade rate of a jamming signal to generally differ from

that of a communication signal being jammed.

222




T R

M SN L ke

YT

e

TN

CETTIE T AN T e W I ORI YI
e o - s e——— T T e v ‘ Slie giald > T T T I R A T NN TR T T P R CE T YR

4.2.2 Measures of Scintillation

In the previous section we have discussed scintillation,
without qualitatively describing it. The purpose of this sub-
section is to provide analytic measure of scintillation. Experi-

mental data will be shown in Section 4.2.3.

The conventional measure of scintillation is based on the
distribution of either the amplitude or the power of the re-
ceived signal. In Briggs and Parkin, [17), four measures of

S., and S,. If the

1’ Sp¢ S3 4
instantaneous amplitude of the received signal is R(t). the

scintillation are given, namely S

. . 2
instantaneous power is defined as R (t). Then:

R - R

S, = = (321)
3%
(r-%)°T
Sz = B (322)
8* - &
53 = —'_1;'2 (323)
2 —2\27%
S4 - [(R _'2' R ) ] (324)
R

For a number of years, Air Force Cambridge Research Labora-
tories has used, as their measure, the scintillztion index, or
SI. SI is defined (e.g., Whitney, H.E., Aarons, J., Allen, R.S.,
Seeman, D.R., [18]; whitney, H.E., [19]) as:

Pmax - Pnin
'3
ST = 3 + P (325)
max min
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where Pp., is the third peak down from the maximum, and P i,

is the third minimum up from the lowest excursion in the given

sample period. Both Pp.. and Pmin

. generally utilizes 15 minute sample periods. In analyzing ex-

are measured in dB, and AFCRL

perimental data, AFCRIL has found it useful to divide data into
six groups, depending on the scintillation index. These are

§ shown in Table 27, from Whitney et.al. [19] along with the

: corresponding value of Pmax - Pm. . The higher the group number,

in
the deeper the scintillation.

E TABLE 27. RELATION OF GROUP TO SCINTILLATION INDEX AND FADING

Scintillation index Poax = Fmin
Groups (%) (&B)
0 <20 <1.7
1 20 to 39 1.7 to 3.6
2 40 to 59 3.7 to 5.9
3 60 to 79 6.0 to 9.4
4 80 to 89 9.5 to 12.7
5 >90 > 12.8

Table 28, also taken from Whitney et.al., [19], shows
the percent occurrence of 15 minute scintillation indices,
measured at Hamilton, Mass., Narssarssuaq, Greenland, and
Huancayo, Peru at a freguency of 136 MHz. The data are grouped
according to local time (2200-0200, 1000-1400, and 0000-2400),
and magnetic index (0-3, 4-9, and 0-~9), and show the diurnal
and latitudinal variation of scintillation. 1In addition, the
magnetic index is seen to affect the auroral (Greenland) scin-
tillation index to a much greater extent than the mid-latitude

(Massachusetts) or equatorial (Peru) scintillation index.
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The Nakagami m-distribution has been proposed to describe
scintillation, in an attempt to both unify the descriptions
of scintillation and provide a single analytic description of
the distribution of scintillation (Whitney, e.al., {19}, Nakagami,
M., [20]). 7The m-distribution is a single parameter distribution,
which, by choice of m, will match many experimental and analytic

distributions. The 1wt distribution has the probability density

function
m_2m-1 2
p(R) = M(R,m,R2 - ZmR =5 exp (-m_%z— , (326)
T (m) (R™) R
®)
m = > = (327)
— =2
R%- R%)2

If m is egqual to 0.5, the m distribution becomes egual to the
one-sided Gaussian distribution, while if m is equal to 1, it
becomes equal to the Rayleigh distribution. Higher values of m
cause the distribution to be more concentrated, as shown in
Fig. 44 (Nakagami, [20]). It is evicdent from the definition
of m that

moo= 1/s,°. (328)

Alx, m\)

Figure 44. Probabili ty density function of the m-distribution.
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Two transformations which are useful in working with the m~
distribution are those for the squared envelope and for the

received power in dB. 1In the squared-law case, if y = R2, then

m" _x'm 1 Y
P(Y) = T(m (_R?_ L &Xp (-—m =2)" (329)

Y

This can be identified as a chi-squared distribution with 2m
degrees of freedom, and a variance of E? in the underlying
Gaussian process. However, while m must be an integer fu. the
chi-squared distribution, m need only be any real numwber greater

than 0.5 for the m-distribution.

In the second case, if x = 20 1og10R, then

m
_ 2m 2x 2x/M
p(x) = Mr (m) OXP {m(;;) - e )}, (330)
where
M = 20 logloe. (331)

Computer processinc¢ has been performed at AFCRL to relate
the scintillation index to the parameter m. [19] A graph of

this relation is shown in Fig. 45.

While the m-distribution is useful because it only has one
parameter, other researchers , e.q., Rino and Fremouw [21]
claim that its fit to experimental data is not always accurate,
and prefer to use a complex Gaussian representation in which the
powers of the in-phase and quadrature components are not egual.
In particular, if the received field is represented as the sum of a

constant value plus a random component

E(r) = E@ + E (r) (), (332)

—~d
where the overbar indicates the ensemble averags, r is the direc-
tion vector, and
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\Lx = X + jy' (333)

where x and y are zero-mean, correlated Gaussian random

variables. The phase reference of E(;) is defined in terms of a
vector ﬁ. such that

E@ = B &) (n +1mn). (334)
The variances of x and y, normalized to the total inten-

. . 2 .
sity I, are defined as o, . Summarizing,

T
1 = B (OT * nx)'
where
2 2 2 ot
O‘T = OX + ay. (036)
Also, by definition,
= XX -
ny Tr° (337)
Using the auxiliary definitions
2 2 .
= - 3 33
B s gy + 23 ny {338)
-1 ZCX
26 = lé_ = tan —5—:2*5- , (339)
o, Gy
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then it can be shown that

2

2 _ 2 24 |B| cos 28 4 | B] (340)

S4 = 2oT (l - oT}[l+ 2 +6T (l+ 4).
G’T GT

4.2.3 Comparison of Measured and Modeled Scintillation Data

The purpose of a model is to give a representation of
physical data — scintillation in this case — which can be con-~
veniently used to approximate a physical process. In this sub-
section we will present comparisons between measured and modeled

scintillation distributions.

Figure 46, from Aarons et. al. [22], shows a comparison
of the experimental distributions of VHF (136 MHz) scintillations

from ATS3 recorded at Hamilton, Massachusetts, with cumulative

80 108 03 ol o0
LS

LIS

O ( MEDIAN) b
dB
2F -
~4 e
-6F \‘ .
N
b 2N
-8 *N -
_
40k * v a0 EXPERIMENTAL DISTRIBUTIONS med\ -
FROM S1 GROUP 5. )
a2k ® # q + EXPERIMENTAL DISTRIBUTIONS ]
FROM S| GROUP 4.
A
e ms1.3
.'s i At s ¢t & & & ¢ 5 2 %t _t llkl\ 11
001 0.1 05 s 10 50 90 99 9999

PERCENT OF TIME SIGNAL AMPLITUDE EXCEEDED ORDINATE

Figure 46. Comparison of Theoretical m-Distributions (Solid Line
for m=1 and 1.3, Dashed for m=4) With Experimental Dis-

tributions From S.I. Groups 4 and 5 (136 MHz) .
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distributions using the m-distribution with m = 1, 1.3, and 4. :
The m-distribution is seen, for these data, to provide a good :

fit over the approximated 20 dB scintillation range.

Figure 47, taken from Rino et.al. [23], shows experiment-
ally determined probability density functions for simultaneous
VHF (137.5 MHz) and UHF (412 MHz) transmissions from ATS5, also
recorded at Hamilton, Massachusetts. Two theoretical distribu-
tions are shown as dotted and solid curves, one the two-dimensional
Gaussian, and the other the log normal. Based on a chi-square
goodness of fit test, the fit c¢f the Gaussian is better than that i
of the log normal. The parameters of the Gaussian distribution :
are given in Table 29. Also shown in Fig. 47 are circles which
correspond to m~distributions with the same values of intensity

on m = 1/32. It is seen that the fit of the m-distribution to
the measured data are good.

Figure 48 shows UHF (250 MHz) scintillation data for trans-
mission from TACSAT I by the Naval Electronics Laboratory Center
(Paulson and Hopkins, [24]. TLocal time is 10 hours later than
that shown on the figure, i.e., the figure is for 2420 to 0100
hours local time. Paulson and Hopkins note that the data "look
Gaussian". However, the data of Fig. 48 have an excellent fit
to the m-distribution with m = 1. This is shown in Fig. 49,
in which the data of Fig. 48 are replotted along with a family
of cumulative m~distributions. It is seen that, until the mea-
sured data go into the noise level, the m = 1 curve is followed
quite clo: -+,

To summarize, while there is still debate as to the exact
law followed by the first-order distribution, it appears from the
cases examined that the m-distribution can be used as an approxi-
mation to the envelope for engineering purposes. If, however,

phase is important, the Rino and Fremouw complex Gaussian model
should be considered.
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TABLE 29. PARAMETERS OI' GAUSSIAN DISTRIBUTIONS OF FIGURE 47

Frequency S o | B| Vi:y c

VHF (137.5 Mdz) 0.482 0.310 0.2604 0 0.0248
UHF (412 HREz) 0.0711 { 0.021 0.0189 | 5 0.00105
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4,2.4 Effects of Frequency on Scintillation Distributions

As shown in Whitney et.al. [18] observations which have
been made on radio stars indicate a fregquency dependence of

scintillation which, when expressed in terms of the m parameter,

takes the form

log (m,/m.,)
log (£,/£,) ~ 'm’ (341)

where my and m, are two values of m measured in simultaneous
observations at freguencie. f1 and f2. Thie parameter Yo! while
ideally a constant, is actualiv a random variable. Figure 59
shows a histogram of y  made fru. 11y records at 137 MHz and

412 MHz (Whitney, [19] using ATS-3 and ATS-5 data. This data
give an average Y of 2.62, and a median of 2.65. As a comparison,

the data of Fig. 42, using ATS-5 measurements, have y = 3.49.

The extrapolation of VHF/UHF data into SHF and higher fre-
quencies indicates that the scintillation will decrease rapidly.

For example, at 2.3 GHz relative to 250 MHz,

2.3 GHz 2'62m(f=250 MHZ)
(2507 7m)

m(f=2.3 GHz) = 250 MHz

335 m (£f=250 MHz). (342)

Since the minimum value of m 1is 0.5,
m(f = 2.3 GHz) > 117.5. (343)

As can be seen from trig. 49 and m of 117.5 will have very
little s«~intillation. Figure 51, £rom Paulson and Hopkins [24]
shows simultaneous 2.3 GHz and 250 MHz TACSAT I amplitude distri-

bution data. Tt is seen that,; indead, little zcintill

_______ s SATLT2e ZOAnTLLLRA
measured at 2.3 Gkiz; Paulson and Hopkins estimate the peak-to-

peak 2.3 GHz scintillation measured during their tests to be in

the range of 2 to 5 dB.
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4 and 6 GHz scintillation data have also been measured in

the equatorial region over a 15 month period by comsaT [25].

RSN et i

It was found that peak-to-peak scintillations were in the order of f
4 to 6 dB; therefore fades below the median level can be estimated

to be about half of this, or 2 to 3 dB.

L racdiarta sty Ly

4,2.,5 Atmospheric Effects on Signal Propagation

The principal effect of the atmosphere on satellite propaga-

tion is to cause attenuation at millimeter wavelengths due to

M RS R AR e i

s oxygen and water vapor absorption. Figures 52, 53, 54, from

a review article by Altshuler et.al., [26] present some theoret-

it o lob i

ical and experimental data at 15 and 35 GHz. Figure 52 shows

cHis

2 calculated attenuations to a zatellite as a function of zenith

T

angle, rainfall rate, cloud water vapor content, and humidity.

b S U
v 1

It is seen that attenuations in excess of 10 dB are predicted in

rainy weather, and up to nearly 10 dB even in clear weather.
Figure 53 presents measurements made at 15 and 35 GHz, which
confirm the predictions of Fig. 47 Figure 54 shows the

tribution of actenuation, as a function of zenith angle.

The data for Figs. 53 and 54 were measured over the six
month period January to July 1966, at the AFCRF Prospect Hill
radio observatory in Waltham, Massachusetts, and, as Altshuler
et.al. point out, ar> applicable ¢ "y to locations having a
climate comparable to that of the ston area. Brookner
[27] has generated a set of "universal' curves, in which atten-
uation is given as a function of angle for 9 combinations of rain
rate and cloud water content, at frequencies of 16, 35, and 94 GHz.
The combinations of parameters used are shown in Table 30, and his
16 and 35 GHz data, in Fig. 55. Also shown on Fig. 55 are

airves of rainfall rates for various cities in the United States.
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z TABLE 30. WEATHER MODELS USED IN THE CAICULATION OF ATTEN-
3 UATION AND SKY TEMPERATCURE
Weather Type Clear Cloudy Rainy_
1 Model No. 1 2 3 141 51 61 7 8 9
- Pressure X X| x | x| x| x| x}| x
] Temperature X X X X X X X X X
Clouds
1l x X
? x X
3 b3 x
4 X X
Rain
1 x
2 x
3 x
4 X
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4.3 Simulation of Scintillation Statistics

4.3.. Introduction

In the previous section we have reviewed the modeling of
radiowave scintillation. Two distinct groups of thought exist.
One favors the Nakagami m-distribution described completely by
its m parameter and mean parameter {; the other favors a complex
Gaussian distribution with quadrature components of unequal vari-
ance and mean*. It appears that the Gaussian distribution may
be a better approximation. However , it is trivially easy
to find an approximating m-distribution and very difficult
to find the parameters for an approximating complex Gaussian dis-
tribution. On the other hand, for synthetic channel simulation it
is far easier to generate the Gaussian scintillation statistiecs.
In the following sections we present the methods of generating the

m and Gaussian distributions, and the methods of fitting experimental
data to the distributions.

4.3.2 Generation of Scintillation Statistics

The starting point of the scintillation statistics generation

is a uniform random variable of value 0 s u <1, It is assumed

that the communication laboratory computers are capable of generat-
ing a sufficient number of independent uniform random variables

for any communication experiment.

4.3,2.1 Nakagami m-Distribution

We let r and u respectively be Nakagami m~ and uniform random

variables with probability density functions(pdf)

* The phase is usually chosen so that one component has zero mean.
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fR(r) (344)

]
| nd

fU(u) 0 susl (345)

T'(m) is the gamma function of m. m need not be an integer. A
direct generation of the Nakagami variate from the uniform variate
is obtainable by equating equal probabilities or equivalently by

setting the cumulative density functions equal to each other.

The cumulative density function (cdf) of r and u are equal

to
0y nr?
2 o om-1 0
F_(r) = —&—0 f R dR (346)
R T (m) ™
R=0
u
F(u)=£ au=u . (347)
U
=0
Therefore, the Nakagami variate is generated by solving
u = FR(r) (348)
for r.
Making the change of variables
t = ~/—I—S' R2 , (349)
Eq. (346) becomes
mr
1 7 m-1 -t
fr) = [
FR.r) Tm t e at (350)
which is the defining integral for the incomplete gamma function,
P( mRZ/Q), and the probability integral of the xz-distribution,

P (2mR“/Q|2m) .
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The solution of

u = P(m,m%-> (351)

for R is still a hard problem due to the complex nature of the
. 2 . . . . .
incomplete gamma or X ~distribution. Nonetheless with the function

tabulated on a digital computer given m, Q and the present generated

. value of u, r can be found.

Ccomplete tabulation is unnecessary when m is limited to in-

teger and 1/2 values. Then therecursion relationship

P(a + 1,x) = P(a,x) -rxj;; (352a)
can be used with
P(l,x) =1-¢e~ (352b)
or
P(1/2,x) = erf x
Erf x is defined as the error function of x
erf x = j% fxe-tzdt (353)
o
and may be approximated to almost lO_5 accuracy by
erf x = l—(alt + a2t2 + a3t3)e-x2 (354a)
t = 1/(L + px) (354b)
p = 0.47047 (354c¢)
a,= 0.3480242 (3544)
a2= ~0.0958798 (345e)
a3= 0.7478556 (354f)
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When m is equal to 1 the direct transformation is given by
= A/~0in(1l-u) (355)

Finally, we can generate R for arbitrary m, without an in-~
complete gamma function tabulation by choosing the closest integer

m', less than m and interpolating according to the relationship

2
M - p(mR 1>T—W— ¥ +, 1- p/ 1 )Tl - w?!
L. — -
r mR2 "] r*wz W‘]
- Pl—/—, m' + < = + =
where
W=m-m'" >0

(356b)

4,3.2.2 Complex Gaussian Distribution

The Gaussian distribution may be generated easily by two
different methods. One method utilizes the central limit theorem
by summing a number of uniform random numbers together. This method
uses many uniform random numbers and thus may limit the number of
independent Monte-~Carlo samples in any communications experiment.
This is particularly true on mini-computer simulators. In addi-
tion, the distribution is only valid for variates up to plus and
minus half the number of summed uniform random numbers. The
second method is again a direct transformation method. It is ac-
curate for all ranges of variate and may only be slightly longer

in generation time than the former method. It utilizes very few

uniform random numbers.

4.3.2.2.1 Central Limit Approach

The central limit theorem is quite good when as few as 12 in-

dependent uniform random numbers are added together. Therefore,
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by adding n independent uniform random numbers together, with
n 2 12, the sum is approximately Gaussian with mean equal to n/2

and variance equal to n/l2. If we have a Gaussian random variable,

. . 2
x, with mean gxand variance ox then we must form

n

o K% T G - )

. (357)
(n/lZcx)l/2

. . 2 . .
Repeating (14) with parameters “y and cy gives a second Gaussian

variate, y, which is independent of x.

2 total of 2n, or at least 24, uniform random variables are

required to generate the two complex Gaussian components x and y.

4,3.2.2.2 Direct Method

A Rayleigh random variable multiplied by the sine and cosine
of a uniform random variable is well known to give two independent
Gaussian random variables. It is very simple to determine the

Rayleigh variable by direct transformation. The Rayleigh pdf is
given by

_ 2/2 2
£(r) == e F7°9 20 (358a)
R 02

and the cdf is given by

- r2/2cv2
FR(r) =1 - e (358b)
so that
ul = 1 - e (359)

must be solved for r. We have
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r =V - 202 Ln(l-ul)

or since vy and (1-ul) are both uniform random variables between

zero and unity

2
Y =J-— 200 4n u (360)

1
is the generation relationship for a Rayleigh random variable.
Then we can generate the twe complex Gaussian components x and y

according to

X =K, + o, N-24n Uy wosZnu2 (361a)
y = uy‘+ oy J=24n uy sin2ﬂu2 (361Db)

We note that only two uniform random variables are required so
that we can have an order of magnitude greater number of sanmples
in any communication experiment when the direct transformation

method is used.

4.3.3 Correlated Scintillation Variables

Very often it will be necessary to generate correlated scintilla-
tion variables. This can be accomplished by adding two independent
variables together with the appropriate weighting factor related
to the desired correlation. In the case of Gaussian statistics the
resultant sum is again Gaussian. However, for Nakagami m statistics
the resultant sum is no longer Nakagami m distributed! We now

demonstrate this latter fact.

Let Rl and R2 be jointly independent Nakagami m variables such
that their joint pdf is given by
- m(rZ + r%)
4m2m(r . )2m-l e O\l 2/
£ (r,,x,) = 12 r. =0
T r. =20 .
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We wish to determine the Z2iectripution of R

< = ::?‘ .2 (263
R —}/_1 + O.L2 )

where p is the desired correlation. Introducing an auxiliary vari-

able S
s = r, (364)

‘ £(R) = ‘f fin,s)ds (365)
; g=0
: where
; £ (VRz-psz,s)
; Rt
< R, 3} =
F and the Jacobiar J is given by
R 3R R
: oR; 3R,
3
: &8 88
CRl SR,
§ and is evaluated at
‘%‘; Ry =JR2 - p32 (367a)
? R, =5 . (367Db)
3 2
E,— We find that
2 \
laf = (»° - psz)l/z/R (368a)
_ o2 2\1/2
rr, = S{R° - 05 (368b)
r2 4 2=’ + (1-n)8° (368¢)
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2
__meRe-mR /Q 'meSZm-l(RZ_ﬂgz)

m-1 -m(1-p)S2/Q
£(R,S) = —e - =
(m) T'(m)o

i

L

1

(369)

L §
1

For the case of small correlation, we make the approximation

s L AR

- - - 1 -
SZm 1 (RZ_pSZ) ~ R2m 2 sZm l_ (m-1) p S2m+~ R2m 4 (370)

] The integration in (365) can then be performed to obtain the pdf

2 2
me R2m-l e-mR /Q _ Qjm-l)me R2m--3e—mR /0

f(R) = —
(1-P) " (m) ™ (1-0) ™ (my ™1

(371)

by rara L |

0 s

We see that even when p is small R is not Nakagami m-distributed.

When the correlation between rl and r2 is almost zero then

2
o™ R2m—1 oTR /Q

(l-mp)l"(m)ﬂm

£ (R) = (372)

o
Q
o

and R is again Nakagami m~distributed.

Since the condition p = 0 is not always met it is recommended

that the Gaussian scintillation statigtics Le used.

4.3.4 Determination of Scintillation Parameters

From the points of view of generation, generation of correlated
variables and best data fit, it is recommended that the scintilla-
tion statistics be considered complex Gaussian. Unfortunately, this
assumption leads to a complicated parameter determination when we
are constrained to work with amplitude data alone. We discuss thiee
methods of determining the distribution parameters. One method is

a parameterization method which resultz in a family of pdf's. This

247




"

TR TR T T R TR

T P R AT T T

ol

ki ke L

e

RO p T 7

~
Ky
N

g

= oY — ™ T
- Ry e e B L A S = - R TR = 5
TETEE TR TR T T ST T ot o L LEF T B A S e T i s 2 PRt 3 N 3

method uses average amplitude squared and fourthed data and
requires the generation of a histogram of the data followed by
a goodness-of-fit test with each pdf in the family. The
second method makes a Taylor series expansion of the complex
Gaussian pdf. Four moments of the amplitude data are required.

Using an iterative approach the Gaussian parameters are deter-

mined.

Both of the above methods assume that only amplitude data
is available. We present a third method which assumes that the
complex signal is available. Then the pdf parameters are trivially
available by simple mean, variance and correlaticn measurements
on the quadrature signal components. It goes without saying that
the third method is the one reccmmended.

4.3.4.1 Parameterization Method

The parameterization method is described in detail in Rino
and Fremouw [21], and is summarized here. If a is the received
signal amplitude then the statistical average (az) and (a4) are
determined from the data. (°*) represents the ensemble average.
The scintillation index S, defined as the normalized standard

4
deviation of a2 is then determined

) ‘/<a4> - (a?
S4 = . (373)

2
(a2>

. . 2 .
The scattering cross-section, ¢°, equal to the fraction of the
incident power that is randomized by the scattering medium, is

then determined as a function of functions 9, and 9,- We have
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We next compute a complex quantity B

B=-

f_.tan u, + f_tan u

7 9 (9,- 29,)8,
o =T g Nt T2 —
92749, 9,

2

1

2

1

-1 1
02 ej—z- arctan r

2
2 .,

L - tanu, tanu_sec” §~

1

2

[(l-tanu tan u sec29)2+(f tan u. + f£_tan u2)2 1/2

1l 2

tan u_.= ZKzsecP/ﬂ(&;B)2

tan u_= 2Xzsec9/n§2

v

> 8

N

2
=1 + tanZ{c?szwﬁ
(sin4ep

2 2 . 2
=a cos ¥ + sin ¥

= transverse-scale size

= magnetic dip angle at the ionosphere penetration point

= axial ratio
= declination
= azimuth

= wavelength

= height

1

1

2

(374)

(375)

T
L]

J

(376)

Next we compute the inphase and quadrature component vari-

2
ances, ¢©
X

2 . .
and Gy' and their correlation, Cx
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ox = l—o + Re (B)]/z

02 = roz - Re(B)T/Z >. (377)
y [ -J
C = Im(B)/2

Xy J

We note that all the above parameters are still a function of

9, and g2.

The complex Gaussian pdf of x and y is giveiu by

exp{ -[(x-ux) 2/0;“){—2 ny (x-ux>y/ ox&z + yz/cf,} / 2(1- CiL)}

fx’y(x.y)=

o] Jl - ¢ j
2m 9,9y xy (378)
With the amplitude a defined as

2 2

a=4Jx4+y (379a)
and

X = a cosf (379b)

y = a sin® (379¢)

the pdf of a and 6 is

f(a,?) = a fX ¥ (a cos®, a sin8) (380)
and the pdf of a is
21
fA(a) = £=0 a fx,y (a cosf, a sing)de (381)

The pdf of a must be determined point by point for discrete
a by numerical integration. A large number of discrete a will
be necessary since the histogram of the data must be fit to (381).
It is estimated that at least 200 integrations of (381) would be

necessary to represent it smoothly. Even if only 5 combinations
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of 91 and g, are taken to have a family of 5 pdf, a total of
1000 integrations of (38l) isrequired. This must be followed
by 5 goodness of fit tests. 1In all an excessive amount of

computation is requirei in order to determine the complex Gaus-

sian parameters.

We next propose a method which is computationally easier

but which may possess convergence problems under certain con-
ditions.

4.3.4.2 Taylor Estimation

Using (378) the v'th moment of the amplitude a,(av) is given

by
-u)? 20 (x-u) 2
- 1 r X Xy, X ¥ g
2 i 2 oo T Ay
® © 2 2 2 - t- -
(av>=f f (x" + y,)v/ e 2(1 ny) x *y %
- - : o l-C2
® —® 2'f0x yJ( ny)
(382)
The moment may then be expanded in a Taylor series about some
arbitrary values U ,02 ' 02 and C . We have
xo' "xo’ “yo Xyo
v v 5(ail aa)|, 2
(a )~ (a )o |, t 5 |50, +
X 2o
o X o
v \Y
g(a 2 3¢a )
bo” + ——~1AC (383)
ao2 y acxy XY
Y
. Lo . 2 2
where subscript o indicates evaluation at 1,0 ,o0 and C
x0’ "xo0' "yo Xyo

and the delta quantities equal
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i = | o
o X }JX p.XO
2 2
: o}
X0 b4 X0 >
2 2 2

A = g -0
yo Y yo

(384)

AC. = C - C
Xy Ry Xy0

o
The philosopby behind the Taylor expansion method is to
describe EFour moments of the amplitude and solve for the actual
four Gaussian parameters i ,02,02 and C__. Writing the four
x"'x' 'y Xy

equations in matrix form we have

A=Ap +EA : (385)

where the measured four moments of the amplitude data,i, is
v -

{a l>

I
N

V) (386)

v
{a 4)

. 2 .
the theoretical moments evaluated at u_, © and C » A . is
X0  yo xyo ~o

-
(a 1;1
o

]

A(‘) Y {387)
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) LS T = ¢ & =
{Fo}l] oa, aJ ux 2 ox (388)
J ‘o) 0 = 02 - c
3 y' M4 Xy
and
My uxo
2 2
% 7 %o
Ad=a-0 = (389)
2 2
o -0
Y yo
Xy  Xyo
- -

Theoretically, the Gaussian parameter set, &, is found by solving
o=F *A-a)+a (390)
- o = o o)

We comment on this direct solution., First and foremost with

respect to accuracy the solution & will only be close to the

true set if e is close to the true set. A priori we do not

know a good set gb to choose. Thus, a will be a poor estimate

in general. (Below we describe a method of choosing gb.) To

circumvent this problem an iterative method should be employed.

First e, is chosen in some way. Ther 9 =& is determined from

(406) . This set of parameters will be inaccurate but closer to

the true set than e - Next, a. is used as the new expansion

point and a better approximatiin a, is found. This continues
until the difference between the new and previous parameter set
is minimal. Mathematically, the iteration procedure is described
by

A o-a) ra . (391)
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Convergence of (391)to the true set will be rapid when the

ratio of the largest to smallest eigenvalue of gi is small.

LS i M i | 2

The second comment on the Taylor expansion method pertains
to the evaluation of the F matrix. Just as in the parameteriza-

tion method, numerical integration is required. Here we have

TR T T

16 double integrals to evaluate on each iteration., Thirty
iterations would require the same computational requirements
as the 5 family parameterization method (1000 integrations).
We circumvent this drawback by explicitly evaluating the moments
using the moment generating function.

Given a pdf f(x) the moment generating function,$(B}), is

defined as the expected value of eJBX. Then the moments of x,

(A da et

et U

m ., are given by

n (|
- aeBy 5P (392)
dBn n
B=0 N

We now determine the moments {(a ) required for solving (391)

o kb d e I A

directly.

V.
4,3,4.2.1 Determination of (a Y

Let us define the vectors ¥, A and K where

y = [¥1 (393a)
=7 Ly
A= !_”:-‘ (393b)
e -l
k=| * e (393c)
O 0
ny Xy Oy
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Components x and y are jointly
with correlation C , means M
Xy X
2 2 .
ances ox and oy, respectively.

The squared amplitude of these

Q=Y Y.

The moment generating function

1
- _2-(f-g) 1

3 (B) = e /h

Q
where

£ = é? Kfl A 1

g=a k't

h = |L] >
and

L=1-32K J

correlated Gaussian components

and 0, respectively, and vari-

K is the covariance matrix.

quadrature components is given by

of Q is [28]

/2

It is readily found by substitution that

2, 2 2
£= ux/ox(l~cxy)
. 2
1l - jZBox
_I_,_:
- jZBnyoxoy
-1 1

~jZBnyoxoy

2
1-5280
j2B y

2
1-92Bc
j28 y

L

= 222 2 . 2
- +C - 32 +
1-4B oxoy(l xy) J B(Ox o

2
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) i2BC 0 ©
Y J2p XY Xy

(394)

(395)

(396)

(397)

(398a)

j o
jZBnyOx y

. 2
1-3280x

(398b)
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g = u /ho (1-C y) (399)
and

(400)
h = 1-4820%0% (14€2 ) - §2B(0> + o2)
Xy Xy X Yy

An extremely lengthy but systematic application of (392)
yields the following results:

D.+D
B 172 (401)
m, = D4 (D2+ 1/2)e
+ D
- 2, 2 L1 2 (402)
m, !:_D4 (D2+ 3D2+ 3/4) + D3(2D2 1) _je
- I3/ 15 2+£1.§ _1_5_> { -
m, LD \D + > D2 4 D2+ 1 + D4D3\6D + lOD2 3/2\
+ 8D D /D4} (403)
a/ 4 3 105_2, 105 105)
= 4~ — T — —
my {D4<D2 14D, + "D FT D, + T
2 (,, 3 2 _ \
+ D4 D3 _2132 + 52 D2 7132 21)
2( 2
p(44p] + 28D, + 9)
3 D + 132
+ 40D} D /D4} (404)
where
_ 2 2 a
Dl = x/20 (1-2c y)
D, = 2/20 (1 - 02 )
2 x cy
) (405)
D, = 402 02 (1 + C2 )
3 Xy Xy
2 2
b) == +
L4 2(0x oy) J

256

A 6 E AT MNP T S ORGSR T S Y S e R

5
d
]
P ‘.ﬁ(mJ




RS Jeaa e ST M LA
- - - SRR A TR T AR T SR T I P PR TR T oe

g w e ™ i AR ST T AT R R VT S 23 T

R T T T T T T TR T T T [

i
.
R ) .MJ

E Eguations (401) to (405) specify the required A, matrix in §
: (391)- The E; matrix requires the derivatives of the m, with f
J
] respect to the parameters ux,oi, and Cx . These in turn are '
é functions of the derivatives of the D,. Defining ;
% : 3D i
1 ! * 4 . 5
{o} =np =5 jo4 = 1,2,3,4 (406) ‘
i =1, . da,
1 13 J
; we have i
- 2 25
f 2D1/“x Dl/ox 0 2chDl/ ( 1-cXy )
3 2 2
] 2D_/u 0 -D_/o 2C_ D _/(1-Cc_ )
3 2 x 2y Xy 2 Xy
1 2 2 2 2
] 0 D3/oX D3/oY 8ny°x oy
0 2 2 0
3
E Finally, the derivatives of the moment are given by
2
’ am . . . . D.+D
1 ( J J) J( i) .1 2
—_— = + =)+
aaj Dy + D, ml+[:134 D+ 3 D4D2J e (408)
om . . .
Lo (5« 0,03 )
—= = + + + 3D + 3/4) +
2, Dy * D)™ [2D4D4 Dy + 3D, + 3/
. . D, + D
2 j J( > i 1 2
+ 2D, -1 )+ ‘e
D4(2D2 + 3)132 D3 D2 1 21)3 Dz_l, (409)

* pJ is not to be confused with D, raised to the j'th power.

When D, is to be raised to be a power the power will be explicitly
written as a number not a variable.

257




T T

Kot g By

TR

Gl

TR

Loy

LUV g i s D 4

+ DZ<3D§ + 15D, + 45>D§+<D pd 4+ p D§>

2 ) i
(6D2 + lOD2 3/2) + D4D3(12D2 + 10)D2
D. + D
j.2, + _ J j 1 2
+ 8D D3, 16D3D3D2/D4 8D3D2D4/D
(410)
om, j r i/ 4 3105 2 105 105
— + +4 24 =93
5, (Dl Dz) i D4 D4(D2 + 14D, + T2 pl o+ 22 p 4 2L )
4/, 3 2 105\ 7
+ + + =22
D4(4D2 42D) + 105D, + = )92

3 2 j> 3 2 \
+ - -
<2D DD, + D4D3 (lZD + 521?2 7D2 21/

4°4°3 2
+ p°D (36D2 + 104D - 7)13j
4°3 2 2 2
j( 2 \ 2 3
+ 20,D3(44D] + 26D, + 9) + D3(88D2 + 28)D2
. D, + D
2.3 3 3 3,037 .71 2
+ - !
120D3D3D2/D4 + 40D3 D /D 80D3 D2D4/D4; e
(411)

Equations (407) to (411) specify the Ei matrix so that (391) can

now be easily solved using any standard matrix inversion sub-~
routine,

4.3.4.2.2 Interpretation of mj

The mj are the moments of the squared amplit

data must be used to measure
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m, (a2) E
4 x
O T I (412)
N (2%
m3 a ‘
| 0]

For ease of measurement we may assume that the distribution of
a is close to a Nakagami m-distribution then by measuring (a2>

and (a4) we have

m = (a>)® (413)
(a¥y - (a®?
Q= (a’) . (414)
Then since
(a®™ = (/m)™(m+n-1) (mtn-2)...m  n = 1,2... (415)

for the m-distribution we have

. _
2
(0/m) " (m+l)m
A2 (o/m? m+2) (mi)m (416)
/m? (m+3) (m+2) (m+l)m

4.3.4.2.3 Starting Point go

Vie arbitrarily determine a starting point a.- We assume
that the scintillation statistics are close to a Rayleigh dis-

tribution of the form

2
a
a 202
f(a) = 2 e az0, (417)

c
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Then the mean of {a" ) is simply equal to 202 and we have as

Q
-0

0

2
o = (a")/2 (418)

(a%)/2

. 0 _]

4,3.4.3 cComplex Signal Method

This methcd assumes that the complex signal x+jy is available.
Then the phase of the signal is chosen so that (y) = 0. The data

is used to determine

R
T S
X N j=1 73
N 2
Uz__m_r;Zx—u]
x  N-1° N j=1 J X
(419)
2 .l %y
Yy N-1 3=1 J
N
.
ny = (N_l)nxoy j;l xj Yj

The complex Gaussian distribution is thus trivially determined.

4.3.5 Summary

1n summary, we have scen that the complex Gaussian distribu-
tion is easiest to generate; the direct transformation method
being preferred. If the scintilliation data is available in com-
plex form then the parameters of the complex Gaussian distribution
are easily found. If only amplitude data is available, the param-
eter estimation problem is much more difficult. It may be solved
most easily by using the Taylor expansion method by using Equa-
tions (391), (401) to (405), (407) to (411) and (412).
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SECTION 5

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Sections 2 through 4 of this report have investigated three
specific uses of the CSEL facility. Section 2 described the use
of CSEL in LEE 8/9 simulation, with analyses of limiter performance,
Doppler simulation, repeater jamming, and a systematic means of
simulation validation. Section 3 described the use of CSEL in
NAVSTAR GPS simulation, discussing the GPS system configuration,
sources of errors, analytic models, and interfacaing with CSEL.
Section 4 describes the properties of catellite sigrals and means

of generating signals with specified awplitude and phase statistics.

We have shown that, depending on the J/S ratio, either a soft
or a hard limiter can minimize signal suppression. When J/S > 1,
the soft limiter is optimum, but its threshold is a function of the
J/S ratio. We have shown that for an FH system, repeater jamming
is in general more efficient than either random noise or multitone
jamming. For the LES 8/9 system, in particular, we have outlined »
series of start-up simulation tests, for validating the PSP model,

testing the downlink simulation, and simulating the uplink jemming.

Our GPS studies recommend means of simulating delays by adjust-
ing the Doppler shift., A closed loop method is suggested for cor-
recting Doppler errors. Means are proposed for implementing vari-
able multipath delay, oue by use of switched delay lines, and the
her by means of e gain~-controlled tapped delay line. The study
shows that proper antenna simulation is a complex matter, and sug-
gests considering the use of an omnidirectional antenr« pattern in

the CSEL simulation. Finally, an alternative sinulavion configuration
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is discussed, which uses half as many satellite signal generators as

|
3
i
i
3
2
?
é

does the full configuration, but requires a computer-controlled de-

fidial el
wha

lay line.

; Effects of scintillation and atmospheric attenuation on

; the satellite signal were examined. The present state of know-
] ledge on scintillation indicates that if only the envelope of the
scintillation is of interest, it can be approximated by a Nakagami

m-distribution. However, if both envelope and phase are of import-

e e L

ance, the complex Gauscian model of Rino and Fremouw appears to
be the most appropriate model available at the present time. De~
tailed methods of simulating both of these distributions on a

digital computer are given.

TIrTTT

1 The DOD laboratories encompass many facilities. To the best
of our knowledge, CSEL is unique among them, being the only labora-
tory which allows real-time hybrid simulation of complete avionics

communication systems. In order tc maintain CSEL as a rescurce for

communication system testing, additional equipment should be pro-
cured which will permit the simulation of new systems as they are
considered. 1In this context we have, in the present study, defined
some of the hardware and software requirements for the GPS system,
which will be of importance in the near future. Multiple access
systems will also be developed in the near future. »Mmong the modes
of operation which are possiblz, are FDMA, TDMA, and hybrid FDMa/
TDMA, CSEL, as presently configured, will not simulate these
systems. Additional equipment should be procured whica will per-
mit their simulation. The procurement should be preceded by a
system definition phase, in which both the hardware ané the soft-

ware of the system to be fabricated are defined.
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APPENDIX A
DIFFERENTIAL DOPPLER SHIFT DUE TO THE IONOSPHERE

It is well known that the ionosphere introduces an addi-
tional delay of signals transmitted from a satellite to the

ground. This is also accompanied by a differential Doppler

shift, which is often ignored. In this memo we compute this Dop-

pler shift and discuss the conditions under which it can be
ignored.

Figure A-~1 shows the geometry of the problem. R0 is the

the satellite to the
The Doppler shift is dependent on the re-~

radius of the earth and Rs the distance from
center of the earth.

ceiver angle eo - 91 between the actual path and the straight

line between receiver and transmitter. To determine this angle

we use Snell's law for a spherically layered medium,

A .
= S f = I ai —
Kl n, R, sin 1 = B(R) K sin 8(R), (a-1)
where n0 is the refractive index at the surface of the earth,and
n(R), A(R) is the refractive index and zenith angle on the

signal path, at the distance R from the center of the earth (we
assume a sphexical earth).

If the refractive index is constant {say l) the signal will

follow the straight line, and we will have the equation
K 28 sin o = R sin o(r) (a2
o G 0 S e A=
On a :mall section of the path, we have (see Fig, A~1)
Rda = tan 8§ dR (a~2)

where P is again the angle the path makes with menith, Using this

onboth the actual and the geometric path, we find using Ege. (A~1)
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Shift Calculation.
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and (A-2), §
i
R,. Rs Rs 3
~> N
N D S SR S S %
o) JR J/anz “R R2 H
4 o R "“""2‘ -1 o R-,/ 5 1l :
; This a2quation determines implicitly Kl = nORo sin el. Since :
3 n(R)~ 1 everywhere, we can write ;
1 2
: n"=1-v L v ] << 1 (A~5) !
o o :
and
Ky = Ko(l—a). (a-6)

defining Vo and 6.

Introducing Egs. (A-5) and (A-6) in Eq. (A-4) we get to the ficst

order in Vo'

R R
- 9
r s RAR R2 3/2 1 S raR / 2 \ 3/2
5 2 2 -l) =2 2 Vo(R)\—"E -1, ‘
R K K R ¥
15} 5} o 0 o
{A~7)
The coefficient to & above is
r L 1 - {h-8)

Ko mRocosG tg 90

© J/RZ - R2 sin2 &
5 o) 0
since

R >> R
[ o)

If the ionospheric layer is thin, the right hand side of Ba. (A-7)

can be approximated by

2 . R
e W S A
e ] v aR
- } H
2 K 2 K 2 9R [s3
(o] [4] 8]
E R “ -3/2 -
1 ]
= = o (-—-: -1,\} ® "-";""' x TEC, 1h-%}
‘x4 kit £
O [a]




where the usual formula for the refractive index in the ionosphere
has been used (neglecting the magaetic field and electron colligions),
TEC is the total electron content arnd Ri ig the location cf the

layer. More exact expressions can bes found using an empirical.

medel for the electren density in Eg. {A~7), and the expression

S -
VO(R) = fz 8G.7 M(R) (a~10)

MXSA units).

We now determine the difference in phase lenagth along the

actual patch (sl)and along the ceomekric path (sn) in Fig. A-1l.

e - i/2
_ .8R_ _ D1y
ds; = cosd (1 T 2 2/ dr (A~11)
n R
2
K =3i/2
_ _8r__ o\ .
ds, = Zasa -~ \1 2/ ar (A=12)
R
The phase difference is
n S o K- -1/2 | X~ =172
e [ BRGS0 )
R - n" R K
Q
(a~12)

We wish to determine the angular fraquency. To simplify the

problem, assume that the sateliite path is circular (5.e..ﬁ“ = 0)

=

and passing directly over the receiver. Then the angular fre-

quency is

Ry z.% -3/2 K.k t<2-°/2x<='c
b=l am BRLE (LT UL Doy T ole
J ¢ W 2 2/ 22 AT 2S¢
RP n R n’ R 43 R n(R)
(A~24)
266

I ] - e L, A TR o TR TR IR, B
m}ymrwzm@ﬁﬁguﬁmﬁaaamw@mﬁ%ymﬂmﬁggﬁﬁﬁmﬂggﬁﬁﬁwr?“ﬁﬁﬁ@@%@ﬂﬁﬁﬁ i

B

N el e
R U PN, WO RN 35 Y= 2




&R, TR T T T R AT TR E T ST TR W e PR T

R L L T A e e e R A

ks
7y

f
4
i
4
}'1
[
J
Rl is determined by differentiating Eg. (a-4), %
R . 1
. P S aR n2R2 3/2 2R2 .
T Tk
S )3
R, K K, ‘
R . ajm n :
A (R‘ 1\—3/" R ;
T iy :
R R \K 2 K 3 o,
o) o &
or,
R
s Lo=3/2
a =K I n2R (anz - I z) aR {A--15a)
s 1l 1
R
o
. \ A s
=k T rR(R®-x> wiix (P=15b)
o, D/ o
o
where
g e (A-16)
) R cosh
c 0

(same approximation as in Eq. (A-8)). Using thie in Eg. (p~14), we

aget
R - , R
] B L -3/2 . S , - -3/2
aL = | 2m BER gk (n2R%p N T Tqr -7 am dr x & {(R%-x ar
171, 1 ¢ c O O\ o/

R )\
Q (o}

= =2 KK X -5 2R x
& 1 0 )

=4I (k o-x ). (3-17)
c 5 \ 1 (0%

This is exact with the assumptions made ahove (circular orbit,atc.).

z firct order approximatior to K,-K is given by Zqs. (A~6) -
a D

(a~9), giving (valid for cos éo e 1-n)
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- K = - K 5
K- K K_b
2 -
R. R, -3/2 :
1
~ ~-=R gos § —= (—l— - 1) x 80.7 x TEC/d° :
2 ¢ o 2 2 :
K “ 'K i
(o} 0 :

, ~-3/2 ;
= - i R 2 R.cos A sin 8 \R.z— R 2sin 6 ) :cBO.?:cTEC/fZ. :
2 © 1 o] o\ 1 (o) o)
(a-18)

as in Eq.(17) is determined by the satellite and receiver motions.

We have, using velocities in the orbit plane only,

. s Vr
“ YR TR
5 o
s0,
v -3/2
2 s N 1 2, . [, 2 2 . N 80.7 TEC
P e i i s@ sinf .- € Ty

AL - \R Ro’ > RO hicabeoslﬁ O\Rl Ro 41n4°/ Fz

This frequency shift (4L/2rn) is much smaller than one Hertz. Table
1 shows the Doppler shift for a 12 hour circular orbit, using

17 ,, 2 . .
TEC = 2 <« 10 'eﬂ/md, Ri = Ro + 300 k. The chift is zmaller than

the accuracy Xequired (™~ C.3 Hz).
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>
lod)




o A T - o e i i v 3 N POV IV RCA T T LT aAR yraT o o, e 2
E e Gl e IS S-SR T L SstE s S N e S SR R ) S WA T T TRRRETS AR Tﬂ

T R by M b e

: TABLE A-1. IONOSPHERIC DOPPLER SHIFT FOR GPS LINK AS FUNCTION
d OF SATELLITE ELEVATION ANGLE - TEC EQUALS 2.1017et/m
1
:
3 f=1.2 GHz v =0 f=1.6 HGz v _=680m/s
;— e, x x
: Af[Hz] Af[Hz]
o° 0 0
20° 1.7 x 1073 1.9 v 1073
i 40° 4.5 x 107° 5.0 x 10"
; 60° 1.7 x 1072 1.2 x 1072
; 75° 1.97 x 10”2 2.2 x 1072
; 80° 1.98 x 1072 2.20 x 10~2
3
; g5° 2.15 x 1072 1.50 x 102
86° 1.12 x 1072 —
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APPENDIX B

A BOUND ON RECEIVER ACCURACY

The accuracy of the delay measurement can be bounded by
evaluating the Cramér-Rao bound. If we ignore the Doppler
measurement, the bound gives a lower bound on the rms error in

an unbiased estimate of delay 7,

2 1
(b7) = » 2E_
(2’732) ETE
o]

where ES is the signal energy, No the (two~sided) spectral

density of the noise, and B_ is the signal rms bandwidth.

2
2 _ o7 =)2 g
B, = LL (£-%) IS(f)lzde/Es
- 2 ® 2
f= 2> [fls(n]? as
S (o]
® 2
B, = L |s(£)|° at .

We consider the case cf a rectangular signal filtered ideally out-

side the first null in the spectrum,

. - .2
sin m(£f-f) T - L2
o ( mE-nr ) |£-£] = 5
|s(£-£)|° =
i o | E-£| >%
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We find that

2 si(2m)
Es = nT
and
B Bzz i 213
5 e
and hence
_ 1
2
1 . \ ~ 1
= - I ———

. o] . .
If we assume a hoise temperature of 300 K, a transmitted signal
power of 450W, a distance of 12,000 km, we can determine the

ranging error as a function of antenna and processing gains.

Gaing Ranging Error
{aB] [feet]

20 26

25 14.6

30 8.2

35 4.6

40 2.6

45 1.46

590 .82
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