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20. ABSTRACT (Continued)

: from either or both the cuter and inner cylinders into the cylind-ical

- cavity. The two cylinders can be isociated from one another or counected by :
] an arbitra.; load. The outputs of the code are fields and currents on the 3
inner and outer cylinders, the potential difference between the two cylinders,
and the current through the load between the cylinders,

Ky

The code DYNASPHERE solves Maxwell's equations dynamically and self-
consistently in the region between i{wc concentric spheres for specified
electron emissions from the inner sphere into the cavity. The ocutputs orl
this code are similar to those from DYNACCYL. '

e,

Parameter studies are performed, varying certain of ‘he essential input
perameters such as characteristic pulse time, fluence, dimensions, and
emitted electron energy.
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The codes have been further exercised to compare quasi-static solutions
with the complete dynamic solutions. Ranges of validity of the quasi-static
approximetion are defined.
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1. INTROGUCTION

This document drscribes continuing progress ip the area of computer
code developwents, modeling, and applications tor problems in internal B
{iEMP) and system-generated EMP (SGEMP). This work is an outgrowth and
extension o0f the effort on the quasi-static TEDIFM codes (Ref. 1 and
Appendix E).  The primary accomplishments are:
1. The addition of new geometries of particular interest to
systca-related assessments,
2. Conversion of the codes to a fully Jdvnamnic treatment,
3. Quantification of errors introduced by the quasi-static
approximations,
4. A parcmeter exercise of the dvnamic codes te determine
variations of currents and ficids as a fusction of re! -
vant 1aput parameters of interest.

The DYNA2CYL code was developed to treat coaxial oviinders ot finire
length, one located within the other. FElectron emission can ocour from
the su- e of either ot the cylinders, and the two o linders mayv be con-
necte » an arbitrary load impedance. This gromerry is useful for moadol-
ing 2llite SGEMP as well as IEMP in cavities coataining objects such
as equipment boxes,

The DYNASPHERE code is similar to DYNA2CYL and was developed to trear
the geometry consisting of concentric spheres with electron emissioca trom
the inner sphere.  The two spheres may e erther isolated or vonnected by
a conductor. The solution techmigue consists of a finite-difference
approach to the complete set of Maxwell's equatiurs, Self-consistent
particle motion is considered wherehy the electron trajectories are
altered by the electric field., The double-spherical geometry is particu-

larly useful in the investigation of satellite SGEMP analyvsis and simula-

tion studies.

[41]
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The cowplete set of cwde geoaetries now availsble is show in Table
'-1. These .odes have teen developed and refined over a period of seversl
years and have been applied in the analysis of 2 number of uystems of
interest. Each of the geosetries has heen uselul for different axpects
of these studies, and the results have contributed zignificantly to the
understanding of 1EMP/SGEME.

Table 1-1
AVAILABLE CODES

Guasi-Stataic

Code Geomet.y or Dvnamic Applications

DODE Parallel plate Static Fast-rurning code for pill-
hox Reometirices

SPARC Parallel plate Quasi-static As sghove only quasi-static

TEDIEM-RO

Infinite c¢ylinder,

Quasi-static

Long cylinde»s such as mis-

side-on ili.um. file svstems
TEDIEM-R. Finive cviinder, Quasi-static Small cavities, equipment
end-on tllum, baoves, satellitz eauipment
bavs
TEOIEM-PT Rod or cabie over  Quasi-static Perturbativns provided by
ground plune cables in space-charge
region
DYNACY Single finite ¢).. ynvamic As in TEDIEM-RZ
end-on iilum.
DYNA2CYL Concen’ric finite Dvnaaic Most versatile; perturba-
doubie cylinders tiors sroduced by abjects
within equigpment bayvs or
hoxes, =atellite SGEM
DYNASPHERE  (Conzentric sphere Mhynamic Satellite SGEMP
ABORC® Arbitrary bodv Dvnami o Same as DYNA2(CYL

of ~cvolution code

*
iUnder development

The new dynamic capability of the DYRATYL

code was used to dete mire

the range of applicability of the quasi-static approximation by com aring

results with the existing quasi-static TEDIEM-R" code, Defining this range

is impcrtant becuuse this approximation is use~ extensively in system-

related calculzations, and because the yuasi-static calculations are quite
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straight forvard and can be performed quickly on the back ut the proverbial
cnvelope to obtein quick, hetter than order-of-aagnitude estimates
Finally, » nuaber of paraseter studies have been perforwed to demon-
strate the code capabilitics and to 1llustrate how fields and currents are
arfected by important input parameters. There are several basic input var-
tahlec of interest, inclwling:
Pulze time history (e.g., rise time and pulse width),
Electron encrgv (or velocity),
Ob ject size,
Photon fluence {(of magnitude of electron emistion current).
It is necessary onlv to sclve problems for a limited range of these var;-
ables. Scaling laws (Appendix A) can be applied to 6xtcnd the results of
the calculations to other dimensions and time histories, allowing a fow
studies to Jdescribe a wide range of parameters,
The remainder of this report is organized az tollows.
Section ! — Increased Computational Capab.lity
Yection 3 — Computer Code Verification
Secticn 4 — Applications and Parameter Studies
Section 5 — Comparisons of Quasi-static and Fully Dyvnamic

Sotutions for Electromagnet:c Field Calculations
in a Cyvlindrical Cavity
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Phe need te mode b onvreasingly com O nhve gl s tuat tans evereded
the basic capabilities o7 Jormer compiter cod <. Accordingly, two new
codes have been generated for use 1a caleulating electron motion and field
generation. These add to our previous repertoire (Refs. 1.2 and Appendices
P.E) an that thev allom the solution to the full set of Maxwell's fquatians
for geometries where there arce two separate hodies. Koth of the hew cades
are for rotationally svametr:c situationz, and thercfore. consider two
spatial dimensions.  One of the codes s written an oviindrical peomet rv
and the other an spherical geomedry. Buth codes require as inputs the
emission characteristics of the clectrons leaving the various surfaces.

The vade DINUIOYT L wratten an oy bendrics! geomet ey, o~ oan oatension
of the DYNACYL code {(\ppendiy 1) to include an anaer can. The numerics of

tie calculational procedure are very similar for the twoe.  tHowever, in the

-

new version, the inner can s orepresented by oa orepion of high conductivais
which 1x tantamount to setting the electrie field to sere 1n o region of
the anner space. A vegion of speaitied conductivity spong the avis con-
rects the annrer and outer cans and allows the representation of a load
hetween the two conductors,

Fhe maan difference in the two ovhindrical codes 15 an the sophist -
cation of the inputs ana outputs,  Jurther complicating the situstion s
the toot that now emission can take place from either the inher of the
out=T can or trom hoth. Particle tracking 1< also more difficult <ince
there 15 now an roaer region which wili stop anv incident electrons,  How-
ever, a wide variery of problems of practical interest can be treated by
using the increased capability,

Two typical problems of intcrest are shown schematically in Fjigures
2-1and 2-20 Phetons, being a typical caese of electron emission, are
shown for illustravive purposes only, since the emission characteristics

of the clectrons are reguired as input,
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Figure 2-1 shows the sort of situation one might expect to find when
a structure is inside some containur. The structure might be a satellite
suspended in a test chamber for photon exposure, or it might be a piece of
hardware in a compartment. In the former case, the lcad represents a cable
monitoring the response of various systems, and in the iatter case, the
load represents wiring.

Figure 2-2 shows a situation where the interior cylinder has been dis-
torted into a disk and placed at one of the outer cylinder. This configu-
ration is of particular interest for an experimental situation where the

end of a cavity may be isolaied from the rest of the system by a load

resistance to allow monitoring of the collected current., The influence

of voltage build-up on the collector (in that it can change the current

G S P i AR R Y

collected) is thus automatically accounted for.

The code DYNASPHERE, written in spherical geometry, is an extension

of the TSPHERT code (Appendix E). The mathematical description of the code

is given in Appendix B. In this case, the region between two perfectly

TR AT TR

conducting concentric spheres is treated. At present, emission is ceon-

sidered from the inner sphere only, and the capability of including a load

between the spheres does not exist. Thus, in certain aspects, the code does
% not have the diversity ot the DYNA2CY!. code. However, as mentioned 1in
; Appendix B, the coordinate system for the field calculations is included in
the rrogram in a very general manner: the basic equations are written in
general orthogonal coordinates. In practical terms, this means that vari-
ations in zone size are relatively easily incorporated. This is in contrast
to the situation in DYNACYL and CYNA2CYL, where the cons.ant zone size is
built more deeply into the numerical differencing methods.

This ability to have varying zone sizes has been used to allow treat-
ment of problems with high current densities. These cases are character-
ized by tue fact that there -re steep gradients near the emitting surface
requiring fine grid spacing (small radial zone size) there, whereas this

requirement does not hold far from the emitting surface.

The twe computer codes have broadened our computational capability
in several vespects. With the ability to treat two cylinders connected

by 2 load, we can describe many situations of interest for both prediction
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purposes and experimental purposes. With the ability to consider variable
zoning in the radial direction, we can describe cases where high current
densities are of interest. In what follows, results of various spplica-
tions of these capabilities are shown.
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3. COMPUTER CODE VERIFICATION

Before the results of a computer code can be accepted, and prior to
application of a code to systems studies, the code must be tested. These
tests usually amount to comparison of results with analytical solutions
where available, and comparison with other ccde results for regions where
both codes are applicable,

The DYNA2CYL code is a relatively direct extension of DYNACYL as far
as the physics involved is concerned. Verification of the new code is
accomplished by comprring the results with the old code where poscible.
This compariscn is presented below. Results are also presented and inter-
preted showing the logical consistency of the code. Finally, DYNASPHERE
results ave compared with those of twa other codes. One of these is
TSPHERE, which differs from the new code in that it uses a quasi-static
solution to Maxwell's equations. The second of these, LFLUX, is valid

only for low fluences but solves the full set of Maxwell's equations,

3.1 DYNA2CY)L CODE CHFCKOYT

The DYNA2CYL code is a modification of DYNACYL in which an inner con-
ducting cylinder hac been placed within the simple c¢ylindrical cavity
treated by DYNACYL. Numerous checkouts have been performed to ensure
proper code operation. Comparisons with DYNACYL (empty cavity) have been
made for the case of increasingly smaller inner cylinders to ensure that
the sclutions approach the proper limit. Comparisons between the surface
currents on the inner cylinder have heen made with currents on the surface
of a spherical-shaped object. The magnitudes and time histories (taking
into account retardation) agreed well for low- and medium-fluence pulses
having a 20-nsec FWHM. Comparisons were not made for high fluence, but
good agreement is not expected for such cases since dynamic and geometric
effects will be important due to the shortening of the effective pulse

length by the space charge limiting.

12
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3.2 DYNA2CYL DOUBLE-CYLINDER IEMP STUDY

3.2.1 Introduction

fn modeling compartments of a missile or satellite for IEMP calcula-
tions, complex geometries are reduced to simple ones such as spheres or
cylinders. Often a cavity which is cylindrical in shape may contain cquip-
ment boxec, greatly complicating the geometry. These equipmert boxes may
be connnected to the outer cavity walls by circuits which have effective
impedances varying from essentially short-circuit values to open-circuit
values. Thus, the effect of these objects in the cavity can greatly com-
plicate the IEMP response of the system. With the introduction of the
double-cylinder IEMP capability of the DYNA2CYL code comes the opportunity
to make predictions of the effects of objects in a cavity connected by
arbitrary circuits to the cavity walls. The code is currently limited to
ar interior cylinder anywhere on the axis of the outer cylinder and con-
nected by a resistive load to the outer cylinder (. =2e Section 2). This
geometry and circuitry can model many cases of interest with much g eater
accuracy than was formerly available.

Results of calculations performed with DYNA2CYL, presertced in the
following subsections, will shew the effects on IEMP of placing an object
such as an equipment box inside the cavity.

Results are presented for end-on irradiation for three cases:

1. An empty cylinder,
2. A cylinder within a cylinder (open-circuit)
3. A cylinder within a cylinder {short-circuit).

Results for both moderate and high space-charge limiting are presented,
Moderate space-charge limiting occurs when the ratio of peak transmitted
current reaching the rear face to the emitted current is approximately half
the value at low-fluence emission. Hign space-charge limitin) is the des-
ignation used when the ratio of transmitted to emitted current is less than
10% of the value at low levels.

The values chosen for cavity size, emitted electron energy, and time
history are typical for IEMP. Although emission from all faces occurs in
practical problems, forward emission from the outer cylinder face only is

considered here. This facilitates the interpretation of the results and

13
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is not unrealistic when ‘everse emission from objects within the cavicy is
less than the forward-emitted currents from the outer con*tainer walls.

3.2.2 Problem Definition

The basic test problem is a cylindrical cavity with a length and
diameter equal to 40 cm. Monoenergetic electrons with a velocity of
ix 198 m/sec (20 keV) are emitted within the cavity, with a triangular
pulse shape. A pulse rise time is chosen to be approximately 10 times the
transit time for light across the cavity, a situation which will produce
a quasi-static response at moderately low fluences and dynamic response
at higher fluences. Hence, the pulse rise time is chosen to be approxi-
mately 10 nsec. Peuk emission current density levels are 0.1 and 1 amp/cmz,
corresponding to moderate and high space-charge limiting. For probliems
in which an inne cylinder is considered, a cylinder of 20 cm diameter
and length has been chosen.

Fields and currents are predicted throughout the cavity. However, the
electric field at the emitting face and the magnetic field at the rear sur-
foce are of particular interest. The entire problem geometry and field

locations are shown in Figure 3-1.

3.3 RESULTS OF CALCULATIOMS

3.3.1 Moderate-Fluence Results

Results for an open- and short-circuited cylinder within a cylinder
are compared to results obtained with an empty cylinder. Of primary inter-
est is the electric field at the emitting surface and the magnetic field
at the rcar surface wall.

There exists a printout option in the DYNA codes which allows time-
dependent tracking of electron trajectories. Electron trajectories for
the three cases identified above are shown in Figure 3-2. Electron paths
are shown for times near the peak of the emitted electron pulse. Because
of the slow variation of the emitted electron pulse, the trajectories shown

corierspond to quasi-steady-state.

Brief comments about the cases follow.
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Figure 3-1. Configuration used to determine the effects of the
inner cylinder with the DYNA2CYL code
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a. Empty Cylinder

A modicum of space-charge limiting tends to bend electron trajectories
towards the side of the can and reduce current transmitted to the rear face.
In a strictly one-dimensional calculation, a fraction of the predicted
charge would be returmed (incorrectly) to the emitting face.

b. Open-Circuit Double Cylinder

Charge striking the inner cylinder cannot retum to the emitting walls,
and therefore, charge continually builds up. However, sufficient charge
does not accumulate on the inner cylinder in the time frame of the pulse

(moderate fluence only) to severely alter the electron rrajectories.

c. Short-Circuit Double (ylinder

Short-circuiting the inner cylinder effectively reduces the potential
at the center of the cavity, thus pulling electrons toward the center

cylinder.

The electric arnd magnetic fields for each of the three cases are
shown in Figures 3-3 and 3-4. Comments regarding differences in the fields

follow.

Electric Fields

The electric fields for the empty cylinder and open-circuit cylinder
are essentially the same for the first part of the pulse. The same amount
of charge exists in the cavity regardless of whether it is in the free
space or contained on the inner conducting cylinder. At late times, the
charge in both cases ternds to fall as electrons leave the cavity. However,
the field remains at a significant level and in f{act will reach a steady-
state (non-zero) value at extremely late times for the open-circuit cyl-
inder case. This is, of course, because charge is trapped on the isolated
cylinder.

For the short-circuit cylinder, the electric field at the face
increases for a time approximately equal to the electron flight time from
the emitting face to the inner cylinder. After the charge strikes the
inner cylinder, it quickly leaves the cavity (transit time for light is

short compared to electron transit time in this problem), and the electric
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Figure 3-3. Electric field at the center of the emitting face of the
exterior cylinder for three cases, low current density
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Figure 3-4. Magnetic field at the outer wall of the exterior cylinder
at the end away from the emitting surface for three cases,

low current density
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field does not substantially increase thereafter, zlithough there is some
increase due to charge “illing the remainder of the cavity.

Magnetic Fields

The magnetic field is considerably reduced for the opan-circuit object
within the cylinder when compared to the empty cylinder, The fields are
reduced because the net current transmitted to the rear face is substan-
tially reduced by the shadowing effect cf the inner cylinder. On the other
hand, the magnetic field is increased by almost a factor of two when the
center cylinder is short-circuited to the rear face. The prosence of the
inner cylinder considerahly reduces the space-churge limiting and causes

more current to flow,

3.3.2 High-Fluence Results

Th: same problem is nuw treated, a~xcept that the enission currents
aie increased by an order of magnitude to produce a high degree of space-
charge limiting. Electron trajectories corresponding to the open and

shurt-circuited inner cvlinder cases are shown in Figure 3-5.

a. Open-Circuit Cytinder

Figure 3-5 shows electron trajectories for the open-circuit case for
electrons emicted at 5 nsec, ovr half-way into the pulse. Charge initially
stri:es the inner ¢) linder and produces ~xtremel!y high fizlds and poten-

tials, causiry the ejecvrons te be deflected to either the emitting faze

or the side wai's.

b. Short-Circuit Cylinder

The growding of the inner cylinder permits the charge striking the
cylinder to flow to ground. The ccrrespording low fields produce smaller
perturbations (n electron trajectories.

The electric and wagnetic fields corresponding to these two cases are

shown in Figures 3-6 and 3-7, and are discussed briefly below.

Electric Fields

The electric fields for the open- and short-circuit cases appear to

be surprisingly similar. One would at first think that the electric field
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for the shert-circuit cylinder would he significantly smaller than that
for the open-circuit cylinder. The fact is that, for highly limited con-
ditions, the electiric field at the emitting surface i3 quite insensitive
to the conditions in the remainder of the ca: ty. The fiwld distridbutions
in space and potential di fferences between the emitting surface and points
in the cavity do, however, Jdepend strongly on the details in the cavity,
Thus, the electric field at the emitting surfuce is not a good indicator
of the degree of space-charge limiting.

The effective decrease i rise time due to the rarly onset of space-
charge limiting excites resonant cavity modes and yproduces an oscillatory
response in both electric and magnetic fieids.

Magnetic Fields

Because of the high degree of space-charge limiting for the open-
circuit cylinder, relatively small amounts of current are transmitted
across the cavity. The magnetic fields are lower than for the short-
circuit c¢ylinder.

3.3.3 Summary of DYNA2CYL Results

in summary, the fields and currents within a cavity equipment bdox,
satellite, etc., can be significantly affected by the presence of ~iects
and the grounding used for these objects. The response in terms of wmag-
netic fields and transmitted currents c¢an be significantly increased by
the reductivn of the space-charge barrier. On the other hand, highly
space-charge-limited electric fields in the vicinity of emitting surfaces
(e.g., where many svstems cables may bh> located) are insensitive to objects
within the cavity. There, a fairlv accurate description of fields within

the cavity may be possible even when the cavity is quite irregular.

3.4 DYNASPHERE CODE CHECK-OUT

In this scction, comparison is made between DYNASPHERE and the quasi-
static code TSPHERE to che<k the accuracy of sel{-consistent routines. in
the following subsections, comparison is made with the semi-analytic code
LFLUX (Ref. 3) at low fluence where space-charge limiting is not a

consideration,
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The configuration used for comparison is shown in Rigure 3.8, in which
electrons ere emitted from the inner half-spliere. Surface currents and
eiectric fields are computed and compared in chenk-out problems. Compari-
sons are presented detween the total surface current on the sphere passing
across 4 plane through the sphere at 90° froa the incident photon flux,

SURFACE CURRENT
PASSING TRROUGH
PLANE AT © = 90°

/

ELTCTRONS

nT-02717
Figure 3-8, Configuration for comparisons of the dynamic DYNASPHERE

code with the quasi-static TSPHERE code and the low-
fluence LFLUX code

3.¢.1 Comparison of DYNASPHERE and TSPHERE for SCL Conditions

Surface currcnts obtained on the inner sphere of a concentric sphere
geometry, using the newly developed DYNASPHERE code. have been compared
with results vbraired from the earlier TSPHERE code under hoth non-space-
charge-limited (NSCL) and space-charge-limited (SCL) conditions. TSPHERE
is & comcentric-sphere SGEMP code which is the forerunner to DYNASPHERE.
A complate description of TSPHERE can be found in Reference 2. TSPHERE
and DYNASPHERE treat siwilar geometries, hut TSPHERE employs the quasi-
static approximation to obtain electric fields and DYNASPHERE employs the
full Maxwell's equation scot to obtain the fields.
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Results obtained with the two codes are expected to agree for long-
pulse-length low-fluence problems where the quasi-static approximation has
been shown to be valid. Comparisons were performed for a concentric spher-
ical region with an inner radius of 2 meters and an outer radius of § meters.
A slowly rising pulse with a long pulse width was chosen for purposes of
comyaring with the quasi-static code. The emission current pulse is trian-
gular with 100-nsec rise and fall times. The pulse rise iime is approxi-
mately equal to the electron flight time across the cavity. A spectrum of
electrons with an average energy of 5 keV was emitted outward from the inner
sphere with a level proportional to cos @, falling off to zero at the side
(0 = 90°) of the inner sphere. Peak emission current densities of 0.42
and 4.2 amp/m2 were chosen, corresponding to little space-charge limiting
and moderate space-charge limiting.

Electrons were emitted from six points on the forward half of the
inner sphere. TSPHERE c¢mployed 17 radial and six angular zones. The radial
zones were finer near the inner sphere and coarser near the outer sphere.
This zoning was used to describe the steep gradients which occur near the
inner sphere under high-fluence conditions., DYNASPHERE employed 17 x 6
zoning grids with equal spacing everywhere for the low- and medium-fluence
cases. Thirty radial and six angular zones equally spaced were employed
for the high-fluence case. The emission electron energy spectrum was broken

into 12 bins. Results were obtained for the first 350 nsec ¥ the pulse.

a. Low-Fluence Results

Results for the surface currents cn the inner sphere at 90° to the
incident photon direction are shown in Figure 3-9. Agreement between the
codes for the low-fluence case seems to be good. This agreement is expected
because of the long pulse length and lack of fields affecting particle tra-
jectories. Note the time labelled nR/Zc on the graphs. This is the time
required for lighit to travel from the © = 0 position to the © = 90° posi-
tion on the inner sphere. The DYNASPHERE surface current displays a time
lag evidenced by its values being somewhat lower than TSPHERE results dur-
ing this time interval. TSPHERE does not take this retardation into account,

so its surface currents rise more steeply at the beginning of the pulse.
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Note that the peak of the surface current occurs at a time later than
the peak of the emitted current pulse. The reason for this is that the

electrons must move out almost one spherical radius before they induce the v }
maximum current on the sphere. Thus, the lag betwecen the cmission current
peak and the surface current peak is approximately equal to the time required )

for the electron to move out to a large fraction of the sphere's radius.

b. Moderate-Fluence Case

At higher fluences there is space-charge limiting. The emitted pulse
of current begins rising until a point is reached at which the currents
pulied back to the sphere are approximately equal to the emitted currents,

The currents induced on the sphere do not substantially increase after

this point, and therefore, the effective rise time of the driving function

(emitted electrons) is decreased. When this happens, cavity oscillations
may be introduced. This is the case here, and the oscillations are shown
in Figure 3-10. Note that both the quasi-static TSPHERE and dynamic DYNA-
SPHERE show the decreased pulse rise time (compare rise times in Figures
3-9 and 3-10), but that the DYNASPHERE code displays an oscillating solu-

tion characteristic of the dynamic response of the cavity, whereas TSPHERE

does not. The theoretical characteristic period of oscillation for a double
spherical cavity (radii 2 and 5 meters) is approximately 50 nsec, a value
which compares favorably with the results of Figure 3-10.

»

3.4.2 Comparison of DYNASPHERE and LFLUX for :
Short-Pulse-Length Problem, NSCL

OARTIOR

The comparison of DYNASPHERE with an existing SGEMP code reported in
the previous section was valuable for testing the new code for consistency

with earlier methods for long-pul.e-length problems and space-charge-iimited

currents. That comparison does not provide a test of the dynamic capabil-
ities of the new code, however. To obtain this check-out, DYNASPHERE was
compared with the existing LFLUX code on a moderately short-pulse-length
problem. LFLUX is a concentric-sphere SGEMP code in which electron motiocn

is not consistent with the electric and magnetic fields. Therefore, its

results are valid only for low-fluence conditions.
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The comparison of DYNASPHERE with LFLUX was made on a low-fluence prob-
lem in which the pulse width was cospareble to the L/c time of the cavity.
The L/c tims is the characteristic time for light to traverse the cavity.
Studies made with the IRT DYNACYL code for the solution of Maxwell's equa-
tions in finite cylinders have shown that pulse widths comparable to the
photon flight time can cause large effects directly attributable to the
dynamic terms in Maxwell's equations (see Section 5). This test problem
should, therefore, be a good check-out of the dynamic capabilities of the
DYNASPHERE code.

The contiguratiun of the test problem is illustrated in Figure 3-8 and
in the inset of Figure 3-11. The inneir and outer sphere radii were 2.3 and
15.2 meters, respectively. Electrons of 7-keV energy were emitted straight
out from the forward half of the inner sphere with a uniform spatial distri-
bution. The pulse had a 45-nsec rise time, l0-nsec flat top, and 45-nsec
fall time. The photon and electron flight times were roughly 40 and 200
nsec, respectively. The peak emission current density was 0.11 amp/mz,
which resulted in no effect of the fields on electron trajectories.

In the DYNASPHERE runs, the region between the spheres was broken into
45 radial and 10 angular zones of equal spacing. Electrons were enitted
from the centers of the angular zones, which were in the forward direction.
The time step employed was 5 nsec, which allowed for a reasonable descrip-
tion of the emission-electron pulse shape without causing large computer
costs. LFLUX employed approximately 120 radial zones. The angular depen-
dence in LFLUX is done semi-analytic~lly, employing Legendre polynomials.
In this case, the first five were used, which was equivalent to six angular
zones in the direct-differencing method. The tire step was 1.33 nscc. The
velocity of the electrons is 5 X 107 m/sec. A quick calculation will show
that both the DYNASPHERE and LFLUX time steps were consistent with their
radial zone sizes in that the electrons moved approximately one zone each
time step. DYNASPHERE zoning is somewhat rougher than LFLUX zoning because
its capability to handle the entire fluence range requires particle-
following to obtain currents as opposed to analytically specifying them.

This increased capability results in higher computer costs.
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The results of the comparison are shown in Figure 3-11. Surface cur-
rents at 90° on the inner sphere obtained from the two codes are plotted
versus time. Agreement is seen to be excellent. The minor disagreements
may be attributable to the rougher grid sizes employed by DYNASPHERE. Both
codes show roughly the same values for the peak surface current and also
the peak values in the oscillations due to cavity resonances. Also, the
period of the resonances is the same in both codes. This period corresponds
roughly to the time for light to traverse the cavity, which is the period

expected for the oscillations.
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Figure 3-11. Comparison of surface currents at 90° versus time from the
IRT DYNASPHERE code and the Mission Research LFLUX code.
Medium-pulse-length case with pulse length << electron
flight tis ., low fluence,




4. APPLICATIONS AND PARAMETER STUDIES

Dynamic, time-dependent codes now exist to treat several geometries
of interest for systems and phenomenology studies. These codes have been

exercised over a range of parameters of interest to investigate the char-

acteristics of the solutions and sensitivities to the variovus input param-

eters. A number of results from these parameter studies are presented here.

The primary input parameters of interest are: s

3
¢

i. Emitted electron energy (or velocity) spectrum,
2. Dimensions, K

3. Pulse time history,

i s it

4. Emitted currvent levels (or photon fluence).

R e L et

Many variations are possible, including spatial distribution of emit-

2

(4

ted electrons, geometry variations, emissions from various surfaces, time-

(. e R L

dependent emitted-electron energy spectra, effects of time-phasinyg electron
emission (i.e., angle of ircidence effects), etc. The study reported here
is restricted to the four basic input variables identified above because

: they appear to be the most fundamental as well as the most interesting,

il

A ' Also, certain of the parameter variacions mentioned above (such as effects
of emitted angular distribution) were reported previously (Ref. 3).

il et s a0

4.1 APPLICATIONS

i

; Two fundamentally different types of problems can be treated by ;
either the DYNACYL or DYNASPHERE code. One consists of the '"outside F

roblem,'" in which e¢lectrons are emitted from the surface of the inner
P

object towards the outside surface. The inner object is representative

of an isolated body such as a satellite, while the outer object can be
representative of a satellite test chamber. The external response of
the obje:t in free space may be investigated by moving the outer boundary

out to a very large distance, thereby approximating a surface at infirity.




The second type of problem is the "inside problem,'" consisting of
emission from the outer wall towards the inside in which there might or
might not be an inner object., If present, the inner object might or might
not be connected to the outer boundary wall. The outer cavity wall is rep-
resentative of an equipment box, an electronics box, or a missile cavity,
while the inner object might be an equipment box or other structural
element.

The outside problem described above has become known as the system-
generated electromagnetic pulse (SGEMP) problem, while the inside problea
has retained the name of intermal electromagnetic pulse {IEMP) problem.
The nomenclature is admittedly confusing, and the distinction between the
two problems diminishes as the cavity becomes more and more open to the
outside,

In this section, we consider only the outside problem and treat the
inside problem in the next section. The DYNASPHERE code is exercised

ing a wide range of variables,

In the following studies, calculations were made for a 2-meter-radius
« ere with electron erission occurring from one-half the sphere, as shown
in Figure 3-8. The electron energy distribution is approximately Maxwel-
lian with an average velocity of 0.1 to 0.2c unless otherwise noted.
Pulsc time histories are triangular, with rise times equal to the pulse
wi. 5. Electron fluen:e levels are variable and have been adjusted to
correspond to either low, medium, or high space-charpe limiting. ‘'Low-
.luence" solutions correspond to emission levels wnere there is no space-
charg. limiting and the sclution is essentially linear. All charge emit-
ted from the i1nner sphere is transmitted to the outer sphere. ''Medium
fluence' corresponds to the situation where : modicum of limiting occurs
and approximately 10% of the emitted charge is abie to escape from the
inner sphere to the outer sphere. 'High fluence" corresponds to a great
deal of limiting whereby only 1% or less of the emitted charge escapes.

In all cases, the response parameter of interest has bcen chosen to
be the surface current crossing a plane which passes through the sphere
at an angle © as shown in Figure 3-8.
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Before presenting the resuilts of the parameter study, a few remarke

sbout scaling laws will be made to indicate how the results of the present
study can be generalized.

4.2 SCALING LAWS®

A detailed discussion of scaling laws is given in Appendix A. A sum-
mary of these results follows.

Solutions can be obtained directly {or a whole class of problems from
a single solution obtained for one set of parameters. Thus, the solution
for a single set of parameters has a wider range of applicability thun for
the particular set of parameters chosen. Solutions are identical if the

input parameters are changed by the following factors.

t* = t/a (time)

R” = R/a {(dimension)

' = al (fluence)

v: = v (electron velocity)

The solution scales if the time and dimensions are compressed by a,
the incident fluence (or total number of electrons) is increased by the
same factor a, and the elcctron velocity (energy) is unchanged. When the
input parameters are varied in this first fashion, the electromagnetic

field quantities will change in the following way.

E* = aE (electric field)

H® = aH (magnetic field strength)
Ve =V (potential)

1" =1 (current)

J* = a2J (current density)

p- o= azp (charge density)

As an example, consider the solution to a problem obtained with a
pulse of characteristic time t, dimension L, peak current density .J , and
electron velucity v. The solutions ob..iined for this problem are denoted
by E, H, V, I, J, and p. For problems in which the pulse characteristic

time is shortened by a, the dimensions made smaller by a, and the peak

*The work described in Section 4.2 and in Appendix A was carried out
at IRT, supported by IR§D funds.
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exission current density increased by u2 (one factor of a for the increase
in fluence and one factor for the decrease in pulse width), the solutions
will be oF, o, 1, alJ, and a’p.

The solutions presented in the following sections were obtained for a
specific set of parameters characteristic of those found in certain problems
of interest. However, these resuits can be directly scaled to obtaiu solu-

TP

tions for many other ranges of parameters of interest.

]

e LN
4

4.3 PARAMETER STUDY CF RISE TIME 4
5 4.3.1 Generai Background E
{ A parameter study of pulse rise time has been performed in which the :
; rise time and pulse width (e.g., primary frequency components) are varied g
through a range where dynamic or resonant effects may he important. Reso- H

nances are usually excitcd when the excitation pulse has significant energy

Palas . p Les

content in the frequency range of the structural resonances. Generally,
this occurs when the pulse has a rise time and pulse width shorter than the
transit time of light across tne object of dimension L,

J

N ~
tr < L/¢ .

e~

Higher-order modes, of course, can be excited with pulses of shorter risc

L

times (higher-fr2quency content).

o el i L o i

The lowest-order mode for a sphere of radius R is approximately

- = 0.8¢ 3
R °* 3

which corresponds to a frequency of 0.8c/2rxR. The lowest-order mode for

the sphere can be strongly excited with a pulse having a characteristic

time in the range® of

_0.34 _ 0.27R
T f ¢

T

Thus, a pulse of approximately l6-nsec rise time and width may couple

efficiently to the 2-meter-radius sphere considered in this parameter

. ‘:,.‘JV.

*a .- '"e of rise time t . s a significant amount of energy close
to the f1 -oiney £ = 0.34/t,.
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The previous discussion pertains to an isolated sphere in free space.

g However, DYNASPHERE solutions are obtained with an outer spherical boundary. ‘ﬁ
3 This boundary will not perturdb the solution for the isolated sphere for the i
; period of time required for light to traverse to the outer wall and back to f

: the inner surface. This period of time is designated “"clear time" and is

3 simply

2R, - ®

? tc - c :

% where Ry is the outer boundary wall radius.

4 ' g

Resonant frequencies for concentric spheres are shown in Figure 4-1
; as a function of ocuter spherical radius for an inner sphere radius of 2
. meters. The primary frequency content in 50-, 30-, and 15-nsec pulses are *
marked on the vertical scale for comparison.

Surface currents for a 2-meter sphere {outer boundary radius of 10
meters) as a function of time are shown in Figure 4-2 for vacious angular
slices around the sphere. The pulse width and rise time of the emitted
electron pulse is 50 nsec. It is evident from Figure 4-1 that such a pulse
has a frequency content below the lowest-order mode associated with the
s double-spherical cavity and, therefore, should not strongiy excit: the

E cavity. Indeed, the solutions shown in Figure 4-2 do nct display any
oscillatory bechavior.

erREpTmE

3

We now point out several characteristics of these solutions. Note
that tl.. peak in surface current occurs at approximately 20 nsec after the
peak of the emitted electron pulse. This delay time cannot be attributed
to the finite speed of light between 6 = 0 and @ = 90°, which is only on
the order of td “ (w/2)(R/2) = 10 nse¢, Furthermore, if it were due to
light delay, the surface currents would peak at different times for the
different angles.

e A T L AT i

i

The delay is caused by the finite time required for the electrons to
move away from the sphere a sufficient distance to induce maxisuam surface
currents on the sphere. If we consider a single electron moving away from _ f
a sphere, we find thet the maximum surface current is induced immediately ;
1 after the electron leaves the surface. However, if we consider a stream . ?
| of electrons moving away from the surface, we find that cach electron

34
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contributes significantly to the surface current until it reaches 1/2 to
3/4 of a radius., The surface current continues to rise as eiectrons are
emitted wntil the clectron stream resches 1/2 to 3/4 of a radius, at which
point the surface current reaches its peak., Thux, the delay time heotween
the emission peak and the surface current peak is simply the time required

for the electron to reach a distance of approximately 1/2R,
For the example problem, we are considering this delay time as
R{2 . ol = 20 nsec .

t _
d Ve 0.15%¢

N .
b B 1 S

4

Thus, a delay time of 20 nsec added to the 50-nsec pulse rise time results i

3
i

in a peak surface current at approximately 70 nsec, as thown,

A secvond characteristic of interest is the ratio of peak emitted cur-
rent to peak surface current. We define the peak emitted current len to
be the sum of all peak surface current densities; i.e.,

[y g &
Ie - Jp (r.tp) ds ,
where tp is the time at which the local emission current density is peak.

The peak surtace current is the total peak current flowing across a plane
at the angle where the maximum current flows; i.e.,

»

Isurf (8y) 'Iksurf (Bn"p] de .

The angle 6‘ at which the peak surface current flows is dependent upon the

il

Bl st b

assumed eaissicn pattern.  For half-sphere emission assumed in these stud-
ies, the maximum occurs close to 90°. It is evident in Figure 4-2 that

- i

the surface currents at 0 = 45° and 135" are lower than the current at
e = 90°,

The ratio of peak surface current to peak emission current is depen-
dent on several factors including total emitted charge, pulse rise time.
and electron velocity. For highly space-charfe-limited problems, the
ratio can be 10"z or less. Even for low-emission-level situations where
no charge returns, the ratio can be significantly less than umity for
fast puises and slow electrons. The ratio can approach 0.5 for half-
sphere emission when the pulse rise time is long compared to the time
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required for the electrons to travel to 1/2 to 3/4 of the spherical
radius” (see Appendix C).

¢ >R

T v
e

For the present example in which there is no space-charge limiting, the
rise time would have to be greater than 2 meters divided by v, = 0.1c, or

66 nsec, for the ratio I f/Iem to approach 1/2. The rise time is 50 nsec,

sur
and therefore, the ratio should be somewhat less than 0.45. The actual

ratio is ~3.85/14.5, or 0.27.

4.3.2 Rise Time Variation

Surface currents at © = 90° ar: shown together in Figure 4-3 for
pulse rise times of 50, 30, and 15 nsec., The pulse width is fixed at
50 nsec, and the peak emission current density is identical for all three.
We note that the rise time of the surface current decreases with decreas-
ing photon pulse rise times. The delay time between the peak in surface
current and the peak in emitted current remains on the order of 20 to 25
nsec for all three cases.

Resonance begins to appear as the pulse rise time is decreased from
50 to 15 nsec. This resonance is associated with the presence of the
outer sphere rather than an isolated sphere. Note *he slight increase
in current at a time slightly later than the t: ;: mquired for the wave
to travel to the outer wall and back to the inner sphere.

Strong resonances are not excited for any of the pulses due to the
slow velocity of the electrons. It must be remembered tihat the peak sur-
face current does not occur before the electrons move out approxiiately
1/2 to 3/4 of a radius regardless of pulse rise time. For slow electrons
(v = 0.1c), this minimum time is greater than the time required to excite
resonances. Thus, we see evidence that the quasi-static solution pre-
vails when the electron transit time across a characteristic dimension of
interest (“R) is slow compared to the transit time for light, even when the

pulse rise time is fast. This result is demonstrated in the next section.

*The point at which the electrons no longer effectively contribute
to the flow of surface current.
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SURFACE CURRENT AT 90° (amp)
~n

! l l T T
DPF PHOTGH SPECTRUM
4 |- PHOTON PULSE LON FLUENCE
RISE TIME (NO LIMITING)
(nsec) /'\\
15 / \

30

ALL CURVES CORRESPOND
TO PHOTON PULSE WIDTH

RT-09934

Figure 4-3.

OF 50 nsec

1 L | 1 ]

40 60 80 100 120
TIME (nsec)

Surface current at 90° location on a 2-meter-
radius sphere; constant pulse width and fluence,
various rise times
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4.4 ELECTRON VELOCITY VARIATIONS

In the previous section, it was stated that the electron velocity is
a controlling factor in determining resonance effects., In this section,
we explicitly demonstrate this fact by comparing two sample calculations
for which the mean electron speed has valucs of ~0.15¢ and ~0.9¢c, with
all other parameters the same.

A 20-nsec pulse width and rise time were chosen. A low emission cur-
rent density was chosen so that neither problem would be space-charge-
limited. The only difference in the input parameters to the two problems
is the velocity distribution of the photo-emitted electrons.

An outer boundary radius of 22 meters was chosen so that enough clear
time (V120 nsec) is available to cbserve resonances of an isolated sphere.
The results of this cxercise are shown in Figure 4-4, It is evident that
the surface current corresponding to the lower-velocity electrons does not
exhibit an oscillatory response, whereas the current corresponding to the
fast electrons is clearly coscillatory. Note also that the delay between
the peak of the surface current and the peak of the pulse is diminished
for the high-velocity electron problem; the electrons reach 1/2 to 3/4 of
a radius sooner. The surface current responses in Figure .!-4 are normal-
ized to the same peak value to emphasize the ditference in the oscillatory
behavior. The actual peak value for the ''fast" electrons exceeds that of
thce "slow" electrons by about a factor of three.

The preceding results would be much more pronounced for an emitter
with a geometry associated with high-Q resonances. It is well known that
sphere resonances are highly radiation-damped, whereas, for example,
dumbbell-shaped objects rewonate with a much lower frequency, in propor-
tion to their characteristic dimensions, and ring down relatively slowly
compared to the sphere case. It is not our purpose here to demonstrate
extreme resonance effects, but rather to present the fundamental physics
of SGEMP-induced surface current resonances,

An important point wovth repeating is that the characteristic time
for determining the effective spectral content of an SGEMP excitation is
related to the time required for the photo-emitted electrons to mcve out
an effective distance from the system, in addition to the rise time of

the photon pulse,
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4.5 FLUENCE VARIATIONS

All the previous parameter variations have been performed for low-

fluence electron emission where virtuully no space-charge limiting occurs.

In the next series of problems, we begin with a iow fluence and progres- -
sively increase the fluence while holding all other input parameters con-

stant. A pulse width and rise time of 20 nsec have been chossn. The _
inner radius is 2 weters and the outer radius 10 meters, corresponding :
to a clear time of approximately 50 nsec. Emission currents vary froa

a low of 3.2 alp/nz up to a high of 3.2 x 104 a-p/nz. The corresponding
surface currents are shown in Figure 4-5. Oscillatory behavior after 50
: asec is associated with electromagnetic waves between the inner and outer F_fé
walls, while oscillatory behavior before 50 nsec, exhibited at the higher
fivences, is associated with the inner sphere alone. [

We note several interesting aspects of these solutions in the follow-
ing subsectioms.,

5
3

4.5.1 Peak Surface Currents

7 srnt WL W L T T ST ORI

PR TIOTT "YW

The peak surface current as a function of emission current is shown

in Figure 4-6. The onset of space-charge limiting occurs at an emission :
current of several amp/mz, and a further increase of 4 orders of magnitude Pl

in emission current results in an increase of a factor of 50 in surface :

{-. ' current. Thus, space-charge limiting is very effective in limiting the j i
’ replacement currents flowing on an object.

4.5.2 Rise Times of Surface Currents

FTCTAY SRS INIER SPY

3 ; It is interesting to note the effective decrease in response rise s
time as the fluence is increased. The time at which the peak surface
current occurs is shown as a function of fluence in Figure 4-7. Note
that the effective rise time of the response can be rignificantly shorter

than the rise time of the emitted electron pulse. This shortening of the

g
o L
oy TS
W :.ii.u};’-;-t it e e 3

surface current rise time occurs because the space-charge-limited clec-

B4 FFR T

trons do not travel far from the surface before they are turmed around
and returned to the surface. The response is, therefore, significantly

‘
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smalles than it would be in the asbsence of space-charge limiting, and it
is also significantly faster (with more high-frequency spectral content).

4.6 DIMENSIONAL VARIATIONS

All previous solutions have been obtained with an inner sphere of 2
meters. Solutions for other dimensions can be obtained directly by using
the 3caling laws described in Section 4.2 and Appendix A. In this section,
we investigate effects arising from changing the ratio of inner spherical
radius to outer radius. '

Solutions have been obtained for an inner sphere of 2 meters and an
outer sphere of 4, 16, and 22 meters ar low fluences, Solutions have also
been obtained for an outer radius of 4 and 10 meters at medium and high
fluences. The clear times are marked on each figure, and it is evident
when the wave reflected frow the outer sphere returmms to the inner sphere.

Figure 4-8 shows the surface current response at 90° on a 2-meter-

radius sphere for radiation from a DPF photon spectrum with rise time and

i T LS T I 1 T
™\
[ g ’ -
Jol-  PEAK EMISSION / \\‘/RO <4m _
CURRENT = 40 amp [/
// \

= \
= / \
Lt
g 6_‘ —
=
(&
/
& 4 / —
3

2= —

' CLEAR TIMe, R0 = 4m
0 [ l l | l 1
0 10 20 30 40 50 60 70

RT-09939 TIME (nsec)

Figure 4-8. Surface current at 90° on a 2-meter-radius sphere
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pulse width both arbitrarily set equal to 20 nsec,
with 4-meter radius, corresponds to a clear time of
outer sphere corresponds to an B4-nsec clear time,

small outer sphere, Note that virtuzlly no hint of

is seen,

The small outer sphere,
only 12 nsec. The large

Clearly, the surface

current asplitude is enhanced by ebout 50% by the interactions with the

oscillatory behavior

Figure 4-9 shows the same problem as that of Figure 4-8 except for an
outer sphere of 10 meters and a higher photon fluence, corresponding to

120 T | T l
100 |~ —
= 4m
80 - 0 -
= 60 u
3
[
r
E@ 40 ! \\
= /
3 \
S , \
2 20 - [ cLEAR TIMe, 0\ CLEAR TIME, '\ A
o R0 =4 m Ry =10m \
o ’
% / t \ \
by 0 ﬁ\.f"’l \
PCAK EMISSION CURRENT \
CURRENT = 4000 amp \
-20 -
-40 - -
-60 ] 1 l i ! | ]
0 10 20 30 40 50 60 70
RT-09940 TIME (nsec)

Figure 4-9. Surface curvent at 90° on a 2-meter-radius srhere




noderate spuce-charge limiting. (The peak emission current is sbout 4000
amperes in this 2xample.) Dynamic effects are apparent after the occur-
ronce of each clear time. The small outer chamber (Ro = 4 m) produced
sbout & 50\ smplification of the peak response, with a corresponding over-
shoot between 40 and 60 nsec that should significantly enhance the high-

frequency spectral content of the surface current.
.
At a higher photon flusnce level corresponding to 4 x 10° amperves,
the same exsmple is repeated in Figure 4-10. In this case, the charge
' density just outside the emitting surface i3 great enough to produce plasma
E oscillations in interaction with the rapidly changing electric fialds near
- ! 1 T T T
PEAK EMISSION CURRENT = 4 10° amp
£ 409 I~ -
]
:
1
r =4 m
- <o R. =
' £ 200 v /DB o> 10m -
: = ! \
5 - \
E = \1t
E" & 100 Y \ =
f o CLEAR TiME, \-\ CLEAR TIMt,
! W Ro =4 m RO = 10m
o0
3 = -
4 2\ /
X \‘

-100 —

-200 I~ -

-300 i i 1 | 1

0 16 20 30 40 50
RT-09941 TINE (nsec)

Figure 4-10. Surface current at 90° on a 2-meter-radius sphere
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the surface, It appears that such plasma oscillations could be producing
the shorter time scale oscillations in the surface current curve in Fig-
ure 4-10. The dyramic interactions again introduce ahout a S0V incrense
in the pesk surface current, and a substantial overshoot between 35 and
50 nsec, in this caze. Therefore, the medium- and high-flwnce dynamic
interactions are qualitutively the same except for the apparent plosma
oscillations in the high-fluence case. Table 4-1 summarizes the dynamic
effects shown in Figures 4-8, 4-9, and 4-10.

Table 4-}

SUMMARY OF DYNAMIC INTERACTIONS CETWEEN A 2-METER-RADINS SPHERE
AND A SMALL OUTER CHAMBER (Ru = 4 m

Peak Surface Current Time Dependence
Photon Fluence Amplification of the Response
Low About S0% Monopolar - no osciilations
Medium (moderate limiting)  Ahout 50% Bipolar - cavity period
apparent
High (extrene limiting) About 50% Bipolar - cavity period
apparent - plasma oscilla-
tions apparently superim-
posed on cavity ringing
48
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5. COMPARISONS OF QUASI-STATIC AND FULLY DYNAMIC SOLUTIONS FOR
ELECTROMAGNETIC FIELD CALCULATIONS IN A CYLINDRICAL CAVITY

5.1 INTRODUCT ION

The quasi-static approximation has been used extensively in the past
in many calculations and computer programs for the sclution of electromag-
netic fields and currents resulting from radiation exposure of cavities of
different geometries. A number of qualitative arguments have been used to
justify the use of the quasi-static approximation, hut no quantitative
results have been reported to jdentify the range of upplicability of the
quasi-static approach or the magnitude of the errors introduced by the
approximation. The fuily dynamic code DYNACYL (Apperdix D)} has been applied
to a number of situations to identify the ranges of validity for the quasi-
static approximation.

5.2 DYNAMIC CODE

The dynamic code was developed tu treat a geometry consisting of two
finite concentric cyvlinders, each of arbitrary length. The fields are cal-
culated for a cylindrically symmetric region enclosed in a perfectly con-
ducting can, The laws governing the generation of the fields are Maxwell's
equations, and solutions are obtained by a finite-differencing scheme.

Maxwell's equations are solved in cylindrical coordinates, assuming
rotational symmetry about the cylinder axis and symmetry as far as direc-
tian of rotational motion is concerned. The rotational symmetry is similar
to assuming that all derivatives with respect to azimuthal angle are :ero.
However, this still leaves the possibility of currents in the azimuthal
direction (toroidal currents). The assumption that there is no preferre
direction of rotation eliminates this possibility. The form of the reduced

equations is
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These equations . expressed here in MKS units, are solved for the radial
and axial components of the electric field (Er. Ex) and the arimuthal mag-
netic field (H‘). The wedium in which the fields are generated has the same
pertittivity snd permeability as a vacuum, The region of interest is sur-
rounded by perfectly conducting walls., It is assumed that all fields are '
initially tero, so the three equations above imply the divergeice equations

:E.

BRI S

R e Mt

V'COE‘D

and .-
VeuH=0 : .

1€ the charge density p it detevmined bdy

% _ 1 a(rJr) ) &J!
at T ar a

From the form of the equations, it is clear that they represent the

time evolution of the fields driven by the current. Thus, it is the cur-

ARl {2 L Xt s D S L

rent which must be specified to determine the fields.

Ll g

5.3 QUASI-STATIC APPROXIMATION

There are 3 number of ways to view the quasi-static approximation,
which ignores retarded potentials. Solutions are obtained by assuming
that the charge density is quasi-stationary and that the fields have v

reached their equilibrium values. Mathematically, the assumption is
equivalent to the assumption that the curl of the electric ficld is

negligible.




Ranges of validity of the quasi-ststic approximation can be estimated
snalytically by rearranging the full set of Naxwell's equations in temms
of the electric field and source charge, nondimensionalizing the resulting
squation, and cowparing terms with the quasi-static Poicson equation. Two
isportant parameters eserge from such » cowmparison:

8= v/e
and

N = t‘./(UC) ’

where v is the electron velocity, L is the cavity dimension, ¢ is the speed
of light, and t. is the rise time of tie emitted pulse of electrons. Thus,
8 is the ratio of electron speed to the speed of light, while n is the ratio
of pulse rise time to the time required for light to traverse the cavity.

By requiring that the teras in Maxwell's equations contridbuting to the

fully dynamic solution be small relative to the yuasi-static terms, inequal-
ities result:

nz » ]

and
n>>8,

Both inequalities must hold if the problem is predominantly quasi-static.
Because 8 is always less than umit), the second inequality is automaticully
satisfied when the first is satisfied. The second one is listed to illus-
trate that 8 becomes an important parameter when the first is not satisfied.
Subsequent results will demonstrate this behavior.

These inequalities represent the conditions under which the quasi-
static solution is valid; however, they do not give an indication of the
magnitude of error involved when these conditions are not met.

5.4 CODE RESULTS

A number of fully dynamic and quasi-static computer calculations were
performed for a wide range of parsmeters for which the quasi-static condi-
tions were not always met. In general, the dynsmic solutions vary from
the quasi-static in three important respects:
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Peak amplitude variations,

Oscillatory response characteristics of cavity,

Delay time due to finite velocity of light. '
Code results were obtained for space-charge-limited and'non—space;charge-
limited cases. SCL situations are of great iuterest because SCL can sig-
nificantly alter the time history of the currents in the cavity in a way
wnich cannot readily be ascertained from inspection of the emitted current.
Thus, a problem with a particular pulse time history (and associated param-
eter n) for which static approximation is valid in the absence of limiting
may require the fully dynamic treatment when 57L bécurs. Calculations are
performed on a cylindrical cavity with electrons umiformly emitted from the
front face of the cavity, with a triangular time history defined by the
full width at half maximum (FWHM). Dimensions and other parameters used in
specific caiculations are indicated on each of the figures. Monoenergetic
electrons are used for NSCL calculations, while Maxwellian energyldistribu-
tions are used for SCL calculations. |

5.4.1 NSCL Solutions

5.4.1.1 QOscillatory Response. The first set of response calculations has

been selected to illustrate the tiwe history variations between quusi-static
and dynamic calculations for several parameter values of 8 and . Typical
results for the electric fields at the front of the cylindrical cavity are
shown in Figures 5-1 and 5-2. .

The conditions for the cylinders shown in Figure S5-1 are such that
B =0.27 and n = 3. The inequalities n2 >> 1 and n >> B are well satisfied,
and the solution is essentially quasi-static.

The conditions for the cylinder shown in Figure 5-2 are such that
B =0.27 and n = 0.6. The inequality nz >> 1 is not satisfied and dynamic
aspects of the solution appear. Note that the dynamic solution for the
peak electric field at the spatial position chosen is greater than the
quasi-static solution, and that the late-time solution contains ringing
which is characteristic of the cavity. This trend is geneially followed
by solutions for the electric and magnetic fields throughout the cavity.

The frequency of oscillation is approximately zqual to
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as expected.

A number of calculations were performed as a function of the two param-
eters B and n to determine the ratio R of the amplitude of the late-time
oscillatory response to the peak amplitude. This ratio is indicative of
the amount of energy in the primary pulse whiclk has been coupled into the
cavity. The peak amplitude of late-time oscillatory response isessentially
constant in these calculations because no damping has been considered. The
ratio R is shown in Figure 5-3 for a number of parameters 8 and n.

5.4.1.2 Resporise Delay. One shortcoming of the quasi-static solution is

that retarded potentials are neglected and, therefore, the response through-
out the cavity is essentially instantaneous. This delay time is not obvious
in the dynamic field solutions of Figures 5-1 and 5-2 because the fields are
calculated at the source of the electron enission. The fields at the back
of the cavity, however, are delayed by a time approximately equal to L/c,
as illustrated in Figures 5-4 and 5-5.

Note that when quasi-static conditions prevail, the delay time is
insignificant, as shown in Figure 5-4. As the solutions become more

dynamic in nature, the delay becomes increasingly more prominent, as
shown in Figure 5-5.

5.4.1.3 Peak Amplitude. In general, the dynamic solutions yield larger
peak {ields than the quasi-static solutions. A parametric study of the
parameters B and n was performed to determine aeviations from the quasi-
static solutions. The peak electric field at the side of the cavity wall
was chosen as the basis of comparison. The ratio of the peak electric
field obtained from the full set of Maxwell's equations is comparcd with
results from the quasi-static solution in Figure 5-6. The trends are con-
sistent with the two inequalities involving parameters B and n. Note how
the results are much more sensitive to B when n is not much larger than
unity. Note also that for small n, the solutions tend to be quasi-static
regardless of the electron velocity. However, for large n, the velocity

of the electron becomes important in determining whether the solution is
quasi-static.
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§.4.2 SCL Solutions

Dynamic and quasi-static code calculations were also performed for
cases in which the electron currents were space-charge limited. The fol-
lowing calculations are intended to demonstrate how a situation with a
particular pulse shape can be essentially quasi-static when there is no
SCL but may require a full dynamic treatment when SCL occurs. This
situation arises because the fields alter the electron trajectories in
such a way that the effective rurrent pulse shape at locations within
the cavity is significantly different from the emission current pulse
shape. The frequency content associated with the emission current pulse
shape might well satisfy the quasi-static requirements for 8 and n, but
the effective current pulse shape which determines cavity fields msv not.
Such a case is treated in this section,

Electrons are emitted uniformly from one face of a pillbox cavity with
a length-to-diameter ratio of unity. The emitted electron time history is
triangular, with rise and fall times equal to 5 nsec. The emitted electron
energy distribution is proportional to'exp(-IE-EOI/EO) where E, is se.ected -
such that the average clectron energy is 0.1 MeV. Emission current levels
of 0.1, 1.0, and 10C amp/cm2 were chosen, roughly corresnonding to small,
medium, and large aaounts of SCL.

The amount of SCL can be quantitatively gauged by the fractional amount
of emitted current which reaches the opposite side of the cavity, as shown
in Figure 5-7 for each of the three cases.

Based on the emitted current, the parameters n? and 8 have values of
9 and 0.55, and the solutions might, therefore, appear to be essentially
quasi-static. The electric fields at the back of the cavity, as shown in
Figures 5-8, 5-9, and 5-10 for the three cases, indicate that the solution
is quasi-static only for the NSCL solution, and that the dynamic aspects
of the solution become more apparent as the amount of SCL increases. This
rrsult is not surprising since the fields throughout the majority of the
cavity are more dependent on the transmitted current than on the emitted
current. The effect of SCL is to decrease the effective pulse rise time.

It would, therefore, appear that an effective value of n should be defined

based on the rise time of the transmitted ~urrent rather than on the emitted
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current. Effective values of 8 and n based on the transmitted current ave
show in Table 5-1. It is evident that the sclutions should be essentialiy
quasi-static for the first two cases hut not for the third.

Table 5-1

PARAMETERS B8 AND n FROM RESULTS OF THREE DIFFERENT
EMISSION CURRENT RUNS WITH SPACE-QIARGE-LIMITING

Emission
Current Rise
Level Time 2 '8
(amp/cmd) 8 (nsec) "EFF "ERF "EFF/
0.1 0.55 5.0 3.0 9.0 16
1.0 0.55 2.8 1.6 2.6 4.7
10.0 0.55 1.4 0.82 0.66 1.2

8 is the average value of electron velocity over the speed of light,

ngpp 15 rise time of transmitted current pulses divided by L/c time cf the
cavity,

Quasi-static solutions require a2 >> 1; n/8 >> 1,

5.5 SUMMARY AND CONCLUSIONS

A fully dynamic, self-consistent IEMP code, DYNACYL, has been developed
and excrcised to determine the range of validity of previously developed
quasi-static calculations. Solutions for the dynamic treatment vary from
the quasi-static approach in three important respects, The dynamic solu-
tions generally display higher peak field values than quasi-static solutions,
are delayed in time due to the finite speed of light, and contain oscilla-
tory late-time solutions characteristic of resonances associated with the
particular geometry of intcrest.

Two parameters have beren defined which determine whether the solution
to a particular problem will display dynamic effects or will be essentiaily
quasi-static, It has heen found that problems which are essentially quasi-
static without SCL may display highly dynamic behavior under SCL conditions.

The SCL causes fields and currents to reach maximum values much sooner than

the emitted pulse and thereby increases the frequency content of the effec-
tive driving function.
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Finally, it has been determined that the quasi-static solutions yield
essentially the same results (to within a factor of two) as dynamic solutions
over virtually the entire range of interest of IEMP problems, with the not-
able exception of the late-time response after the end of the emitted pulse.
This portion of the response is electromagnetic in nature and cannot be
determined from the quasi-static approach.
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APPENDIX A
SCALING SGEMP EXPERIMENTS"

1. INTRODUCTION

In many system-related experiments dealing with SGEMP effects, it
may be necessary or desirable to scale one or more of the many variables
available to the experimenter. Insight into scaling laws is necessary to
design meaningful experiments, choose proper excitation sources, and relate
results to systems of interest., The effort described in this n-te is a
first attempt at putting down a number of obvious relationships between

scaling parameters.

We begin first by listing the important quantities which can most
readily be varied by the experimenter:

t = time (varied by changing the time history of the photon pulse)
r = dimension (characteristic dimension of test object)

y = incident photon fluence

v = electron velocity

There are also a number of ancillary quantities which cannot read-
ily be varied:

q = electron charge
m = electron wass
€ = permittivity of free space

u = permeability of free space
o = condustivity
We seek information on how the important variables of time, dimen-
sion, fluence, and electron velocity will affect the electromagnetic quanti-
ties of interest, which include:
E = electric field
H = magnetic field strength
1 = current
p = charge density
J = current density
av

potential difference

*Work performed under IRT-sponsored IR&D program,
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It is convenient to relate the scaled quantities denoted by a ()
from the unscaled quantities with the following relationships:

t” = t/t
r* = r/R
y* =TA
v’ = Bv

where the factors t, R, I', and B are the dimensionless scaling factors. We
assume that q, m, p, an' € do not scale and that o is infinite.

In fhis.hote. we determine the scaling laws for the linear prob-
lem (Section 2) and the nonlinear problem (Section 3). Our solutions,
strictly speaking, apply to the space surrounding perfect conductors, as
well as to currents flowing on the conductors. Coupling to cables and
objects with dielectrics is briefly discussed in Section 4. Solutions for
several example problems using the nonlinear DYNASPHERE SGEMP code are pre-
sented in Section 5 for illustrative purposes. Finally, system implica-
tions are discussed in Section 6, the summary.

2. LINEAR SCALING

In this section we apply the scaling laws to Maxwell's equations
to determine how the electromagnetic quantities of interest scale for linear
problems in which the electron motion is not perturbed by the fields. The
emitted current becomes

. dy” _ dy
Je-f*a't——fr'rdt ’
Je = Py Je . (1)

The charge density at the emitting surfaces located at point Ro for each

velocity increment becomes
Jo = e (Rg) v° ,

e
pv(RO) =57
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The scaled equation of motion for the electron in the linear
region, where the electron trajectory is unaffccted by the electron wnd
wmagnetic fields, is

r;(t‘) = vt® o+ Ré , (2A)

where R” is the position of the electron on the emitting surface. Substitut-

0
ing for v°, t°, and R6,

R
re(t ) = Bv TR

The solution scales if the following relationships hold.

= R (3)

(A

and

1 Te
l‘e=-‘-{—[vt+R =T{—' (4)

0!
The position of the electron scales; therefore, the ratio of
the charge density at a point in space to the charged density at the emit-
ting surface in the scaled geometry equals the same ratio in the unscaled
geometry for clectrons of velocity v.
ey (R)) o, (Rp)

e, (r7) : p, (1)

From Eq. 2,
oy (Ry)

og(r) = b (1) S = e, () )

This result holds for charge as a result of any emitted velocity
increment and, therefore, holds for all velocity increments. The total
charge density due to all velocity increments scales properly provided all
velocity increments scale as 8 (the velocity or energy distribution remains

unchanged). Thus,

p(rs) = p(r) T . (6)
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Substituting these results into the set of Maxwell's equations

yields
. . _0°
(a) V2« Ef = —
€0
Noting that V°» = RO ,
- Ttp
RV « E7" = —= "
fic
.g-BR_p
vV-E It ¢’
or
_ E“8R
E = It
Thus,
cLgIr
E 'ERB
- ‘_ >, s . dE‘
(b) V" xXH = p°v *E T
. _TIt d /T'tE
RV x H =5 B*cta-f(—-——ke
Using the necessary condition 3, t/B = R.
RVxH‘=I‘rpv+tPs%{l
or
RIl” _ dE
VXI,—T—-pV"’Cdt .
Thus,
RH”
H = Tt
or
3
) H" = R H
. - =dB” -1 dH~
(c) VxE-dt.-u———dt..
o _ = Eld'l
RVXxE" = —x R dt °
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(11)
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Using condition 3, B = t/R,

't8E

E° = R

(12)

The expression for the scaled electron field given by Eq. 12 is

inconsistent with Eq. 8 unless

B =1

(13)

Thus, we see that proper scaling can be achieved only if the electron velo-

city is not scaled.

The potential difference between any two points is given by

-

y=r
-J/. E-(y) dy

AV (r7) =
y = Ry
rYy = r/R
= -J E-(y) dy
y = Ro/R
y = R
. iy &Y
= - E(r) 3
y =R,
y =R
= -4 EIE-dy = AV(r) It
R R 2
y =R z
0
av-(r) = 5 av(n
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(15)
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The total currents scale as follows.

- » » r (jl

I -fu ds -f-g-u-R« . (16)
't

=31 . (1n
R?

Condition 13, along with condition 3, requires

teRa, (18

where o is defined as the primary scaling factor for both time and space.

Scaling results are summarized in Table B-1.

Table A-1
Scaling Factors Scaling Requirements
t = t/t adR=<
r’ = r/R g =1
v = Bv
Y' =Ty

Scaling Results

J*=all J
e
p” = alp
E* = TE
H* = TH
av- = L ay
Qa
- =L
a

, In summary, scaling is possible for a linear matrix of electrons
in free space in the presence of perfect conditions if the relationships in
Table A-1 are satisfied. The various quantities will scale as shown. The
development here does not treat dielectrics or imperfect conductors.

If we require that the potential at the scaled point r” be the

same as that at the unscaled point r, then we require that

r=a, (19)
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a condition whi¢ch we will show in Section 3 is necessary for proper scaling
of the nonlinear solution.

3. NONLINEAR SCALING

Scaling for cases in which the electron trajectories are perturbed
by the fields can be treated by replacing Eq. 2A by

n=t® pE=n E=t”
r(t?) f I F(r°(8), €] d&dn *I vi(r®,8) d& + Ry (20)
n=

=0

CERERSE

where
F* = q(E° + v° B”) . (21)

We first replace t” by t/t on the right side:

n=t/t pE=n E=t/x
r'(t°) I I F{r°(&),E] d&dn *I vo(r’,g) d§ + Rg -
n= €=0

£=0

Now replace the arbitrary integration variable n by n/t:

n=t p&=n/t E=t/v :
r'(t?) = f I F°[r°(§),E] dg -—-*[ vi(r,8) dg « Ry .
n=0 “&=0 £=0

Next replace the arbitrary integration variable £ by &/t and the coordinate
R6 by RO/R:

=t p&=n £=t | Ro
' (t7) =f f Fo[r*(&/n),&/n] %E%D- *I v*(r*,E/v) 5:_8, =
n=0 E=0

Using the expression for E* and H” in Table A-1, Eq. 21 becomes
F* = q(E* + v* x B”) = q(TE + I'v x B) = I'F

and the equation of motion becomes
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r*(t) = % F dE dn +
h o

]

0 <0 ‘J;

The position r°(t) will scale properly if

I.l.
2 T
T

T e

But T = R = a, so that

8~

LI
L2 a

Therefore, for the position of the electron to scale properly, the follow-
ing relation must hold.

This condition is equivalent to condition 19, requiring that the
potentiai at the scaled point r” equal that at the unscaled point r.

We summarize the scaling requirements for the linear and nonlinear
cases in Table A-2.

Table A-2
Scaling Parameters Scaling Factors
t° = t/t TTa
r’ = r/R R=a
v’ = Bv 8 =
¥y* =Ty ' = a
Scaled Field Quantities
."=uzj
. 2
p = ap
E* = oF
H* = oH
Av® = Av
1 =1
76
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4. SAMPLE PROBLEMS

To verify the scaling laws discussed in the previous several
chapters, we have exevcised the DYNASPHERE SGEMP code for several problems
of interest. The conditions for the two sets of problems shown in Table
A-3 were chosen so that one set would be linear and one set would be space-

charge-limited and. therefore, nonlinear. %

Magnetic fields, elcctric fields, and surface currents on a sphier- -é

ical surface were calculated at the following points. '%

: E_at 8= 0° o
: B, at © = 50° ' 3
; I through a plane at 6 = 90° f§
- Results are shown in Table A-4 and graphically illustrated in Figures A-1 w;é
. through A-6. i

Note that the results are plotted as a function of E x R, H x R, ' %

. and I versus t/(2xR/c) for a triangular pulse of rise time and full :%
width at half maximum of wR/c. While the scales st first seem abstract, %

the results are quite gencral in that they apply to any sphere with radius

R excited by a pulse with rise time wR/c.
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Table A-4
. TABULATED RESULTS FOR TWO PROBLEM SETS
‘ 3 . . Surface . o
Time . . ‘B (0%) H (90%) Current (90°) |
% (nsec)  (amp/n®) (volt/m) (amp/m) (amp) ;
g : L
§ Inner radius 0.2 m; peak emission cgrmt = 10 “Pl'ziz"r = 2 nsec 2
; 1 475 2.736 x 10 -6.006 x 10 -7.454 x 10 ;
§ 2 9.75 1.063 x 107 -2.668 x 107 _3.3112 x 107! ;
: 3 5.25 1.714 x 10° -4.565 x 1071 .5.6660 2 107} 3
4 « 25 x10! 1.646 x 10° 4643 x 1071 -s.7627 x 107} ]
é 5 0 1.2713 x 10° 3349 x 1071 41566 x 207! i
: Inner radius = 2 m; peak emission current 0.1 np/nz; ty » 20 nsec
| . 10 4.75 x 1072 2.736 x 10! -6.004 x 1075 _7.4522 x 1072 5
g 20 1x 107! 1.066 x 10° -2.670 x 1072 -3.2140 x 107} , %
- . 30 5.2500 x 1072 1.716 x 10 -4.573 x 107 -5.6753 x 107} ]
P a0  2.5x 108 1.648 x 10° -4.648 x 10°°  -5.7689 x 107} i
i 50 0 1.27% x 10° -3:357 x 1002 -4.1666 x 107! %
S - 3
Inner vadius = 0.2 m; peak emission current = 5 x 104 aup/xaz; ty ®= 2 nsec 3
j 0.5  1.1875 x 10 5.287 x 10° -4.962 » 10! .6.584 x 10! :
3 1 2.4375 x 10 1.201 x 10° -2.335 x 10° -2.8982 x 10° 1
f 1.5 3.6875 x 10 2.019 x 10° -2.672 x 10° -3.3169 x 10° ]
( 2 49315 x 10 1.961 x 10° -1.502 x 10° -1.8642 x 10° '
] 2.5 3.8125 x 10° 1.838 x 10° -1.114 x 10° -1.3831 x 10°
1 3 2.5625 x 100 1.625 x 10° -8.582 x 10’ -1.0652 x 10°
i 3.5 1.3125 x 104 1.306 x 10° -1.394 x 10° -1.7301 x 10°
1 4 6.25 x 10° 7.963 x 10° -7.442 x 10! -9.2373 x 10!
i . S 0 4.54 x 10° 1.251 x 10° 1.5523 « 10%
5.0 0 3.937 x 10° 1.950 x 10° 2.4201 x 10}
4
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Table A.4 (continued)

T T T L

Tine
{nsec)

J

(-aplnz)

E (0%) H (90°)
{volt/m) (amp/m)

Surface
Current (90°)

(amp)

$
10
1S
' 20
25
30
35
40
45
50

. .

- T,

: iInner radius = 2 w;

1.875 x 10°
2.4375 x 10°

3.6875 x 10

2

b ]
S x 10°

3.

2
1.
6

.25

2

8125 x 10
5625 x 10°
3125 x 10

2

pcak emission current = § x 102 anp/nzz ty =

3.257 x 10 -4.9561

1.201 x 10° -2.334 x 10°
2.019 x 10° -2.672 x iot
1.963 x 10° -1.502 x 10!
1.838 x 10° -1.118 x 10!
1.626 x 10° -8.492

1.306 x 10° 1.401 x 10!
2,962 x 10° -7.441

.54 3 104 1.261 x 10}
3.938 x 10% 1.933 x 10!

20
-6.5464 x 10
-2.8972 x 102
-1.3168 x 10°
<1.8545 x 10
~1.3882 x 10
-1.0540 x 10
<1.7393 x 10
-9.235 x 107
1.5655 x 10°

2.3993 x 10°

2
2
2
2

1

nsec
-1
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S. SUMMARY

Of the many varisbles available to the SGEMP experimenter, the
ones of most interest are the object dimension, the pulse time history, the
incident fluence. and the incident photon energy spectrum (or tne emitted
electron velccity distribution). In this note we have explored the possi-
bility of changing one or more of these parameters to values more conven-
ient to the experimenter, while retaining the essential features and results
corresponding to the original parameter values.

First, we find that one cannot change the electron velocity and
hope to scale the solutions. A simple "Gedanken' experiment illustrates
the problem. Consider a pillbox with steady current flowing from one face
to the other. The magnetic field within the cavity is proportional to the
emitted current density and is independent of the velocity. On the other
hand, the electric field is proportional to the charge density which, in
turn, is inversely proportional to the electron velocity. Thus, the mag-
netic and clectric field ratios change as a function of electron velocity,
and the solutions cannot scale.

Next. we find that the dimensions and pulse time must scale by
the same factor. This scaling is required to keep the ratio of excitation
wavelength to object wavelength constant. It is also required to ensure
that the electron reaches the scaled distance from the object at the cor-
rect scaled time.

Finally, we find the total charge emitted must be changed by the
inverse factor used for pulse and ovject dimension if we are to retain the
same potential at the scaled coordinate. For nonlinear problems in which
space-charge limiting is important, it is essential to have the potential
di fference between two scaled points equal to that between two unscaled
peints (along the same path).

We therefore conclude that the essential features of a problem
are unchanged if

1. the electron velocity is constant,

2. the pulse time history is scaled by a,
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3. the object dimension is scaled by a,

4, the incident fluence is scaled by 1l/a.

Such a scaling will rcsult in the following changes in field values, assum-

ing electron motion in free space in the presence of perfectly ccnducting

4
3
]

boundaries.

t° = t/a p° = azr

r" =r/a E° = aE 3
3 r“ =ar H” = oH
Vo= v AV” = AV ‘
3 = %3 1“ = 1
; By scaling time, we mean that all features of the incident photon
E pulse/emitted electrons chunge by the factor a: the pulse is essentially
3 ‘ expanded or compressed by the factor a.
i Scaliug problems associated with the electron velocity are of par-
2

ticular concern because of the wide variety of photon sources currently

‘ available or under consideration. The results cf this note indicate that,

: strictly speaking, one cannot modify other variables such as object dimen-

sions, machine output, time history, etc., to offset changes in electron

velocity. Therefore, one cannot directly extrapolate results from one

photon energy range to another.

e e e et bl IR 32 8 e it i b £

However, we note that the electron velo- l 3
k-
city has a square-root dependence on energy, and therefore, the results i

are not extremely sensitive to changes in the energy distribution. !

It should be noted that decrsasing an object size by the factor
a requires a corresponding decrease in the pulse time history by the factor
F a; however, the photon fluence need not be increased by a corresponding

factor a if the problem is in the linear regime where space-charge iimiting
is unimportant.
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APPENDIX B
DYNASPHE RE

This appendix contains a mathematic:sl d-scviption of the code JYNA-
SPHERE, which hac been developed to numerically evaluate electron motion
and electromagnetic field generation in a Tegion bounded by two concentric
spheres, The spheres are taken to be perfectly conducting, and the prob-
lem characteristics are taken to be rotationally symmetric, reducing the
problem to two dimensions. The el=zctromagnetic fields are calculated from
the full set of Maxwell's equations in this simplified geowetry, and the
electric fields are used to influence the electron motion.

Electron emission from tne inner sphere is the source term for driv-
ing the problem. Currents and fields between the two spheres are the quan-
tities which result from the calculation. The electron emission must be
specified in space and time. Fovr 2xample, in the case where the emission
is due to photon interaction with materials, the photon =nergy and time
spectrum determines the emission charscteristics of the electroas. (Par-
ticles are used to represent large numbers of electrons.) The quantities
calculated directly include the currents in the region between the boun-
daries as well as the electric and magnetic fields in that regicn, Apply-
ing Maxwell's equations properly at the boundaries gives surface currents
and charge densities.

The remainder of this appendix outlincs the method of solving the
field equations, the conversion of particle motion int. currents useful
for driving these equations, aind the method of calculating the particle
motion. Since the first two of these procedures is given for a general-
ized coordinate system, their description is given initially. The spe-
cialization to the particular coordinate scheme used here is then dis-
cussed, and the particle motion is treated in these coordinates.

The numerical solution o Maxwell's equations is straightforward in
a region enclosed by perfectly conducting surfacec, such as the region
considered in DYNASPHERE. The initial coiditions are that all fields
and charge densities are zeroc. The currents, as calculated from the

motion of the charged particles injec:ed into the region (see below),

8¢
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are the quantities which drive the time evolution of the fields. Thus,
for a medium with the permittivity (co) and permeabi lity (uo) of free
space, Maxwell's equations reduce to

S SRS

-
T
with the initial conditions

E=0 at t = O ,
-
H=0 at t = 0 ,

£ xn =0 wheren is the normal to the bounding surface .

Putting these equations into numerical form for solution is also
straightforward, and may be carried out directly in two dimensions. How-
ever, by performing the task in three dimensions, one is forced nacurally
into a symmetry which is very convenient and not obvious in the two-
dimensional case.

To complete the gcometiical generality (and permit a simple method
of varying zone spacing), the space under consideration is taken to be
metrized by the generalized orthogonal coordinates (ql, q,, qs) wheoe the
order is such that the coordinate system is right-handed. Using the nota-
tion of Margenau and Murphyﬁ* displacements in real space, .s, may be
related to displacements in q space by the functions Q, where

ds = Qi dqi .

Using this definition and the definition of the curl, vx, as th: path
integral of a quantity in the left-hand direction (Cauchy rule) around
a ciosed path divided by the area of the enclosed surface, Maxwell's
equations in finite-difference form can be represented by

*H. Margenau and G. M. Murphy, "The Mathematics of Physics and Chem-
istry," Princeton, D. van Nostrand Company, Inc. (1956).
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ne+ly

3 1
i E™Y (104,5,0 = BN iy, - Bl g™ ey,

3 1 1 € 1

i 1
E ) + —— Atn*)

E, cO Q2 (i*l),j,k) qu Q3 (i*“i’jnk) AQS

E x 3[§§’ﬁ (i+9,3+1.K) Qg (4 +5i) dag = B Y (19%,3-4,K) Qg (ivhaj-4.K) Aqé] o
E nely oL Sl Lat oo oy s
1 ~ HZ (l‘IpJuk*l) Q‘) (1"2.3 |k"2) AQ) = H2 (X*JDJ)'\'?) Qz (I’J)J»k' ?) qu ‘ 2
E and i
3 3 1 1
1 M2 ekt = DY (4,500 ket) ;

i |
% ____ ar™! L
] M @y (1.3%5,k) Aq, Qg (1,1%05,k+%) Aqy o
3 xg[kg*‘ (1,3+1.k+1) Qg (1.3+1.k+%) Agg - E3T0 (5,3,k9%) Qg (1,0.k+h) éq;] o
1 a
g + [ . . + cs3 [N
- [E',‘ (1.i+%,k+1) Q, (i,j+'2,k+1) Aq, - ED DiLiven Q, (i,)+%,k) Acﬁ]i v
; - with the continuity equation (not essential to determining the fields, but

of interest for itself and for converting particle motion into equivalent

currents) represented by

RS i i St Sl S

o™ (i,5,K) = 0" (i,3.K)

' At“u‘
1 ) ;Ql (1,5,K) Aqy Q, (1,5,K) 4aq5 Qy (1,3,K) Aqu

1
x i[J?“ (i+35,3,K) @, (i+4,5,K) Aqy Qg (i+'5,3.K) Aqy

n+ly oo . . . .
= "] (1“2;_]:k) Qz (1'123.])k) qu Q3 (1‘12‘0.])]\) Aqs]

1,
. + [\]g+2 (i’j*’l2:k) Ql '\i;j*lz,k) Aql Q3 (J._,j*lg,]\') Aq3

nty oL,
- J, P(i,i-NK) 0, (1.3-%K) aqy Q; (i,i-%.K) Aqs]} .
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nely . .. . .
+ [J3 2 (g, keY) Q, (i,),k*y3 Aq, Q, (i,],k+ly) Aq,

\
- Jg*: (i,j,k-%) Q‘ (i,7.k-%) 4q, 0, (i,j,.k-%) qu];

The notation used in these equations requires some comment. The super-
script refers to the time step. Thus, some quantities are centered in time

PN - "

and some are at boundaries in time. Corresponding to this, there are twn

time steps: the time step connecting quantit.ies centered in time, Atn,
- . - . . . n+l;
. and the time step connecting yuantities at boundaries in time, At %

Subscripts refer to directions in the generalized coordinate space.

Thus, E1 is the component of the electric field along the direction of a

3 displacem:nt in space given by a displacement in q, at the spatial point _g
3 E in question. The quantities in parentheses refer to the position in space. , %
] % Thus , E](u,a,y) is evaluated at the point in space determined by the 5
3 ! coordinates 4
b ap = 3 8ap Qg N
A = B A%y * aygiy
Gy =Y Az ¢ Agempy o

where the minimum value of the cocrdinate is specified for convenience,
allowiny the spatial boundaries to be other than zero in the q space.

It will be noted that the grid spacing in q space is uniform. Fur-

i S, i A st asbud i AL arth

ther, if one of the Q's is zero at a point of interest, the procedure

fails., In fact, at such points the coordinate system does not metrize

5
j
£

real space. The failure is that many points in q space correspond to
one point in real spate. Such cases must be treated specially,

The equatiorns for ih: other components of the electric and magnetic

fields are obta'ned by cyclically permating the integer subscripts and

the corresponding coordinates a, 8, and vy. Lo

g Description of Charged-Particle Motion by Currents

In the numerical solution of Maxwell's equations, currents are eval-

uated at discrete points in space and time. Particles, representing

TR

L ST
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electrons, move in a generalized coordinate system in time. An interpola-
tion scheme must be constructed to transiate the continuous motion of the
particles into a set of discrete currents. The scheme chosen is such that
the residual charge, as calculated from the time integral of the divergence
of the current, is zero after a particle has passed into and then out of

a region. ({This does not hold for boundary zones since currents outside
the region of interest are not considered.)

;
3

In the present zoning, currents are evaluated at zone centers in their

own direction and zone bowndaries in perpendicular directions. The current

it s b L

is time-centered. Accordingly, as forced by the continuity 2quation, the
charge densities are at zone boundaries in space and time.

The present objective is, then, to vake a particle from poaint

Wt
to the peint

(q?.qg,qg,tbj %
where tb =t + At. That is, the currents representing such a translation k

must he generated,

Since the ygrid spacing is uniform in the q's, lincur interpolation

van be performed in the transverse coordinates. This can be seen from
the farmulation
qb qu
. . a At 1~ M . .
J ! ' =) = ——————n +1 ()
] (x*-l)lklt 2) Qp At Ql (l -lJlk.r

o (i a0y @ (i) aq, Qg (0300 8ay)

t‘) LS « . S
S‘ lqz‘ S LG v (@) - @t - v/t
L 2 2~ %
Aq, _
tl “ 3
b oS & dy »
lag - qz(k) + (a3 - ag)(t - th/ae]] !
T Ad, at {

P

[N T TR

for point (ql’qZ'qs) = [(1+5)Aql,qu:,kAq3]. particle of charge Qp. Here,

J1 is the curveat in the 9, direction.
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The firat bracket contains the!real~space particle velocity in the 9,
direction. The second bracket contains the reai-spuce volume element. The
integral represents the time-average fracticnal distance from the point of
interest in the tranaverse directions. It can he seen that the particle is
treated as a voiunn eleuent in g space of dimensions Aql, qu. 4q,; and the
integral represen!s the transverse urea overlapping the zone of interest,

.The time limits are such that they are within the range of interest
tb. t?, and the particle is within one :one of the point of Interest in
its~1xnehr traversal:

[ﬂff , (q' S qly --’-]

Gy = v

w

4

e = 0L

from point u to point b,

In practice, a particle is tracked from point a to point b in inter-
vals of zone crossings so that the appropriate values of i, j, and k are
easily established. The treatment for I and Jo is related to that of J

1
by the same svmmetry as mentioned in tho dxxgu~s10n of the field calculation.

Restriction to Two-Dimensional Spherical Coordinates

Here the appiication to the special case, whera the coordinates are
radius r and polar angle 0, is considered. Asimuthal velocities of elec-
trons are not cors:dered. This simplifying assumption has been checked in
cylindrizal geometry nsin rho DYNACYL code on an evacuat »d cvlinder with
di fferences in the clec ¢ vicrd near the ovlindor oxis of around 50%
There should be even less ttfect in the spharical case because the shape
of the emitting surface causes less charge to he directed toward the axis
of the problem.

To have the capability of varving the zone spacing in the r coordinate,
the generalized coordinuve 4y is related to r by

r={(q,) ,
and the other coordinates are

8

i
=
J
-

¢ =

1
<
(9]
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The restriction to two dimensions gives the line element as

Q3 Aqy = 2nr sin 0 .

In the other direction, the line element is

' 'Aq'i' PR Aq,
Q 4ay = f(‘h * T) - f(‘h : ’2_)
In the © direction, the line element is
Qz qu = f(ql) .
AQ

For the particular case where & = 0, we take 39 = 5

The particle motion is calculated in this coordinate scheme using the
relativistic generalization of Newton's law:

3.
T dt

>
where P is the particle momentum.

-
=y o,

ot

In spherical coordinates with azimuthal symmetry, the force equations

become
.Y
qEr = er -5 m
and
qu = mYe + errYH s
where

Yr’ Y6 = YV YVgs respectively ,

q = particle charge,
m = particle mass

r = particle radial position,

]
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vr, VG = particle velocities in r and @ directions, resnectively.

s . s 5 s N
Making the substitution 7 = y¥ and integrating over one time step, assuming

fields are constant over the step, results in

2
qEr | Yeo At
Yo=Y ¢+ At 53 —0
0 0
and
qEG . Yro Yeo At
Yo=Yy * @ Ot -3 —7—>
(4 0

where the subscript "0" indicates the value of the quantity at the earlier

time. Ve and v, are obtained from

5]
V. = Yr/y
and
Vg = ve/y ,

and are used to caiculate the new particle position
=T, ¢+ E-(vro + Vr) At

(veo + VC-)) At/ ,

@

1]
(0}
+
o)

where

T (ro + r}/2 .

This completes the mathematical description of the DYNASPHERE code.
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APPENRDIX C

UPPER LIMIT FOR SGEMP-INDUCED SURFACE CURRENT ON A SPHGRE,
IN TERMS OF THE EMISSION CURRENT, FOR LONG-PULSE-WIDTH EXCITATION

The surface current on a sphere is related to the sheet current K
amp/m, which flows on the sphere surface, Application of the continuity

equacion to an element of surface area yields

%%+V-E=Jem, - ()

where o is the surface charge per unit area, K is the sheet current (in
amp/m), and Jem is the emission current density (in amp/mz).

Suppose that the emission current is varying slowly, such that sig-
nificant variations in its amplitude occur slowly in relation to the time
required for light to trivel around the sphere. In this case, o will be
nearly uniform and equal to the net charge on the sphere divided by the
sphere surface area (4nR2). The sheet current K will be a function of
position on the sphere, but this spatial dependence will be nearly invar-
iant in time for a slowly changing emission current. For these conditions,
Eq. 1 can be simply integrated,

We define the surface current K about a perimeter 2nR sin 0, as shown

in Figure (-1, Since K(®) is constant about this perimeter,

<(8) = 2wR sin 0 K(0) . (2)
Integrating Eq. 1 over the sphere surface between © = 0 and 0 = 90,

one easily finds
2 - ; : 2 i = k3
2%R° (1 - cos GO) 4"R2 + K(0®) 27R sin © Iem(eo) s (®

where Q is equal to the total emission current and Iem(eo) is the integral
of the emission current density between © = 0 and 6 = 85 Therefore, using
Eq. 2, Eq. 3 becomes

1,(8p) = I, (6p) [21 (1 + cos eo)] . (4)

Note that I, approaches zero for 9, = 0 and for 90 = 180°, as required by
symmetTy.
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The relations of Eq. 4 may be slowly varying (overall) in time, but
for the quasji-static conditions assumed, Eq. 4 holds during any short
time interval.

Any spatial function may be postulated for the emission function

Iem(e)‘ If eo is large enough to include the entire photo-emitting area,

s i :
1,(8) = 5 I, (1 + cos 8y) . (5)

For half-sphere emission, Eq. 5 holds for 8, 2 90°.

For uniform emission (Ien (®) = const], the maximum surface current
occurs at © = 90°, For a cosine spatial distribution of the emission over
a half-sphere, the maximum surface current occurs at a slightly smaller
angle. For emission over less than a half-sphere surface, the maximum sur-
face cccurs near the edge of the emdssioﬁ'area, and can approach the value
of the emission current for the case of emission from a small spot near
0 = 0,

Returning to the casc of half-sphere emission, with a uniform spatial

distribution of the emission, it is simple to show, from Eq. 4, that

1
1.8y =3 1,

and that the peak value occurs at © = 90°.

k(e)

Assxon

Is(e) = k(Q) 27k sin ©

RT-09936

Figure C-1. Schematic illustrat.on for definition of surface
current in amperes
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APPENDIX D

DESCRIPTION GF THE PHYSICS AND MODELING USED IN THE CALCULATION
OF THE ELECTRIC AND MAGNETIC FIELDS IN THE DYNACYL COMPUTER CODE

Passage of photon-induced electrons through a gas generates
eslectromagnetic fields, ionizes the gas, and (through the action of the
fields) causes currents to flow in this partially ionized gas. The mcthod
of calculating these fields and currents is described here, assuming that
the motion of the photo~-~enerated electrons (referrea to as primary
electrons), as well as the ionization rate due to these electrons, is
known, Of course, the treatment is equally valid if electrons are injected
directly into the region of interest, in which case these injected electrons
are called primary electrons.

The two aspects of the problem considered here are the generation
of the fields, and the generation and behavior of the ionized gas. The
fields are calculated for a cylindrically symmetric region enclosed in a
perfectly conducting can. The laws governing the generation of the fields
are Maxwell's equations. Motion of the primary electrons ionizes the back-
ground gas by generating electron ion-pairs. The latter electrons are
referred to as secondary electrons. The motion of the secondary electrons
can cause further ionization. The motion of the secondary electrons is
described by an empirical drift velocity and the rate of ionization by these
electrons is also empirical.

Maxwell's equations are solved in cylindrical coordinates.

We assume rotational symmetry about the cylinder axis. The rotational
symmetry is tantamount to saying that all derivatives with respect

to azimuthal ungle are zero. However, this still leaves the possihility

i : bk ¢ U e kb S
e b el e d sl R ¢ Wk el ,
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of currents in the azimuthal direction (toroidal currents). The assump-

tion that there is no preferred direction of rotation eliminates this
possibility. The form of the reduced eguations is

3 En Er ‘-a HQ Ly
9t 3z T s
& CO Ez i 1.§(r"Q? )
at r ar H s
and
9 “o?g . ] Ez ) asr
ot ar 9r

These are the equations to be solved for the radial and axial
components of the electric field (Er and Ez) and the azimuthal magnetic
field (H¢) written in MKS units. The medium in which the fields are
generated is such that the medium has the same permittivity and permea-
bility as a vacuum. The region of interest is surrounded by a perfectly
conducting can. It is assumcd that all fields are initially zero, so

that the three equat.ons above imply the divergence equations

G eOE = D
and
V . H=20
o

if the charge density, p, i3 determined by

)W,

a- 9z '

LI
T

ot

From the fcrm of the equations, it is clear that they represent the time
evolution of the fields driven by the current, Thus, it is the current which
must be specified to determine the fields. The current is due to the motion
~f the electrons; ions are considered to be stationary on tim~ scales of

interest here. Those electrons which are moving inertir'ly are classified
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as primary electron: and those whose motion is better described as drifting
through the background gas are classified as secondary electrons.

The partiailly ionized background gas (air) is treated as a con-
ductor. The conductivity is equal to the current density divided by the
electric field, here considered a scalar. Since the current density is
the charg> on en elcoctron multipiied by the product of the electron dens .ty
and the clectron drift velocity, the latter two quantities must bhe known.

The secondary electron density must be calculated by integrating
in time the continuity equation

BNQ
TS + V'Nev = 8 .

whare Nc is the secondary clectron density, v is the electron velocity, and
S is a source term (there is no sink for the clectrons considered hure).

The source term has two contributions. The first is the ioniza-
tion rate due to the primary electrons which is calculated while integrating
the equations of motion of the primary clectrons. Tae second contribution
is due to the ionization by the secondaries themselves. For the rate coef-
ficient for this last pro.css, we approximate the cxperimental results of
Reference 1 by

1.62 x 10713 mslsec

5.58 [1017 E/N ¢ expf—ped
104 7g/N

where E is the magnitude of the electric field and N is the neutral number

Rate for ionization by sccondaries = [

density in MKS units.

Although the results are for the hydrogen molecule, in the region
of interest there should not be considerable difference between hydrogen
molecules and nitrogen moleccules, the prime constituent of air. For low
E/N ratios, the approximation is somewhat low compared to the cxperimental
results for nitrogen molecules given in Reference 2.
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The experimental data for the drift velocity are presented in
Reference 2, and approximatad by the eapression

26 \ ~ .
Drift velocity = jee 1.2 x 10 (E/N) =it (w/3ec)
S 2 «1.75 x I
1« 82x 10" (E/N
{‘ X 107 (B “P[ IR QR

This is the last bit of information needed to describe the background gas.
The conductivity, ¢, is thus determined.

The motic.: of the primary electrons is treated soparately from the
pressure effects and Maxwell's cquations, This separate treatment pro-
vides both the primary current, JP’ and the rate at which the primary
clectrons arc ionizing the gas to provide the secondiry electrona. The
primary electrons ave considered as high energy (greater chan 10 rydbergs)
and, thus, the Bethe form of the energy loss of a particle can be used
(References 3 and 4) to derive the ioni' ation cross section if one assumes

3 rydbergs are lost per ionization. T'e cross saction for nitrogen mole-

cuie is
: £ 2
0 jonization = lﬁ%. ol tn iéx R
ws za-
where 2 is the ° aic number, t/ken to be ? for air, fi/n: i5s the Compton

wavelength (divided by 2n), a s the fine structure constant, and 3 is the
electron velocity livided by the speed of light. The expression is non-
relativistic. Of course, the above cross section can be used to calculate
the rate of slowing of the primary electrons.

The total current is then

J J_ ¢ ok .
" Vp

This fully determines the solution and it remains to describe
the treatment of the numerical prccedure ~nd the boundary conditions.
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The ceatering in time and space is summarized below.

Coordinate

3 r t
Ht b c b
Er < € <
Ez b b ¢
Jr ¢ ¢ h
J: b b b
p C < c

The term b indicates cvaluati.a at a boundary and ¢ indicates evaluation
at a center in the appropriate coordinate. This coatering scheme is some-
what unfortunate in thet it lacks symmetry in the coordinates and causes
undue difficulty in the boundary conditions. However, these difficulties
have been overcowe. Actually, the above centering is not precisely true
for the current since the conduction current is calculated using the new
value of the electric ficld., This implicit scheme insures numerical
stability.

For a perfectly conducting can, the boundary conditions require
that the electric fields arc normal t> the can ard the magnetic field is
parcllel to the can at the boundaries. The electric field In the ¢ direc-
tion is thus zero at the radius of the can. ilowever, due to the centering
used here, the radial clectric field is not evaluated on the top and bot-
tom of the can, but is evaluated half a zone inside the can. Thus, a
field equal and oppcsite is assumed to exist half a wone outside the can,
rad this is used to calculate tho time derivative of the magneric field
at the ends of the can. The fact that H¢ is the only nonzero magnetic
field automatically fulfills the boundary condition on the magnetic field.

A further difficulty occurs at the axis where the radius is zero.
To evaluate the curl of the magnetic field there, resort must be made to
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the definition .f the curl which is the line integral arcund the boundary

of the surface divided by the area of the surface. Thin provides the
necessary quantity.

Surface currents and charges ire secondary guantities in that

they are derived from other fields and curreats,  Surface curreats are

talculated by requiring them to be such a3 to maks the magnetic fields
terv cutside the can. '

This completes the summary of the treatment of the background
gas for pressure effects and the calculation of the electrumagnetic fields.
e numerical treatment is straightforward and stable as long as the time

step is chosen so that light cannoi travel across morc than half a z2one in
onhe time step.
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APPENDLIX |

DESURIPTION OF PRYSIUS AND MOTELING USED IN FIELDS
AND CURRENTS IN THE TSPHURE COMPUTER OBt

This appendix describes the physics and modeling cmployed in the
TSFIHERE computer code to obtain charge dizttributions, electric fields, and
surface currents. Charge Jdistributions are obtained by folluwing individual
"particles” of charge which were emitted by the inner sphere,  Electric
fields are calculated from the charge distribution employing a Green's
function which is integrated over the distribution cach tim: step. Surface
currents are obtained from the clectric field at the inner sphere boundary
employing “he continuity cquation which relates the spatial gradient of the
surface current to the time rate of change of the noreal clectric dield at
the surface. Each of these methods is deseribed in detail in the following.

The charge density ix obtained in TSPHERE by following individual
parvicles of charge. These particles are acted on by the electric fields
through the appropriate force equations. Their positioas are updated each
time step. The particles are then collected into the different spatial
tells to obtain the spatial distribution of the charge deasity. The cal-
culation is self-consistent in that the particles move consistently in
fields which were calculated from the charge Jdistribution of the previous
time step.

Relativistic effects are included in the particle position updating
scheme used in TSPHERE. The equations are obtained by ivtegrating the

eguations
¥ dp
at

where P is the particle momentum.
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In spherical zcordino-es with azimuthal symmetry, the force equations become

qE

particle charge |,
particle mass,
particle radial position,

- v9 = particle velocities in r and 6 directions, respectively.

-> ->
Making the substitution Y = yv and integrating over one time step, assumning

fields are constant over the step, results in

2
qE Yg, At
Yr=vYr, + =L, + 220

0 m 2 ro

qE
;Aa * meAt"‘Zl"'
0
where the subscript "0'" indicates the value of the quantity at the earlier

time. v, and 2 are »btained from




and are used to calculate the new particle position

afv. v ) B
3 ( T, + v ) At .

1 _
5 (Veo + "e) At/T

T (ro + r)/2

Electric fields are obtained in TSPHERE by solving Poisson's
equation each time step:

2 ¢ = - ficg (mks units)

$ = electric potential

p = charge density

The Green's function technique is used for the solution. The space between
the spheres is broken into radial and angular zones. Each resulting cell

is actually a donut-like shape when it is rotated about the axis of symmetry.
¢ is obtained analytically from Eq. E.1 for individual rings of infinitesimal

thickness at the locations of every zone in the mesh by solving the equation
V ¢ ==-46(r-c)é(6-a) (E.2)

The terms r,0 is the field point and c,a is the source point.
The solution to Eq. E.2 i1s in terms of an infinite series. The
series is differentiated in each direction term by term to obtain expressions

for the electric fields. The resulting expressions are:
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&
[

: 2n+l
1 n=-1 a .
o v et o
J n=1 s i 1
i g% 2n+l cr‘;ﬂ
6
X Pn (cos Oj) Pn {cos ul)
t ‘ n
1 n a2n+1 1 Ck
Gei‘kl = ane Ty = Tel n+l p2n+]
) n=1 it °k__
[1 a 2n+1]
- (§)

X Pn (cos am) P n (cos Gj)

In the above expressions, the following definitions apply.

G

]

rijke, Coijke

Ck’ Q5 to field points T Gj,

b2n+1

Green's functions relating source points

for radial

and electric fields, respectively angular

r, ej = field points

e % = source points

a,b = inner and outer sphere radii
Pn = Legendre polynomial of order n

These expressions are then integrated term by term over each zone volume
to obtain Green's functions consistent with our particle-in-cell ".sthod for

obtaining the charge distribution. The electric fields are then obtained

from the Green's functions by
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E... = radial and axial electric fields at field
point Tio ej

charge density-at source point ck,'az

O
"

net charge on inner sphere

The surface current on the inner sphere is obtained from the net
current and normal electric field there., It is obtained by integrating
Ampere's law:

3E

VxH = J*EO-ST

both in space and time., Remembering that the tangential component of H at
the boundary is equal to the skin current there (in units of current per
unit length), we obtain:

2 Q 0 BEr
I = 2mR Jsined® + ¢ += sin0do .
0 (I

Refer to Figure 3-3 in Section 3 for definitions of the coordinates.
J is the net current at the position © on the inner sphere Er is the normal
electric field there., I is the surface current at © in amps.
In the code, the quantities forEthe net current J and the time
r

derivative of the normal electric field 3t are averaged over a number

of time steps in order to produce smoothly varying surface currents. This
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step is necessary at higher fluences bacause of the partiule nature of the
code. In a given time step, many particles might pass through a small area
about the position, ©. The next step there might be very few., The result

is thnc “he quantity J can oscillate in time. At high fluences, the two
tétms in ‘he integral for I are lhréefdnd their sum small so large oscillations
in either term can render the sum completely unless appropriate steps such

as just described are taken,
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