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ABSTRACr 

Th^.s Semi Annual Report is a progress report of the UCLA Biocy- 
ber .etics Control project directed toward the evaluation and 
impismentation of man-machine command and control procedures 
that incorporate neuroelectric signals directly derived from the 
brain. 

This document first reports on the current state of the pro- 
ject. K first milestone has been reached» one such man-machine 
loop hai> been operating for several months at nearly operation- 
al performance levels; In the communication protocol of this 
J,MASTEH-RüB()T" team, the computer robot executes commands encod- 
ed in the mastervs occipital brain waves (as SINGLH EPOCH VISUAL 
EVOKED RErPONSES). To send a command the master visually selects 
the corresponding command symbol from a displayed set. Symbol 
pattern and color have been used in the command alphabet. 
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I.I. ORIENTATION 

i.I.I History 
The present document is the Semiannual Report, covering the 

period June 1, 1975 to January 31,1976 for the UCLA Biocybernet- 
ics Control in Man -Machine Interaction Project, conducted under 
ARHA contract to the San Diego State Foundation N000I4-76- 
C-Ü185 and subcontract # 225076. The long term goals are brief- 
ly reviewed and updated below. The ultimate goal of this project 
is the evaluation and implementation of man-machine command and 
control procedures that incorporate neuroelectric signals 
directly derived from the brain. 

1.1.2 Neurocybernetics Command and Control Paradigm 
The use of bioelectric signals for command or control in 

the man-machine dialogue can best be discussed under a scenario- 
involving man in the role of operator or "MASTER" (M) communi- 
cating with a ROBOT-SYSTEM (RS) The RS can be a sophisticated 
aircraft, a computerized command system or a number of other 
man-machine systems. Quite generally it can be said that com- 
munication between M and RS takes place through some kind of 
computer terminal albeit probably one that was designed espe- 
cially for the task. An aircraft cockpit or the control console 
of an operation room are essentially computer terminals in the 
present context. In command and control apolications, the 
master-robot dialogue relate to specific events occuring in the 
relevant outside WORLD CW). The world in this context consist of 
the^ whole environment that affects the man-machine mission. It 
will normally include the physical manoeuvering space needed by 
the man-robot team together with other manned or automatic sys- 
tems operating within the same space in various relations and 
capacities: ( friend or foe, active or passive etc..) Thus W can 
be a battlefield, a theater of operations, a trajectory in deep 
space etc... In training situations iV is simulated on the com- 
puter system, together with the RS Itself, The RS assesses W 
through its sensors i.e. as a quantitative set of numeric or 
logical variables. The master observes W using visual,acoustic 
and tactile inputs in the form of a set of'displays and mes- 
sages combined with actual frames of the outside world. Thus 
his input will include some of the sensor data as shown on his 
instrument panel (while other sensor data will be kept out in 
automatic control loops.) Both partners, the nan and the 
machine, therefore share some elements in their input seta but 
operate on different models of W. These models are central to 
the decision strategies. The model on which the artificial 
intelligence or the RS relies is always of relatively low dimen- 
sion, limited as it is to preassiqned classes that are esta- 
blished in terms of the sensor variables V(,'J). The master also 
relies on a model of the world but In the form or a mental per- 
ception of the global situation that is or immensely*lar;er 
dimensionality and capable  or  adaptation  to  unforeseen 

tell, 'm-  ,**lll*fttk 
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1.1.3 The Application Range of the Neurocybernetics Approach 
It is useful to recognize the instances that require or 

Jubtiry the search for neurocybernetic channels of communication 
between master and robot, I.e. the supplemental, remedial o? 
unique advantages gained by adding this capability to the robot 
system. Four difrerent situations appear to validate the neuro- 
cybernetic approach, because of conditions that prevent or limit 
the use of normal efferent motor channels (such as voice, key- 
board, switch, joystick, light-pen etc..) These situations" are 
respectively referred to as  Blocking,  Dysfunction,  Saturation 
!?:* rVt^l ir\ term! °f the availability of the information 
that is to be extracted from the neuroelectric signals« 

a) Blocking: Information is willfully blocked (stress deteccor 
^ ualt0n) 0r eise info™«tlon is sub-conscious or subliminal 
(psychotherapy, exdetic imagery,free association, memory prob- 
ing, face recognition etc...). / M' ^ 

erift
Sf«^!i?2! A1i .rn0t0r channöis «T« busy (Hi-performance 

craft in complex combat situation) In that case skeletal output 
requirements exceed the subjects capacity for real-time con- 

H 

c) Dysfunction» Normal motor channels are disabled, either per- 
manently (prosthesis, limb control, sensory substitution etc ) 
or temporarily (hi-performance aircraft in hi-G pull, spacecraft 
occupants in low metabolism state, zero-G etc..) 

d) Latency« motor channels would be slower, i.e. have lonaer 
reaction times than that provided by the neurocybernetic chan- 
nels emergency control, selection among set of countermeasures 
i.e. alternative subroutines as in complex command and control 
environment). «-wurw-i 

Of these situations,  th 
master-robot interaction. 

e three last are clearly  relevant  to 
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1.2. REVIEW OF RECENT ACCOMPLISHMENTS 

1.2.1 Overview 
Definite operational success has been reached on the first 

phase of the program namely the correct recognition and classif- 
ication of stimulus identity in a small alphabet of possible 
stimuli, in single epochs of EEG visual evoked response. Stimu- 
li used are flashes either patternless in a set of colors oi» 
patterned in one color. Because of the clear differences in 
codes, patterns and colors are expected to be identifiable 
separably or in combination although no experiments with combi- 
nations have b?en attempted yet. The experimental strategy and 
the real-time data processing have been perfected in a succes- 
sion of experiments and the overall approach is now quite suc- 
cessful with almost any subject. Expected accuracy with randon 

Je90/ iS ab0Ut ö0%* The best subJects operate consistontly 
m 

1.2.2 Data Generation and Processing 
This level of performance has been obtained by  submitting 

loCicai0ohdt0)a Sequence of Pressing steps namely: (in chrono- 

1.2.2.1 A Priori Artefact Rejection: This step that takes place 
berore actual data processing of the epoch is most important in 
the general strategy. The frontal pole is continuously moni- 
tored for excursions beyond normal range. The real-time experi- 
ment monitor aborts data taking when such activity is detected 
during the half-second preceeding the actual epoch. If it ap- 
pears during the response itself, (after stimulus) acquisition 
is completed but the epoch is rejected. 

1.2.2.2 Wiener Filtering: This is an optional real-time filter- 
ing^ (based on the covariance matrix derived from the data durinq 
training) .Its function is to optimize the signal-to-noise ratio 
rrom the standpoint of covariance information. The filter has 
been the object of a communication at the recent IFIP Conference 
on Optimization in Nice. Wiener filtering is soon to b- com- 
bined with time-varying bandpass transformation to enhance fast 
components at the beginning of the epoch (see Fast EEC com- 
ponents -UCLA-Biocybernetics - Final Report 1975) 

1.2.2.3 Stepwise Selection of Best Samples: The ten best sam- 
ples, from tne standpoint of discriminant power, are selected in 
a stepwise manner, i.e. by order of decreasing power, from' the 
rive (eiectrode)chann9ls using an in-house (BCD version of the 
now classical step-wise discriminant procedure used in statisti- 
cal packages such as the new Biomedical P7M. The BCI oroqra'n is 
interactive and designed to run in real-time but otherwise woud 
give identical results. Selection is performed by recursively 
calculating r-ratios , using a training set containing ten to 
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one hundred responses for each stimulus type. 

1.2.2.4 Recursive outlier rejections A linear decision rule, 
(Bayesian model, assuming normalcy of distribution and identity 
of variance for each type) is obtained on the basis of the 
selected samples. The training set is examined for outliers 
(i.e. epochs in the training sets that the decision rule mis- 
classifies or fails to classify with an adequate margin) and 
such epochs can be removed. The program then returns to the 
stepwise discriminant selection to correct the decision rule. 
The recursive outlier rejection scheme has not yet been exten- 
sively tested and is not yet implemented on-line. 

The decision rule is calculated using all non rejected 
epochs, and applied to subsequent epochs as they are collected; 
each is then assigned a probability of affiliation to each of 
the groups. 

1.2.2.5 Real-time defaulting: After the initial processing of 
the training set, i.e. in subsequent epoch-by-epoch classifica- 
tion, the former outlier rejection is replaced by the confine- 
ment to a "don't know" category of any epoch that falls beyond a 
given distance margin for one of the stimulus types. 

1.2.2.6 Decision Rule Updating» A recursive "piggy-back" pro- 
cedure is available as an option for on-line experiments. In 
that case, blocks of (usually 40) epochs, called epoch strings, 
are sequentially treated as training sets for the next string. 
This provides a means by which the decision rule can be tracked 
as it undergoes changes due to task learning, operant condition- 
ing or any other cause. 

1.2.2.7 Neurocybernetic loop» The real-time classification of 
evoked responses has finally been incorporated in an actual 
man-machine communication scenario. In this scenario the master 
is required to run a maze displayed on a graphic terminal. The 
moving target in the maze (the "mouse-" or "mobile") is directed 
by visually acquiring (i.e. directing the gaze to) one of four 
visual "keys" that frame the field of operation and thus signal 
"up", "down", "left" or "right". A diamond shaped, checkerboard 
pattern, that appears briefly between the keys, produces the 
evoked response, with the encoded information. 
hach stimulus type, as soon as it has been identified in the 
(occipital) EEG response causes the system to implement the 
move; thus each successful move constitutes reward. The 
resulting operant conditioning schema is therefore directed to 
the quality or accuracy of the classification in a non-specific 
way. That learning takes place can be seen in the results of 
successive runs in the piggyback mode. Typically an increase in 
performance is recorded over the two or three first runs and 
will stabilize afterward. The nature of that learning is not 
elucidated yet, but since these experiments clearly deal with 
"exogenous" components of the evoked response which are presumed 
to be relatively resistant to operant conditioning procedures, 
it is reasonable to suggest that the increase in performance is 
probably due to the avoidance of interfering processes such D 
muscle artefacts or even the blocking out of interferring mental 
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activity (casual evidence for the latter is found in the verbal 
reports obtained from the subjects in recounting the.tr percep- 
tions during experiments) 
The maze experiments have been the object of a presentation at 

the recent IEEE Symposium on Man Machine and Cybernetics in San 
Francisco. 

With regard to these experiments and the entire first-phase 
of the project it is felt that a limit has beef; reached in the 
procedure . No radical change in the data processing approach 
will be necessary to maintain high levels of performance over a 
large range of similar experimental conditions, and we would 
venture to say, with acoustic or tactile stimuli as well. The 
relatively minor changes that are now in the works and in par- 
ticular the time-varying Wiener filter are expected to add a few 
percents to the current levels. In addition, new low noise EEC 
preamps are expected to increase the performance of the subjects 
whose brain signals were smaller than average, therefore some- 
what buried in the instrumentation noise. Present amplifier 
noise is I to I.5 microvolts peak to peak; the new amplifiers 
will be better by a factor of five in noise, and 60 db better in 
common mode noise rejection. Thus the first phase of the pro- 
ject (time-locked visual evoked responses with stimuli that are 
(easily) subject discriminabie and exogenous signatures in the 
EEC) is to be considered terminated. 

\ 
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CHAPTER 2 

LXPEiUM-NIAL PA^AtlüM 

is.1  üäüZälSiiiSS ii'Vi£cnmej]_t 

rtan coinaiunicatts fcy t-eiceiving his t-nvironiaent and 

etfsctir.g a structuced response tc it. Tne Jtructuce is 

teflecteu iu an ordeced selective attenticn toward tach 

particular ccniponent ot" tat3 perception, along with an 

interactive trctocol established tor infermation transter 

with his environment. Ihia reüearcn examines responses to 

inputs on the visual and auuitory moaalities. The responses 

observed are electrical fluctuations senseu on tne surface 

of the scal^.. These signals represent a simple 

non-intertering scheoe to ctcerve the eirly components cf 

the biocyoernetic processes of the human nervous system. 

The paiaui-jm to c-XdDiine and demonstrate man-machine 

communicatici. has oeen iitplfeicented in tä9 Drain Computer 

Interface LaMCLatory, (A current uescription ot this 

facility as it applies tc this research is provided in 

Appendix I.) Tne paradigm can be visualized through a 

scenario in which the ^cioci^al tunctior.s arc porformed by 

three elemer.ts, the inaa, tne macnir.c, and the • nvironuent. 

Tne tallowing notaticn and functional intaractiona provide ,i 

description ct r.ie role ai tr.est elements in   the paradlqa« 
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1) Man ds aidster (H) -- the master observes a robot 

iianiersed in d world and learns to generate messages, 

according to ccnstraints int-osed by the world, and the 

cobots capacity for understanding, so that the robot 

responds to the master's gcal. 

2) The machine as a robot (H) -- the robot learns to 

interpret messages trcm the master and behaves 

according to its awareness of the world and the 

constraints imposed by the wcrld. 

3) The environment as the world (U) -- the world defines 

the universe of discourse in the communication between 

master and the robot and constrains their behavior. 

ii2 CüfjaUNICATIÜN AND fEEDBACK CCNTHOL 

Figure 2-1 presents a simplified block diagram of a 

tiofeedtack control loop employed in the experiment. The 

robot and the world are simulated by the computer system and 

their irteraction is displayed to the master, a human 

subject, by d cathode ray tube (CAT) display. The subject 

visually observes the rocct's behavior as aisplayed on the 

CBI/ and issues messages to control the rooot according to a 

protocol witn the cemputer system. This -oaiputer system 

siauldtes the robot ana wcrld with a data collector, taessag« 

classifier, and robot simulator. The ddtd collector and 

message cidssifier rotlect the world's constraints on the 

rebct's  perception  and  interpretation  or  tho   masters 
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messages, while the robot aiu,ulator inplements the decisions 

Bad« üccotüing to the wctld's ccnstramts on its behavioc. 

The E£(3 biofeeduack exhibited in this research has 

ditferent objectives dnu inpleraentation than previous 

fciofeedcack experimacts oi tiiis tyte. In tnis work, 

bioteedback is an element in a man-machine dialog, rather 

than singly an indicator of behavior moditication. The role 

ot the robot is central tc the understanding of this concept 

of feedback controlled ccuaiunicaticn. it is through the 

behavior of the robot that the master is able to determine 

that his implied ccmraanas are getting through, as the 

behavioc ot the robot constitutes the feedback signal. 

The aata processing capability of the ürain Computer 

Interface laboratory permits analysis of single epochs of 

multi-channel 2ZG data, and the techniques developed can 

identify (en a relatively model-free oasis) amplitude, 

frequency, and phase attributes of the neuroelectric signals 

involved in the messages transmitted to the rooot. This 

provides a substantial variatica and expansion from earlier 

techniguej wnere simple filtecj were used to detect cyclic 

amplitude uehavior in EEU signals. 

*< 

i-ii  Curcb.L.t ii^erioiental   Ij^lementatign 

ihe       initial scenacic       teatucai       a      (rouot)     mouse 

attempting   tc   free itatlf   tcca confinement  in  a     maze.       The 

CObot     Jioase     must move     up,   down,   left,   or   eight   along   the 

ch4nn«li  of   a   maze whili  attempting   to    avoid    contict     with 
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the walls 01 unnecessary travel down blind alleys. Figure 

2-2 presents a diagraci cf a iraze in which th^ mouse is 

initially confined at the center. The shortest path to the 

exit, in tne lower left ccrner, contains an egual numfcer cf 

moves in each direction. The experimenter can vary the 

mouse's perception of its wcrla with several options that 

reflect different levels of intellectual capability in the 

robot. For instance, the siaplest option depicts a dumb 

mouse that pays no attention to the proximity of adjacant 

walls, and has no preference to any particular move prior to 

receiving a message, other options allow tor smarter robots 

that are aware of adjacant walls or previous moves. In 

addition to illustrating the value of the robot's 

intelligence in this approach, these options provide a 

mechanism for the experimenter to adjust the reguirements en 

the master's niessage generating capacity. This provision is 

invaluable in letting the human subject gradually develop 

his neurocybernetic control capacity. 

The major constraints on the communication between 

Edster and robot can be illustrated by describing the time 

seguence of the uata collection and cemmand cidssiticaticn 

processess. Figure 2-3 presents a simplified diagram of the 

activities and events involved in a single cycle of the 

ccmmunicaticc protocol. This dialog protocol is the basis 

for the analysis of the data epochs as a time synchronous 

exchange between the master and tue data collactor. The 

initial event of the cycle is a ready cu-i tollowid by a wait 

 =  
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interval (0.8 sec) to allcw the master to select a ccmmand. 

The ceady cues include a time coinciuent beep ana LED 

illumination at one or all vertices of what at stimulus time 

will appeal as a dianicna shaped checkerboard pattern 

superimposed on the CRT display. A strobe light provides 

the interrupt stimulus, impressing the checkerboard pattern 

on a portion of the retina, depending on which LED the 

master directed his gaze during the wait period. Figure 2-U 

presents a diagram of the superimposed checkerboard and LED 

display, and also the fcim of this pattern as it would 

appear, given fixation at each vertex. The visual evoked 

response to the stimulus is transmitted from the master to 

the robot where it is classitiad to provide the command. 

The robot simulator carries out the command and moves the 

mobile accordingly. 

In the subsequent ••verify" phase the changing display 

constitutes a stimulus tc the master that confirms or 

infirms the successful conclusion of the command. The 

resulting evcked response can then be transmitted to provide 

a "verify" nessage that can either cancel the last command 

or modify the rcbct's bias in the next cycle. 

The nature of scalp electrical activity necessitates a 

somewhat involved Ic^ic to test the properties of the 

signals duriny each activity of the cycle. Artitactuai 

signals or apparent randcm cccurance can mask desired 

signals and must be identified and separated. The artiracts 

can result tico such  influercos  as  Buscle activity,  «ye 
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maveaientü or blinks, al^hd waves, and siee{j syindlos. The 

amplitude of these siynals can te several times those of 

norraal Les^cuses whiis the t£fc>juancies can vacy from 1-2 

hertz for eye artifacts, 8 - 1J hert^: for alpha and 

shindies,   aud  50   -   75   tci   musclt   activity, 

2.4   Initial  Irainin^ 

Lsetore the master can exercise ccntrcl of the robot, an 

initial set c£ the signals must be analysed. The process of 

developing a reliatie channel of ccainunication involves 

adaptation at the decoding algcritnms implemented by the 

computer. This initial phase is then complemented by 

bioteedbacfw as master experiences t'ae effects of changes in 

his signal generaticn. Cn-liue real-time data processing 

techniques are employed tc achieve this biof:eedback 

learning. 

Thus the seguential procedure begins with an epoch 

string that involves ccllecticn of an initial set of command 

data D«S^ag€S. This set. is analysed to produce a 

classification fuLcticn (Cf) which is then employed to 

saguentialiy classify each command message generated in the 

next epoch string. This suoseguent phase iavolves data 

collection, cciBQaud classification, and activation of the 

robot bas^d en the results ct thti classification. The robot 

action , oosttvea by the master, constitute« th^ reedback 

signal aud subsequently becCDSS tne stimulus ror the verify 

message.     The   coaraand   messages   ore   then  COuiDinsd   with     those 

 .  
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coliecttu in tne titst epoch string to produce an updated 

Ci, that incccpouatcs the cttacts ot training anJ 

adaptation. Similatly the verify message s^t from the 

s-accnu epoch string can ce analysed tc produce a 

ciass-Liicaticn function (VF) which will tLen be employed to 

sufcst^uently verity ccujaand iaterpr-."tation in the next 

phase. This process is repeated through several epoch 

strings with the data collected in each phase  refining  the 

£«£ ^ata Collection Prctocol 

The detailed prctocol between the master and the 

on-line data rolJectoi is iliustcated in Figure 2-5. This 

diagram presents segueiitially the segments of the data 

collection cycle and includes elements of the controlling 

logic tor data acguisiticr. dud artifact handling. This 

enables the master to sychronize his function with the data 

collection, classification, display, and storage functions 

that the cata collector pertorms. The presentation of 

bioteedtdck signals tc the Blaster provides two types of 

iaroraia tion. The first is character izeo by the cathode ray 

display ptoviueu by the ccm^uter and presents the results cf 

the ciassitication cf tne ccuBand signal, i.e., the action 

of the robct. Ihe second signil is provided by a status 

panel ccnsisting or a series ct colored lights. These 

lights display the present status c -.he data collector. A 

red light indicates the detection  ot  an  artifact  in  the 

1***.**...*:,,****..:,...^ ■ 1i«ii|l».i il vr   
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ddt?..   Thiü  sicinal  will  rreaiain  for  d  short   interval 

dälayiny tht restart of the coiloction cycle and  eventually 

allcwiny  the  oastar to alter his behavior m the direction 

ot artifact reduction, while the data cclloctcr restarts the 

rcdi-tinie  data  eoliectien  seyinent.   Taus the  master is 

trainc-d to t^oduce signals that pass  the  artifact  filter. 

Tne design of this artifact detection filter is an important 

aspect of the experioier.tal patadigm and  will be  discussed 

later.  The Figure also illustrates the sequence of tests 

perfcraeu to identify artifacts. These teats are  performed 

at  tne  oeginniag  of  an  epoch,  after  completion of the 

command message, and after  the  verification message.   If 

artifacts  are detected at the first two tests, the epoch is 

afcaiidoneu ana rescheduled  after a  short delay  with  the 

response of  the  rohct being delayed until the next epoch. 

An artifact during the vf-nfication results in »ao decision" 

regarding  the  verification.  Ine  epoch is not included in 

future Cr' generation  but  the response of  the  robot  is 

hanuled according to the cations available in the experiment 

centtel i-^sn^f^s. 

2iÜ! &i:9I^§<ibdck dis_Elaj!S 

The aiaiii bicfte.ibacX signal to the master is provided by 

the catitod« ray tube which uis^lays thG world model and the 

robot's aotiens in this r.an-ir.achine pciradigm. Figure 2-2 

presents an exajjple or such a display. The robot in this 

oxaäple  acts  on  a  acLile / "tne  iiiOUEe",  dlsplicing  It« 
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position in a two-dimenaicndl maze. The coniaands invoke 

changes in position cf the motile, Ndmely, raov^j up, move 

down, move left, or move eight. The nuaibers appearing on 

tne diagcdD! represent d«ci«ico joints: the Eobiie waits at 

a üecision point for receipt of a coromand which defines the 

direction in which it is to froceed. The mobile tHen moves 

in this direction at a i-redeterrdined rate and halts at the 

next decision point and waits for the next conia?nd fron the 

master. 

The alphanumeric caaracters appearing at the top of the 

display denote optional medes of behavior. The decision 

mede restricts the mobile tc move only to an adjacant 

decision point, unless it hits an adjacant wäll in which 

case it raturcs to the present decision point. The wall 

mode lets the mobile move until it strikes a wall and then 

stops at the decision point near the point or impact. This 

mode involves f^wer decision points. Upon reaching the end 

point (x) the moLile is automatically returned to the 

starting point. 

-■-    
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3. CL&SSIBICATION OF aiOCYBE8NSTIC SIGNALS 

Ccnven tioiidl statistical analysis techniques have been 

euplcyea to classity sinyla epochs of biocybetnetic (3ata to 

one of a set of jroupt., whece each group is associated with 

a specific ccmmand to the machine under control. The 

princitie questions invclved in the aatheaiatical treatment 

of the üata epochs includes the choice of a decision loqic, 

a aathematical model of the statistics of the data, and a 

procedure to efficiently identify the components of the data 

epoch that provide the most intormation. Dayes tneorem en 

•iDverse« cr posterior prcbatility in combination with 

stepwise discriminant analysis techniques as described fcy 

Dixon torm the basis of the approach. The decision logic is 

based on the Bayesian technique which combines prior 

iaformaticn with transmitted information to produce 

posterior probabilities tor group classification of the 

e^och. ihe tarn pc^töiioi: denote the i.ict that the 

probabilities arc dettrmined after tncorporating id t«l 

extracted rtom the present epoch. The posterior 

protatilities are unique tc the present epoch and represent 

uidxinium likelihood estimators of the percetitdge of these 

types of epochs that can bf found in each grou^-. Th* 

statistics cf the oata epochs era characterized fy 

niultivariate  normal tunctiens wita ditfortrxt i«4na for t-ich 

\ 
 »_ 
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group anc. a covariancä matrix that is constant over the 

groups. The Fisher F-statistic for group sepantion is the 

ineasuce einpicyed to evaluate the individual coiuponents cf 

the daca epochs and a stepwise procedure selects d subset of 

e4-och vaciatits that pccviae a good, but rot necessarily 

optimal, scheme for extracting tht signal components from 

the data epoch. 

Tne classiticaticn ot the epoch is accomplished by 

aüsignicg the epoch tc the group with the maxiiaun» posterior 

probability, given that this posterior probability exceeds a 

specified threshold. An assignment to a group is not made 

when the maximum posterior probability is less than the 

threshold, Rather, the epoch is placed in a »default1 

category that results in no decision as far as the system is 

ccncerned. tpcchs placed in the default category may then be 

excluded rrom use in aetermining subsequent discriminant 

functions. This apprcach attempts to isolate those epochs 

that are apparently not repre'.-entative of the s«t upon which 

the present discriminant function was deteroiined. While 

this approach may appear to fdvor the »status quo» it will 

accept change, as leny as the threshold is not too high and 

the changes are gradual and do not produce a set of 

posterior prcfcaoilities that are all less than the 

tursshola. 

The prior information represents what -/as known before 

tne present epoch was received and iucorpcration of this 

prior inioLEdtion into the classiricition function  modifies 
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the inttr^retation or the ccnnidnds generated by the subject, 

and thereoy shapes the uehavioc of the aian-niachine system. 

Knowied^e ot the state of the machine just pi:ior to the time 

ot the epuch is used to weight the chance that each ot the 

possible coitmanas are enccued in the epoch. This effect is 

chacacteriztd as a iceasure cf local context and varies as a 

function of the state of the machine. Thus the command 

generating capacity of the subject achieves •'apparent" 

additional uimensicns cf control in the form of special 

behivior at t^ticular conditions. Ihd following sections 

provide a development of the functions used to iirplement 

these techniques. 

PCSIEilCSf £|C££EILITitS 

The pcsterior ^rcoabilities constitute a set cf 

mutually exclusive estimates or the chance that a given 

epoch should be astociated with each of the ccmmands. These 

prctaoilities are uetermined from the 3ayes equation wh«re; 

F{w IX) = 
i 

*>{*   }      P(X|w ) 
i       i 

(3. 1) 

w h o r -i: 

t(w )  P(X'|w ) 
k      k 

IMBMi '■^■'*- "■■ L -^■^.-^^^. ■"-  



P(w ) 
i 

P(X|w ) 
i 

a 'd' dimensioned data vector 

extracted from an epoch, 

pticr ttotabiiity of group w , 
i 

conditional frobability data vector X 

is frcm group w . 

The uesired coiunjand tor the machine under control can 

be hiyhly ccrrelated with the state of the machine at any 

particular time, and knowledge of this correlation provides 

the tasis for deteLinining the pcioc probabilities for the 

üayes eguaticn. 

The pricr prooatiiities are determined for the maze 

experiment according to several schemes. The first method 

involves examining the space auout the mouse as it reaches 

different pcsitions in the iaaze, anu assigns lew 

protatilities to cominanüs that would move the mouse uirectly 

itito an au^acant wall. A second method is üesignai for ths 

•wail« moue, where the mouse proceeds down a caannel until 

it strikes a wail. This aiathja determines prior 

probabilities at each position in tue maze sucn that one or 

thrse COfflOacda is fcssibie, back-tracking tne previous 

cciumand, or either direction orthogonal to the previcus 

command.  Continuing in the saoie direction as  t!ij  previous 

'«ü k i ii 
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comiaaud is net desirdble as the previous command will 

position tue uioase At the 8Qd of the channel. Back-trackmy 

is »tiqlitea accorainj to the probable error la the pcevious 

command, while the conplement of this error is divided 

evenly to wtight the two crtaogonal directions. A final 

method represents a centtel cemparison and assumes that no 

information is available, thus the prior probaoilities for 

each coamand are equal. Tne following equations define the 

prici probatilities tor the uifferent schemes in the maze 

paradiqin. 

1) Smart mouse: 

0, ii path i is obstructed. 

p(w )  =< 
i j  i 

(3.2) 

1/n , if path i is cle^r. 

j 

where: 

j  ■ d po^iticn inaox in the maze. 

n  = the nuab«! ct cl-jar paths at j. 

j 

imai Miin M in i 
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2)   Bliüd   mouse: 

0,   coatinuiny  the cocimand  from  j-1. 

p(w )    ■ ^ [1 - p(w  IX)       ],  back-tcacfcing  the 
i 1       \ i      j-1 

com manu at   j-1.    (3,3) 

( p(v(   |X) /  2,   either  command 
i       j-1 

orthogonal to   j-1. 

3)    Dumb   incuse; 

p(w )  = 1/4, tor   all paths at j. (3.4) 
1 3 

It is passible tc detine aany such schemes to temper 

the results of pattern classifications with prior 

infcrmaticn. Those just described produce behavior where the 

nijuse exhibits some partial knowledge of the proper command, 

based on the context or the position in which it finds 

icseit', and the ccnmiand generating capacity of subject can 

be selectively enhanced hithout requiring additional 

dimensicns ct ccntrcl. 

c^iici-iigNAL IHaBilllllilji 

The conditional probabilities ace detecraiaed directly 

frcai each epcch ct biocybernetic data generated by the 

subject.  These  probabilities represent  neasur-as of  tha 

percentage ci e^ocba in each ot tha  -iroups that are encoded 
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liko   x.h~   data   cocdivc-il   LLCOI   the   subject   ia   this dpoch* 

The Ijiccyoöirne tic data extractea tcüm an epoch 

cenfr: citut-'S a vector which ia a suo-set of the sairples of 

ELü volta^jt tluctua tiers that ccapcise a data epoch. The 

stepwise procedure enifioyed to select the vector coiuponents 

from     the     data     epoch     will     be       described       later. The 

ouitivariate iiornal dlttSibytlOQ is a convenient candidate 

for a Jicdei ct the statistics ct the dat.a vector. This 

distributiou   tuncticn  is  defined  tiy  the   followinj   eijiiatlon« 

t -i 
exp  [-0.5   (X-U   )      (S   ) (X-U  ) J 

i i i 

f(X|w   )    =  -    (3.5) 
i 

d V2 

[ (2    )      13   | j 
i 

where: 

U     ■  mean   vector   trou  yroup   w   . 
i i 

s    ■ covariance   matrix or   vectors  m  .^roup   w   , 
i t 

A significant reduction in cooputdtional coüipiexity ana 

data processing reuuiremer.ts caa be achievod it the 

covaiiancäs of the luitivariate distribution functions for 

eaca cl i.isi t icat ion group art aojuceJ to be equal. This 

rocdei   xith   th-r asauBfticn  of  eguai covariances asiong    groups 

™*"1— - -     - ■■...■          



is not inccnsiatant with studies of the natute ot EEG 

aaiplitude statistics. Th< ddeyudcy of this simplified model 

in characteLiziay the nature of the biocybeirnetic data 

vector is presented in the discussion. The equations for 

the ccnditicnaJ proDabilities with this simplified model are 

thus: 

t  -» 
exp [-0.5 (X-U )  S   (X-U ) ] 

i i 

p(X|w ) = 
i 

d|X|  (3.6) 

d     V2 

[ (2  )  |S| ] 

Incorporating this model into the posterior probability 

equations and eliminatinq terms which are independent of the 

classificaticn groups, produces the following classification 

functions. 

t  -i 

p(w )  expL-O.b (X-U )  3   (X-rj ) ] 
i i i 

P(« |X) • 
i 

t  -i 

p (v, )  exp[-0.5 (X-U )  S   (X-U ) ] 

(3.7) 

Expanainy   tht  exponentiated   teria   jives; 

    . 
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t-i t-i t-i t-i 

L. j   =   -0.5   (X   S      X   -   U   S      X   -   X   S     U     ♦US      U   )       (3.8) 
i 111 

'V 
The first t»;rr.i is iBd0p«na«nt ot the classific:.it.icn grouts 

aud can Le feliirinateci from the r.unerator and denominator, 

and the second and third toima t^oduce identical tctffll upon 

expansion,   sc  that   the  exponentiated   term  beccmes: 

t   -i t   -i 
[ . j     =      -0.5    (U   S     U  )    ♦ U  S     X 

i i i 
(3. J) 

which can   be   rewritten  as: 

L • ]      ■       a      +    B    X 
i i 

(3.10) 

w rere 

t   -i 
B     «US 
i i 

a     "-0,5(80) 
i i   i 

and the posterior ptcuauilities reduce to; 

tun w „.-.- J— 
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p(w   |X) 
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p (w   )      txp (d     +   U   X) 
i i i 

t ( -   )       e X n {a     +   ! J   X) 

SEiJCiiCN   Or    VARIABLES 

The tirst stüp tüwacu sflecting ci set or variables iron 

a Liocyb^r ne tic data e^och is the de velotnier. t ot a criteria 

ror ir.eaaurinq the relative pericriaar.ee of tne variables in 

sapacatinj the classxticatier groups. The criteria eaployed 

in this rdseacch is based en the Laniiliar technique cf 

Fisher which exuiiues the ratio at su.:is ot square deviations 

ot th^ within yroup iseane about the gcand Bean to the suirs 

or sguaca deviations dbout the within group neans« The 

assuaiftioa ct e^ual covaiiances anong the groups ^roviieu 

tor the Utteraiinaticn of an P-8tatistic tor setr, en 

vuciaoies iucai a popuiaticu ct epochs. The significanci c: 

tae vjtcuj separauilitj ot thtä witnin qrout »eana or these 

variatics car, then bs tested against the chance aspects cf 

tha  variaticr  ot   these  yroup  neana« 

Türj   jtnctal  solution   ice     the     set     ot ,  v it til ' h a t 

ii.aÄic. izc; the so pa rat it.;, ct the yruuys involves the solution 

ot a aystora cf Linear dlgebcaic equations. rr.&s^ equations 

are levcloi .<i iroi,1 a tatic ot variances that duteroinei an 

F*atatiatic   tci   an  arulttacy     sub*set     ot     epoch     vatiaüies. 
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Tae varicinces tor the tut-set ot variables are deteroiined 

fccui a seltction vector ai.d the sin's of squares and 

crosü-pLOäucts inatricies of ail tne variaclts in the epoch. 

Two matricies are üeiir.ca, the first is tcr tha witni.i jroup 

means about tbe pot-ulaticn grand ineai: and the second is for 

the variaules about the api-ropnate wicnir. group :iieans. 

These rcatricies are uefiued as follows: 

(Ü  - U )  (Ü  - Ü ) (3.12) 

where: 

Si3     =   the   sums. Of   Svjuaces  anti   cross-products 
P 

matrix for the within group ii:eans 

atout the populaticn qrn.nd mean. 

: a vet-tor cr all variables in an epoch. 

Ü   = tht: within qrou:. a.ear. ot E. 

the   populatict:   jrand  wean   or   Z, 

Similarly,     the     within       qrcupta       suis       ci       STuares      and 

CECäS-uroducts   aatiix   cr   the   uata   vector   is   uetined   ; /: 
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SS  = (t - U }   (i - J ) 
k        k        k 

(3.13) 

The  F-statistic  for a particular sub-set OL variablss 

can te dctined as: 

f  = 

(n-g) V  SS  V 

(cj-l) V  SS  V 
k 

(3.14) 

where: 

n - nusber or epochs. 

g = nuiuter of ciassirication «jiouys. 

V = a vector wit a arbitrary uinary 

elaaeata tor selecting vauiabljs, 

1 tc select, 0 to reject. 

The seifcctiun  ci  tne  set of  epoch  variables  ^.hat 

maximize^   tne  aLcve  F-catic cm  Le  acliiev^d  through 

differontiaticn of eg« 3.1^ with respect  to the     selection 

vector V and eguating the result to zero, giving: 

. „ .      .. _. 
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t t 
F    «Mn-J)  (V S3 V SS V - V S5 V SS V) 

K y 9 * 

t   2 
V {(j-1) (V SS V) 

k 

= 0   (3.1!)) 

2 (n-.j) (SS  V - Z SS  V) 
P       k 

(q-1) V SS V 
k 

where; 

V SS V 

V SS V 

= 0 (3.1o) 

(3.17) 

Tht solution of eg. 3.It is  equivalent to the  soiuticn 

ot tne tcllcwinq system ci lineac eyuations: 

-1 

(Si  SS 
k   E 

z I) V (i.li) 

The stepwlae procedure CL Efroyrasen is araployed to 

s_/Ere:;iäticdilj solve the::«: equations and chartiby select th-e 

vatiaülca trca the e^ocl:. iois ttichuiqu« also tecaiinates the 

pnocoüs   w.-ien  the  sigmiicanc«  of     thi»    contribution     --i     ill 

v a r i a i; 1 • ret   j it  fceltctea   falls  b^low   a   t.i'.-jt   Itfvcl.   fhid 

-— - -   
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procedure tests variaDiej in the selected set (it any) tec 

rcuiovai tioa the set, ana thtn tjsts variabits that have net 

yet been selected foi: inclusion in the set. The ^-statistics 

oi the iniii v Liuai vatiatles are compared tc r-to-remeve or 

F^tc-enter levels tc deteinine the coiirse of the steywise 

selection. Ihe process is terminated when all variables not 

yet included in the set possess f-statistics less than the 

F-to-enttr level. 

ihe stei-wise techr.i^ue et'tloys the Uauss alittinaticn 

mathca, as described oj Crden # for the solution ot the 

simultaneous equations. Initially the variable associated 

with the lacyest f-statistic is selected, given that it 

exceeds the l-to-enter cEiteria. Tliis variable is 

eliminated   t-zoni   the   matrix  by  the  familiar  pivotal 

trans tonn it  ns where thrf elements  a    o; 
ij 

the  succeedin.] 

matrix are generatad by pivetinq the present matrix aceund 

the selected variable, a-.notcd hero by the subscript kk. 

Tue rules foe u;jdati::q the matrix ar« sucinarized as follows: 

■ ■    
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ij 

a   -ad  /a  ;ifi*k, j*lc 
ij   ik kj   kk 

a  /a 
kj   kk 

-a  /a 
ik   kk 

1 / a 
kk 

if i = j, j ^ k 

(3.19) 

it i # k, j = k 

if i = j, j = k 

lypicaily, the variables in the uiocybernetic data 

epochs are ccrreiateci over intervals of several adjacant 

variables, that is neighborinq vaciables tend to exhiait 

aittilat auiplitudes cvet a pcfulaticn cf epochs from the saica 

classif icaticn «jroup. The above pivotal transformations 

correct the variables in each succeeding matrix tor linear 

ccrtelation with the selected variable so that the 

correldted nature ot tiocyDornetic variables is 

systematically handled. Houeyer the finite precision cf 

digital tCücessitij leyuires an addition il tolerance test 

pnet to the selection cf a variable to reduce t!ie 

possitiiity ct aegeneracy when a variaole is approxindteiy a 

linear combination of ctner variaules. rr.ua it tue majnitude 

or a uij-jonai elcaent c£ the matrix in ^.j. .j, iy is less thin 

a tcieruuee ct 0.01, that vatiahlo i;n not a candidate for 

selection. 

^   
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4  EXPEBIBEIIIAL BESULTS 

This chapter pieüents a suBmaEy of the results obtained 

in the iaooratory with an initial group of seven subjects en 

tne maze ccrtroL ext-eciaieut. The subjects are five females 

and t^o males. Indiviilual experimental sessions of about two 

nours were conducted as aescribed below, 

Stanuata Gcass silvvic disc eLactrodes were applied with 

eiectroconductive paste at six locations on the scalp and to 

both eai-iotes, ana electrode impedance was always lass than 

10,000 ohas. A summary ot the electrode sites and channel 

confijucatiens is pecaented in Piyure 4-1. Channel eight 

(Fpz - Oz) was used as an artifact detection channel. The 

legic for üetoctiny an artifact involves counting the 

aLapiituua excursions that exceed a threshold in a specified 

time interval. The analog EEG signals are amplified over the 

bandwidth of 1.0 to 70.0 Hz., and digitized every 4.0 

milliseconds, A data epoch consists ot a set of samples 

collectau both oeforo and after *.   visual stimulus. 

StiuMiii  consist  ot  ori^t (30 micrcsoc.) flashes of a 

7 
x<:.'ucn   stroue   light    {10        lax     illuminance     in     a     coliiiuatel 

"■'■:7""; .■■....«■■■.   ■         
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FIGUHE 4.1 

TOP« Diagrammatic representation (after Michael & Haiiiday, 1971) 

of the relative positions and orientations of hypothetical dl- 

poles connectea with the central and peripheral parts of the 

upper (at 5 o'clock and 8 o'clock) and lower (3 o'clock and 4 

o'clock) visual fields. These dipoies are disposed to account for 

the early (30 to 100 milliseconds to peak.) positive voltages seen 

at electrode ()z (referred to ears) when the lower visual field is 

flashed (UP command, see Figure 7, Channel 1) and the surface 

negativity at ()z following upper visual field stimulation (DOWN 

command, see also Figure 7, Channel I). 

BOTTOM: Topographic projection of left and right hemiretinas onto 

left and right occipital lobes. This configuration of the brain 

accounts for the observed large amplitude of the VtfP to the HIOHT 

command in the right occipital electrode, 02-0z (see Figure 7, 

Channel 4), cind for the large amplitude of the VEP following the 

LtFT command in the left occipital electrode, OI-Oz (see Figure 

7, Channöi i). 
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Ddam) pcüjectfed through tnree ced yelatin filters, with peak 

ttdnsiaissi-on wdvelengths CL 6Ü0 nanoiaeters, and a 

checkertoird tattetT. cf alternating opaque and cleac squares 

sabttnuincj an angle of approxiuidtely 77 milliradians with 

each square subtending j. 5 milliraaians. A h-ackground light 

of 10" laiaaerts illuminance is also present to allow 

accomodation to light. All experiments are conducted with 

the suuject seated inside a sound attenuated, 

electrostatically and radio freguency shielded room. 

The analysis of the oata is performed on-line by the 

93Ü computer. The caiculaticn t^ocedure is implemented in 

Fortran II programming language and operates on the training 

set data to generate a seguence of classification functions. 

These linear functicns are used to classify each epoch of 

tne testing sets during which the robot is under control and 

each e^üch constitutes a coinmand to th' robot. The 

performance of tue master to robot comma..a channel is 

evaluated on the baois of a confusion matrix that is 

-jeneratea for each testing set. The rows of the matrix are 

associatea with each of the possible commands to the robot 

ana the coluana are associated with each of the possible 

ciassirications. Tnus there is an additional column in the 

conrusioa aiatrix ror the default classification. EKaraples 

of  tae contusion matrix are provided in T&oles 4-2 and '4-3. 

■fciafei^*,^..L..^..a.[.. .^,.i. i,-:.iJ>..L.±rrz£Z-^:^ 
■ * .  
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FIGURE 4.2 
SUBJECT SAD7f BCI-SDA CONFUSION MATRICES 

These confusion matrices show the performance exhibit- 
ed by subject SAD7 on an 8 step BCJ-SDA analysis. 
Training set epochs 1 to 280, testing set epochs 281 to 
360. Four matrices are calculated using four posterior' 
probability threshold values. 

■Ml      *^ .  
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FlOUßti 4.J 
?7U  Ciassirication of  5Aü6,/,d &^. 1240 Epochs. 

rhese claisiflcation functions resulted from a twenty 
step BviD P7M run of stepwise discriminant analysis on 
four experiments using subject SAD. This is a test OL 
scability over a three montn periou. The jacknifed 
ci=ssirication performance simulates a testing set of 
new data. 

 —  _ J 
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Tue feiements of this nidtrix are generated oy recording the 

history or the clasüitication process on each epoch of a 

giv«n set. For exaaipi^, if the correct cooi&ad is that of 

the first row and the linear classification tuactiou selects 

the one with the second row, an entry is added to row one, 

coluin two. The diagonal elements of the oatcix contain the 

correct classifications ana the non-diaycnal elements reveal 

the erronous classifications.' Normalizing the entries in 

the matrix provides estimators of the conditional 

protatilities cf correct command interpretation by the robot 

and tntse, in ccmbination with a priori probabilities for 

the commands, form the basis foe measuring the performance 

or   tue   ffiaster   to   robot  communication  cha.ael. 

>:ii|P«MV.«9l..l.pjyj|||Mll!.M.U|i|l 
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PEBfOßMÄNCE 

MEÄSOBEMENT 

Mutual        Recsiired      Hecaived 

Information     Entropy     Equivocation 

Beceived 

Entropy 
V p(b)   In      
L* L p{b)   J 

Beceived 

Equivocation 
)p(a)     >p{b|a)   in      
/- ^- t-  P(b|a)   J 

P(a)     2 P{bla)   ll 

3 

P(b) I p{a)   p(b|a) 

Mutual 

Information 
) P(a)     VpCbla)   In    - 

p(b|a) 

Y^  p(a)   p(bU) ■I 
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TABLES 1 to 12 

Summaries of the results produced o'^ine during the experiments are shown 

in Tables 1 through 12. The mutual in- ■  tion measure includes the robot in 

the smart mouse conditions. The maximum is the best 40 epoch performance seen 

online. Typically, nine recursions were performed, for a total of 360 epochs. 

- 

Ü- J 
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TABLE    1 

SUMÜÄRX  OF   EXeEBIHENTAL   RESULTS 

BUST   TZSTIliG   ^EaFOfiHANCE   (DUMB   MOUSE) 

Per tor trance 
iledsures 

Subject - Date 

SAL? - De23 

SACo - ^olb 

JJV2 - 0c19 

SÄD9 - re 19 

SAEd - Le3G 

E&B1 - DeOl 

MCE2 - oda 

EAC1 - noli 

SAG4 - De22 

SAG3 - t;o2 0 

SÜC1    -   JC 1 o 

Threshold  =   0.60 Threshold   =   0.25 

Percunt 
Correct 

Percent 
Default 

Mutual 
Infcrm. 

Percent 
Correct 

Mutual 
Inform. 

97.4 5.0 1.63 94.9 1.81 

97.1 15.0 1.60 90.0 1.60 

94.3 12.5 1.62 90.0 1.57 

9 4.7 5.0 1.70 90.0 1.51 

89.0 8.7 1.42 38.7 1.46 

85.2 32,5 1.15 76.9 1.01 

77.2 10.8 1.00 74.2 1.00 

83.3 25.0 1.04 75.0 .96 

7 5.0 40.0 .61 60.5 ,78 

7o.O 30.0 .97 65.0 .69 

65.7 12.5 .59 D7.3 .69 

■   I-....»—■.. .. 
-^~^J^---'   
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TABLE   2 

EXPERIMENTAL   RESULTS 

SOfctJECI:   SAE7        DATE:   23DEC75 

Threshold  =   Ü.60 Thrashold =  0.25 
Pertormdace 
Measures Percent 

Correct 
Percent 
Default 

Mutual 
Inform. 

Percent 
Correct 

Mutual 
Inform. 

Training  sets 

Smart   mouse 

Averages 96.1 1.9 1.76 95.7 1.76 

Std.   Dev. 1.4 1.8 .10 1.8 .10 

Maximum ^b.3 C. 1.89 98.3 1.89 

Cuab   mouse 

Averages 95.5 1.3 1.68 94.3 1.64 .n 

Std.   Dev. .17 .17 .01 .06 .01 

Maxinium 95.0 1.9 1.69 94.3 1.65 

Testing   sets 

S D a r t   IU o u s e 

Averages 9 3.1 6,9 1.67 90. o 1.61 

Std.    CeV. 5. J 5.5 .22 6.3 .22 

tl a x i ai u a 9 7.4 '5.0 1.81 97.5 1.8o 

D u ai c   a; o u s fc 
■ 

Averages 9 3.5 3.a 1.69 92.9 1.58 

Std.   Dev. 5,8 2. 1 .21 4.7 .20 

i1 i x i .a u ai 97.4 5.Ü 1.83 94.9 1.81 

irtlWiriiJtnii ■■ i   . . 
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lAbLE   3 

EXPERIMENTAL   RnSULTS 

JüüJECr:   oALb        DATE:   1öNOV75 

P«rtocmciuce 
Thröshoiu = u.so 

Percent     iPetcent     Mutual 
Corcect     Default     Intccui. 

Threshold  ■   0.25 

Percent 
Correct 

Mutual 
Inform. 

Traiiiir.y   sets 

Stoact   injure 

Averages ^4.7 4.5 1.62 93.1 1.59 

Std.   Dev. .37 2,8 .08 1.6 .11 

H a x i i:. u ui 9 6.3 5.0 1.G3 95.0 1.7b 

CUBE   incuse 

Averaged 9 4.0 b.3 1.54 91.2 1.47 

Std.    Dev. . 17 .Co .03 .35 .01 

HaX-LaiUE ^4.2 5.7 1.57 91.4 1.48 

Testiny sets 

S n. d c t mouse 

.'i v r c a j e ä 3.8 1,59 33.3 1,51 

Std,   Dev. 0.2 1.4 .26 fa, 0 .27 

i'l.l < LIE um 97.u b.O 1.o7 95.0 1.74 

C n Ei t   :; c u s e 

A V = i a ., e s .-i 3 . J 10.0 1.35 13.3 1.34 

.'J r a .    ue V . 12,9 7.07 ,36 9,3 .37 

fi a A i i.: u in 9 7.1 15.0 1.60 90.0 1.60 

^-^ ^-  - .    . 
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UBli  4 

LXfEBIilENTAL   RESULTS 

SUBJECT;   JJV2        DATE:   190CT75 

Pürioraiar.ct 
TiiCdsholJ  =   0.60 

Percent     Percent     Mutual 
Correct     Cetault     Intorm. 

Threshold   ■ 0.25 

Percent    flutuai 
Correct     inform. 

Training  sots 

Scant  douse 

Averages 

Std.   Dev. 

WaxiEura 

Cuaib   siouse 

Averages 

Std.   Dev. 

M a x i HI u ai 

66.0 24.9 1.00 77.0 .99 

2.9 15.b .18 7.0 . 11 

8Ö.0 16.7 1.14 81.5 1.05 

69.1 13-2 1. 18 83.5 1. 11 

. H» 1.1 .01 .21 .00 

89.0 12.4 1.19 83. 6 1. 11 

Testing   sots 

3 u; a E t   m o u ^ e 

A v e r a i j H j 8u.^ 8.8 1.39 84.4 1.35 

3 tu.   Uov. 10.4 J.2 .3b 11.3 .m 

'Ad ximia 9 7.3 7.5 1.81 97.5 i.b7 

isUAh     (T.OUSc 

Avecdvjbs 9 0.9 16.J 1.40 07.5 1.45 

Std,     ÜOV, 4.H b.3 .31 3.5 . 18 

H a x i u u a y4.3 12.5 1.()2 90.0 1.57 

■-mi  ■iiiamii   .   .  _^ 



95,1 y.3 1.69 93.0 1.60 

J.I 2.« .18 4.0 .20 

Oü.Ü Ü. 2.00 100.0 2.00 
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ikBia 5 

EXPEtdü&N'XAL   REJULXS 

öüüJ£CT:   oAL9        DATE:    19FE376 

Ihreshold  =  0.60 Threshold =  0.25 
Pectorujaiict; 

H«a«UC«s yercfciir     Percent     Mutadl Percent     Mutual 
Correct     jerault     Infcrnu Correct     Intcro. 

rraining s-ets 

Smart  Douse 

Stu.   Lev. 

Haxiciutn 

DUitiL   lbOUS€ 

Averages 94.1 .80 1.6b 93.3 1.63 

s t d.  E e v. 

HaxifflUffl 94.1 .00 1.h6 93.3 1.63 

Teitini  seta 

Smart  laouse 

j.o 

S.O 1.70 i'O.O 1.51 

5,0 1.70 9Ü.0 1.51 

.". v e ^ a -j e s b y. fa 

atd.   üev. 3.^ 

i-i i x l m u :n y i, J 

Duiii^   ir.oa »e 

.'( V   -. 1 -L   ', c -"> y 4.7 

Stu.    .-^v. — — 

h'i x _;.. uiu ; i. 7 

1.5b d7. 5 1.50 

.11 0. 1 . 19 

1.06 i2, J 1. bU 

..  ... _   .       . 
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lAULE   & 

EXPEHIilENTAL   RESULTS 

SUBJECTj   SÄCÖ       DATE;   30DEC75 

Pe i for ma ace 
iieasurec 

Threshold = 0.6U 

Percent  Percent  Matuai 
Correct  Default  Infcrm, 

Threshold • 0.25 

Percent 
Correct 

Mutual 
Inform, 

Irainin-j   ^^ts 

Smart  mouse 

ÄVäEdyö6 95.5 3.8 1.71 93.5 1.66 

Std.   Lev. 1.1 2.5 .07 1.8 .11 

ilaxiiDura 95.0 0. 1.81 95.0 1-Ö1 

DUHü    iliÜUSd 

Averages 94, 1 5.9 1.57 92.0 1.5U 

StU.   Lev. ,93 3.2 .05 .46 .02 

Maximum 94.7 5.7 1.61 92.5 1.56 

r^stin-j   sets 

S ;ii art   in o a s e 

Av«ra<jes O'J. 1 Z. 3 1.52 88. 1 1.47 

51 a.   C e v. 6.1 2.0 .27 4.7 .22 

Ha xiuium q 7.4 2.5 i.Bd 95.0 1.76 

J u m u   in > i u o t. 

A v c L d j e a bo. o 5.4 1.42 85.4 1. 40 

^ •: a .   j e V . 2.. 2 J. 1 .07 i. 1 . 1^ 

RaxiiUJi O 0 . c 5.Ü 1.48 do. 7 1. 4b 

Mtl mummm Mhtftt _^_  
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TABLS   7 

•XPERIHtüll&L   RESULTS 

SUJJtiCI;    EÄH1        DATS:   01DEC75 

Pitforniaoce 
Maasuras 

Tuceahold = 0.60 

Pocceut  Percent  Hutual 
Corrict  Default  Inform. 

Threshold = 0,25 

Percent  Mutual 
Correct  Inform. 

Trainir, j   sots 

Swart  mouse 

Averavjes ho.7 1 1.9 1.29 34.2 1.24 

S t d.   Lev. 3.4 5.6 .25 4.3 .24 

Maxiaun V4.7 5.0 1.77 92.5 1.65 

D u m b   ffl O U S (. 

Avecdjes b d. o 2 0.6 1.10 Ö0.0 1.00 

S t d.   i o v . ,26 J.Z .04 .57 .00 

Maximum O J . 0 lü.J 1. 13 30-4 1.01 

.' 3 t 111  j    ü>-,'t Ü 

5.1.1 it   atouse 

A v- ;.i jas H J. 4 IC.b 1.2 9 

Li: J .   . -.'v . 1 j.. o. u .38 

.la .< kill um 9 4.0 7.5 1.65 

Du iiu     jtise 

Avit . jes 7 ^. 1 2 2.7 .99 

i -, i.   L; e v. J. "J J . ) . 14 

7b..-^ 

11.'J 

90.0 

1.25 

.23 

1. 53 

:•] iXi:  ;Qi o j. i: 

72. 1 .05 

4. 7 . 14 

7h. ) 1.01 

-—""■*-= BBBi^aiaBM^  
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ThiiDL   8 

IXPcRIKBNIAL   BESULTS 

pecfocüidUCc 
Measures 

SULJtCT:    L'1DE2        DATt;:    1UCCT7 3 

Thteshold  =   0.60 

Percent     P^ccent     hutual 
Correct     Default     Infcrm, 

Threshold   =   0.25 

Percent     Mutual 
Correct     Inlorm, 

rcaioiog s«tfi 

Smart   ooüS6 

Averages 95.ü 5.5 1.67 92.4 1.58 

Std.   Lev. 1.U 2.7 .12 1.7 .08 

MaxiifiUEi 96.7 6.3 1.77 93.y 1.66 

Duaiü   mousi 

Averages 91.8 8.9 1.24 Ö6.Ü 1.08 

St a*   Lev. 5.0 7. J .56 9.8 .56 

Haxiaiuai 96.7 4.7 1.86 93.8 1.73 

lasting sjts 

Smact  iiiuust 

A v e L a .j c s 

b t a. [ a v . 

naxi.n.:. 

D'Jinu mOUfejt! 

AvecajtiS 

S t u. ^ a v 

H i xiuium 

h 9. b 

i,b 

9 3.7 

ü 5 . 8 

1 ö . 1 

7 7.2 

3.2 

1.6 

l.o 

1.51 

1.69 

d9.1 

4.2 

9 3. rt 

1.47 

.19 

1.69 

li.b .. bb 64.5 .b9 

2. i .4b 13.8 .44 

10.8 1.00 74.2 1.00 

r-""^-"     .^_... ■.....-. . „A ■.^■....-.., ^ .... i .-.. - .ia.    
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TADLE  9 

EXPÜßlMENIAL  ttESÜLTS 

SUBJECl!   EAC1        JAPE:   13NOV75 

Performdnca 
Measuceü 

Thrssholu = ü.bO 

Parctnt  Peccent  Mutual 
CoLiect  Cefjult  Infoco. 

i'hresaoid   =   0.2 5 

Percent 
Corcect 

Mutual 
Inform. 

raining   sets 

Smart   mouse 

Avtrages 89.3 17.o 1.24 32.b 1. 19 

atd.    Dev. 5.4 7.3 .36 7.9 .35 

Maxiauiii 97.3 7.5 1.82 95.0 1.77 

C u a ü   ;ii c u s fc 

Averages 62. 1 2d.2 ,83 72.4 .83 

Stu,   J=V. ,oU 3. 1 .01 2.2 . 06 

il a x i u; u a 81.6 2Q. 0 ,84 73.9 .87 

r tr s 11 n -j  äa ts 

Smart   raouse 

A v c r i j •■.■ .1 b 0. 8 13,8 1.17 7^. 4 1.04 

3t.i,    Jo v . Ü. 4 8.3 .17 3.8 .  lb 

M i A i lli u » ü 5. / 12,ü 1. JJ 77.J 1,18 

Z iu. t   :;.u a je 

« v o r t , v. o o i . 7 31. J .7ö o3.^ .72 

Stil ■    '. > v . 19.3 8. d .37 16. d . 34 

M a x i n. ij iu o J. J 25. J 1.0 J 75. J , ye 

,. —    L  
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iAüLL   10 

£Al?E;a:iENTAL   BESULTS 

JÜDJiCx:   SA(i4        DATE:   22DEC75 

Measures 

Ihcaahold ■  0.60 

Percent     Percent     Mutual 
Cortect     Default     InforiD. 

Threshold   =   0.25 

Percent     Mutual 
Correct     Inform. 

Training sets 

3H;art  oiousä 

Aveta^os 

Std.    üev. 

Maximum 

Duffib   aious^ 

Averages 

Std.   Dev. 

M a x i tu u :!i 

y2.9 1C.9 1.47 67.2 1.35 

1,5 H.2 .15 3.4 . Iri 

9 4.7 5.0 1.72 92.5 1.64 

B7.3 17.2 1.10 d2.6 1. lb 

1. 1 .85 .06 1,6 .06 

bd.C 16.6 1.14 d3.7 1.20 

• 

Testing   sets 

3uiaLt   ir.jutc 

A v e ia ij« s 87,5 12..» 1.33 Ö3.1 1. 2ü 

Std.   Dev, d. J 4.6 .20 3.2 .14 

M 3 x i ai u in 9 7.0 M.j 1 . 5h 37. D 1.4o 

D U m L    Rl O U £ vi 

Averages u J. d 31,3 .62 59.0 .68 

bcu,   uev. 7.4 1<.4 .01 2.1 . 14 

M. i x i a, u .ti Ü4.3 ^7.i; .62 60. 3 ,7d 

-^~ ——^—--■- 
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TABLE   II 

EXPBriIKIN1AL   RESULTS 

3UDJZCT:   3AÜ3        DATE:   20HOV75 

PecfociBaace 
läsasurea 

Ihceshold = 0.60 

Percent  Percent Mutual 
Corroct  Default  Inters. 

Threshold  ■   0.23 

Percent     Mutual 
Correct     Intorai. 

Irair.inj   zeti. 

Smart   nouse 

A VCL a^jes 

ij t d .   "u e v . 

Ma xii,.un 

Dumu   nouse 

A v c r a -; e s 

Ütd.   DGV. 

M i x i ui u m 

Ö6.7 Id.4 1.10 81.2 1. 10 

J.5 7.2 .25 3.-3 .2b 

91.9 ^.l3 1.54 90,0 1.53 

d3.9 

OH.   1 

21.2 .(J6 77.8 .95 

C . .02 .50 .01 

21.2 .97 hi.z .95 

rddtino sets 

S r, a L t UI 3 U S ti 

A v t L i > j <_ ^ 7 7. 1 b. 1 1.1b 7 3.d 1.05 

ütu.   üev. u.1 b.3 .15 3.2 .09 

s'.,i x isuai 6 4,8 1 /.J 1.35 77.^ 1. 17 

D u n L   .i o a s c 

I,Vt La jt'S 7 u. d 3 0.0 .94 D 1. 3 .b2 

Sta.   Lev. 2. o L . .04 5. 3 . 11 

ria x L;uuifl 7 "J . u 3 0.0 . r/ u j . U .09 

■   
ud,. 
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lAbLt   12 

EXL>£8IWEN1 AL   RESULTS 

jüBücCi:   JCC1        bAi'C;   180Cr75 

t'er tocna nca 
Neasucss 

Thtrisholu   =   0.60 

Percjnt     Feccent     Mutual 
Corc-^ct     Default     Intocm. 

Threshold   =  0.25 

Porcen t 
Cocrect 

Mutual 
Inform. 

Eraiuing üet^ 

inart   iT.ouse 

Aveca^es 9 4.4 9.7 

Stu.   Dev. 2. J 2.5 

Maxi.;; u n 97J.J 7.5 

L u ü. h ,in o u s «5 

Averages 8 9.9 13.7 

Std.   DwV. -- — — 

M a x i ui u m H y. 9 1J.7 

1.57 91.0 

.21 3.d 

1.89 97.5 

1.22 

1.22 

85.0 

85.0 

1. 54 

.21 

1.88 

1.20 

1.20 

Testing   ^et^ 

ISriait   Düuse 

Aveiagos o 5.1 3,d 1.4S 84, 4 1.45 

Std,   uev. 7.7 2.5 .21 7.5 . lb 

M i x i in u C 9 U. 7 5. 1 1.77 92.5 1.64 

Duoib   KCUiC 

Avera j«... b 5.7 12.^ .59 b7.5 .69 

Stii.   Dev. - - -- — -- 

fidXi.« ua fcD. / 12.5 . 5 9 t.7. 5 . OJ 
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TABLE 13 

Subject.'SADT 

CONTRIBUTIONS 
Channel Time UP DOWN LEFT RIGHT 
OZ-A 236ms 43 8 22 7 
PZ-OZ 136 100 6 39 45 
02-02 100 41 4 12 42 
02-0Z 140 61 1 7 5 57 
02-0Z 268 9 2 17 18 
I-OZ 132 74 30 34 ID 

Table 13: 
Contributions are shown for each of six variables chosen by a six- 

step SDA. 

In orci?r to asc 
given jroup dis 
is adopted, 3 5 s 
the variables i 
nation to the de 
the average) t 
values need corr 
in the following 
vi*- squared = v 

residuals (v ar1 
the number of de 
or epochs-1 ). b 
^i*. lien, for 
to a naximum or 
tabul a te 1 in TA9 

CONTRIBUTION'S 

ertein the contribution of each 
crimlnant function (O.r.) the fo 
uggested by fatsuoka (1971); The 
n the Discriminant Functions are 
grea of contribution each variab 
o classification of the given 
ection oy a factor (vi*)  wnich 
mannen 
i/a.:., where the Vi are the i 
ances) in the variance-covarlanc 
grees of freedom associated with 
acli coerficient in the D.F. is t 
a given experiment, these produc 
IJJ for easy comparison, fnese 

LE 13 . 14 , and I
I
J. 

variable  to  a 
ilowing procedure 
coefficients of 
a first approxi- 

ie provides  (on 
group, but these 

can  be  obtained 

iagonals of the 
e matrix, d,f. is 
the VI (d.f.=# 

hen multiplied by 
ts are normalized 
Contributions are 
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' TABLE 14 

. CONTRIBUTIONS 

SAD7 10 Step, 8 Var. 

Rank Channel Time 
Commands: 
UP DOWN LEFT RIGHT 

1 Pz-Oz 144 100 5 33 33 

4 Pz-Oz 228 75 21 26 23 

3 02-Oz 96 40 1 8 31 

5 02-Oz 156 64 20 17 9 

8 I-Oz 80 33 5 2 37 

7 I-OZ 132 55 19 22 14 

.2 - I-Oz 140 21 21 9 1 

6 I-Oz 224 2 18 7 7 

Table 14:  Contributions are shown for each of eight variables chosen by a 

ten-step SDA. 
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TABLE 15 

AVERAGED CONTRIBUTIONS 

MNP- ■.-•"»,-!. 

Oz-A averages 

Pz-Oz averages 

01-Oz averages 

02-0z averages 

I-Oz 

UP DOWN LEFT RIGHT 

42 18 :? 27 

74 44 45 42 

33 29 40 31 

84 89 51 103 

48 16 20 11 

I 

TABLE 15; Average contributions are shown for all subjects, as a function 

of channel, without respect to time,    The cross figures represent the 

amplitude of the contributions of  .'ach channel  to the four commands. 

Y 

Pz-Oz 

r 
01-Oz 

1 

Oz-A 

-« ► 

02-Oz 

— .i^.^ ^_ 

i 
■ 

I-Oz 



r 

 •*    p   •   a 

64 

TABLES 16 to 18 

Shown in Tables 16, 17, and 18 are the levels of classification 

performance obtained on offline SDA runs with several sizes of training sets, 

always using the epochs immediately preceeding the 80 epoch testing set. 

i 
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SAD 6  5 Training Sets 

Number of Epochs 
in Training Set 

40 

80 

120 

160 

200 

j                        Train 
Threshold .6 .25 

Test 
.6 .25 

Mutual 
Info. 

100% 100% 73.7% 73.7% .9563 

96.2 96.2 86.7 83.7 1.2572 

95 95 92.2 91.2 1.5152 

97.5 96.9 94.7 93.8 1.6621 

95.9 95.5 94.8 93.8 1.6625 

TABLE 16 
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SAD 7 Class.Performance vs. Training Set Size 

Size 
(Number of Epochs) 

Training % Test % 

40 

80 

120 

160 

200 

240 

280 

100.0% 

95.0 

94.2 

96.2 

96.5 

95.8 

94.3 

82.5% 

86.2 

95.0 

92.5 

92.5 

92.5 

96.2 

TABLE 17 

■■1"t^—--'*-^-- ■ 
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SAD 8 Seven Training Sets: Online Experiment 

Number of Epochs      Train Test Mutual 
in Training Set       Threshold .6    .25    Threshold .6   .25      Info. 

40 

80 

120 

200 

240 

280 

100.0 100.0 81.6 80.0 1.1666 

94.5 90.0 88.'0 86.2 1.3234 

94.7 91.7 87.5 81.3 1.1869 

93.ü 90.5 83.6 78.7 1.1830 

93.2 92.1 86.5 87.5 1.^252 

93.4 92.9 89.0 88.7 1.4594 

TABLE 18 

"*■—'-••■—'-'■' 



-OF 

63 

lABLh 19 shows the classirication performance achieve-f by select- 
ing a more optimal subset of variables than is provided by th« 
wide general window used for most of the online experiments. In 
order to find a oetter set of variables, stepwise discriminant 
analysis was performed repeatedly on the data, faking a narrow 
time slice of variables across channels per run. When all the 
time slices were analyzed, a set of usually 60 variables was 
chosen, and the 40 variables from this list which had the highest 
h levels were entered into a final SDA run, which gave the per- 
formance indicated. Typical t.dining sets were 200 epochs, and 
testing was performed on 80 epochs. 

SUBJECT MODE     Thresholds rhreshold=.25 
%  corr    % def       M.I. %  corr     M.I. 

SAO/        Train       96.b 1.0 \.16 96.0 Ic75 
Test 98./ 2.4 1.90 97.5 1.85 

SAÜÖ Train 
Test 

95.9 
94.3 

2.0 
3.6 

1.69 
1.68 

9b.b 
93.8 

1 .70 
1 .66 

JJV2 Train 
Test 

93.2 
88.0 

II .5 
6.1 

1 .4b 
1 .36 

90.0 
87.5 

1 .43 
1 .37 

SAD9 Train 
Test 

96.9 
90./ 

0.6 
6.1 

1 .82 
1 .44 

96.2 
83.7 

'.73 
1 .42 

SAÜ8 Train 
Test 

97.9 
90.3 

4.0 
4.9 

1 .80 
1.53 

9b.b 
87.5 

1.71 
1 .37 

EAHI Train 
Test 

88.9 
72.2 

10 
9.9 

1.30 
0.32 

85.5 
70 

1.25 
.8! 

MD32 Train 
Test 

94.3 
86.1 

11 .9 
9.9 

1 ,50 
1 .20 

90.6 
30.0 

1 .49 
I .06 

EAOI Train 
Test 

86.8 
63.4 

24 
28.6 

.99 

.50 
77.5 
61 .2 

.94 

.51 

SAG4 Tr a i n 
Test 

89.2 
73.1 

12 
16. 1 

1.22 
. 74 

34.D 
6 7.5 

1.18 
.72 

SA.J3 Train 
Test 

37.3 
63.3 

21 .b 
19.9 

1.01 
.50 

30.0 
68.3 

1 .Ob 
.62 

SDOI Train 97.4 
91 .3 

4.3 
1 I .2 

1.73 
1 .43 

94.4 
37.5 

I .64 
1 .39 

A^/J         Train 93.1 9.4 1.5 39.6 1.5 
b-tJ- 4.3 7.9 .3 0.3 .3 
fast :13.9 10.d 1.2 d0.9 1.2 
S.u. II . I /.<■; .j |2,| ,4 
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8-Step SDA : SAD 7 

200 Epochs 

%Correct 

TOO" 

90 

80 

70 

60 

50 

40 

30 

20 

10 

6 

Step #  1 

ca 
1*- 

^ 
9 

<6> 9 

8 

x Training Set 200 Epochs 
o Testing Set 80 Epochs 

itHitnrMilmi       i 
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FIGURES 1 to 6 

These figures are 3-D plots of single epochs of visual evoked responses 

from sample 11 (44 msec) on the left to sample 70 (280 msec) on the right. 

Voltage is on the y axis, and epoch number on the z axis. 

The left top and bottom plots are ar end view (z axis perpendicular to 

the page), with hidden lines, of 50 epochs. The next two plots are top and 

bottom views. Trie 8 samples selected by a 10 step SDA run (on one step, a 

variable was removed) are marked as are the first and last samples. 

i!! tmmt»   f mi w i i 
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FI'JUHcS / to I / 

AVERAGES  OF  VISUAL  EVOKED  HESPOMES  FROM ONLINE 

EXPERIMENTS 

hicjures 7 to I 7 present averaged evoked responses to the 

four command stimuli. Each rigure includes the averages 

r'or all 5 channels or data taken from one subject. The 

baselines have been corrected by subtracting the average 

of the samples 4 through 10 from each of the samples. The 

first 3 samples in each epoch have been deleted. 

Full scale peak to peak amplitude is 16 microvolts for 

those plots with a scale factor of 2.0, and 3 microvolts 

for those with a scale factor of 5.0. The flash occurred 

at t=0. 

The arrows i^ark the best 6 samples found by the stepwise 

discriminant analysis program based on a training set 

consisting of the first 96 epochs in the data set. They 

are numbered according to the rank of their ;: levels; the 

sample with the highest t   level is numbered I. 

Subject SAO?, Figure /, is marked /tith the best d sam- 

ples selected. 



•-w        -■■■■■<  '—* 

1-W 5flD7   ONLINE   CONTROL   50   EPOCH  OVr.S 
CHANNEL   1   02-0   SCALE=2.5 S 

CHANNEL   2.PZ-02 

ft^        - TIME   IN   niLLISEC0ND5 ■00 HO JOO 29« 

K»        ^TIf1E   IN  niLLISECONOS l.t^^ _ 
iicin — 

CHANNEL   3   01-02 
CHANNEL   H   02-OZ 

HIQHl _ 

-  nriE   IN   MILLISEC1NDS 
IC'J 

- TIrtE IV/MILLISECONOS 

CHANNEL 5 I-02 

riM£   IN  nn LI5EC0ND5 

FIGURE  7 

  



 ■»■!■ —"I 

SflDB  ONLFMf--  COMTROl   50  FPOCH BVG3 
CHflNNFL    1   0^ ■«   SCR1 F ■ -^.b CMHNNf I    2   P2   01 

no 

*3 113 tifl iZQ 250 jo,', 

&I       S n'iz   ,N  flfLLISECONDI 
'00 IM> 200 2&0 

&.        ^ f'^E   rN  f1ILLI5EC0ND5 

CHANNEL   3   01-02 CHANNEL   4   02-OZ 

^30 ioö J03 

&«       ^ "^E   '■,l  BILLISECOND? 
if: 

I FIE    IN   MILL ISECONDS 

CHANNEL   5   I -0-. 

FIGURE 8 

 . .• 



-w- ■-»• 

oJ/2 ONLINC CONTROL 50 EPOCH RVG" 
CHANNEL 4 OZ-fl. SCHLE^ -5,0 LHRNNEL 3 P^ -02 

HE IN .1ILLI5ECÜND5 
aJ      IM      laO      H9 HO ill 

- HUE IN MILLISECONDS 

CMPMNEL 5 02-0t CHANNEL   2   1-02. 

si ^aj J53 in 

- 11 IE   IN  11LL I SECONDS 

^A j rvA/ V- 

im "VfT N y>v- T7 
/ 

\ ^ kv; v/U^" y 
'^1 ^ V      <-" 

. * * 
2 3 

'•3     11« 

- I I1E IN 1IU gECGNDS 

FIGURE 9 

■ 

■■  ■■      ■■  - L^- 



5R09  ONLINE  CONTROL   50  FPÜCH  fives 
CHANNEL   1   OZ -fl  5LRLF=   2.cj CHRNN'I-'I    2   PZ -01 

no   yc 

'0 130 ; 50 ^00 ICQ jaj 

OOMN 
LE^r 
nrGHr 

- TIIE IN MILLISECONDS ^00 2bo 300 

Llfl = riME   IN   1ILLJ5EC0ND5 

CHANNEL   3   01-OZ 

:J'5 'l0 '10 !M Wj 

- riME IN 11LL I SECONDS 

CHANNEL 4 02-CZ 

"1 iiü JOJ 

- riHE   IN  MILLISECONDS 
»fOHT — 

CHRNNFL   ^    [-02 

-   Ti'l- 
• ■t-j ^»j toa 

FIGURE  10 

■-;    ; i  , .-..i 

■lUlMf 'ilhr m'tam^- t-J-J-J   -- 



no L 

~v 

SflDJ ONLINE CONTROL bü EPOCH flVGS 
CHRNNEL 1 Oi-fl 5CBLE» 2.5 LHRNNFI. ?   PZ-OZ 

iOO     210 

So». ZUn£   !N   MILL I SECONDS 

CHRNNEL   3   0«-OZ 

100 190 

-TIME IN fllLLISECGNDS 

0     50    2iao tSQ      200      JJO      JOO 

K    - TIME fN n{LLI5EC0ND5 

CHRNNEL 4A02-0Z 

'10     iil 

- riME M MILL I SECONDS 

CHANNEL 5' 1-02 

FIGURE 11 

. 



ERH1   ONi  INE   CONfcOl    50   t'PÜCH   RVG5 
CHANNEL   1   OZ-fl  oCfHF    -5.Ü CHRNNEI    2  f/   01 

ic   m 

o "JO IOO 150 no ^50 joo 

S'« - rl,1E:    IN   ^'LLISfCONDS 

CHflNNtL   3   01-0Z 

0 ,0 '•"' i" «o «o jon 

g -TIME   IN   BILLISECONDS 
LtM — 
ftlSHl — 

CHANNEL 4 02-OZ 

tO IQJ 
OJ ^so jaa 

Lf'T 
KIÜHt — 

-TIME   IN  flILL I SECONDS 

CHANNEL   b   I-01 

0 MM 

' ''■' ISO iOJ |(g 

-TIME   IN  niLLISECONDS 

FIGURE  12 

-r.      „imMmmM ■     '     ■-- - '-       ' . 



— 
-■, 

no o 

MOBS ONLINE CONTROL 50 EPOCH RVG3 
CHANNEL 4 DZ-«. 5CRLE= -5.0 CHRNNEL   3   PZ-OZ. 

A 
K 

iv^ 

so too isa jao 350 300 

0Q4H . IME IN MILLISECONDS 
130 1»0 300 290 400 

-  nriE   IN   niLLI5EC0ND5 

CHANNEL   5   02-0i. CHRNNEL   2   I-02. 

130 IH   3 2(10 ^50 JOO 

s;w     - f [riE IN niu rSECONDS 

11 -.[ 

IbO ^^0 J50 jpo 

rinc'IN MILLISECONDS 

FIGURE  13 



  -.I...^ 

EROl ONLINE CONTROL 50 EPOCH RVGn 
CHANNEL I OZ-fi SCftLE—2.5 CHHNNfL   2-PZ-OZ 

'lo o 

- 1 II1E   IN   riILLi5EC0N05 
QQ i "' .''H) 290 JOO 

^ - TIME   IN   MILLISECONDS 
L?Fr — 
RIQUI — 

CHANNEL   3   01-C CHANNEL   4   0.}-0^ 

*n loo 153 HO t^ J:O 

S« -  TilE   IN   MILLISECONDS 
Hy — 
»:CHT — 

100 150 jCO 210 3QQ 

riME IN MILLISECONDS 

CHANNEL S [-OZ 

i'.-. /^o 

ONOS 

FIG'JRt U 

'j_.^ 



lo   ? 
SflG4   ONLINF   CONTROL   50  FPÜCH  RVGS 
CMflNNFl    1   0^   n   SCHI t -   ?. i, CHflNNEI    2PZ-0i 

ä#^%/ 

0 50 1-0 1 '0 JJO JiO JJO 

UF - TIME   IN   MILLISECONDS 
0 M IOJ ^o .jao ^^D JOO 

w - TIME:   IM  MILLISECONDS 

CHRNNEL   3   01-0^ CHBNNEL   4   O^-U^ 

CH^NNkL   5   !-0Z 

i 

■, 

J 

^1 .vA' ■/■■«. 

>| V 
v-vy- 

) ... ill i,: ii 

. rn-   ■•,'-■. ^ ,-., i\ 

■Ä^as^ 

^J ISO J.]J J53 JOJ 

-TIME   IN  MILL (SECONDS 

FIGURE 15 

-ii ifiiiif-ii--*-'-^ ■^>-^     ...^^   iHHItl« ...    . 



SRG3  ONLINE   HONIKOL   bO  EPOCH  fWGS 
CHANNEL   !   0^  fl  SCALE   ■2.5 LHMNNFl    2   Pt   Ot no a 

itn 
It    IN   Mm  ISfCQND5 

100 liO ;oo 2S0 JOO 

- I[HE IN MILLISECONDS 

CHRNNEL 3 01-OZ 
CHRNNEL   4   02-OZ 

i 

-  riME   IN   "IILLISECONDT 
«3 na 

X*,        -: nnE   IN   f1!LLI5ELÜND5 

LHflNNEL -01 

FIGURE  16 

•-  - ■ - 



iM^IUIW i um iwini ««Kqpinpi^nRMpni»MaRiiM<tJ^ii:nqq(||ipHnii^^ 

SDOl   ONLINF   :GNrRÜL   bO   Fp0CH   HVGS 
LHMNNEl    1   0^   R.    5C01 E ^    -2.b LHRNNFL   3   PZ -OZ. 

Iff! 
-    ■■.■ 

150 itQ rfi3 J05 

-  flMF   IN  niLLISECONOS 
'i0 ^C3 JSO 300 

TIMF    IN   Mill[SECONDT 

CHSNNSL   5  02~0i. CHANNEL   2   I   OZ, 
M 

JO .'SO J31 

saw Hi 
r IMF IN nil! [SECOND 

lOMt — 

FIGURE  17 

mtzmvtmiemMimiätoii**-- , ..       ^. ,■.        ■iifc^lliMiMMilllftlMiair'ITr 1 lifclBilli   .»--.. IIMyi(iiaHhiir<ii<iiyM «r   !>-■.. 



—  ii m^~mmmmmm,^im 1. ■ ^. ,..^.^...m^_..-1|uiT^.-1 

yo-^ 
UCLA-BC 3/26/76 

5. FACILITIES 

The project will continue to be conducted under the 
auspices of the Computer Science Department, University of Cali- 
fornia, Los Angeles. The principal facility for this project is 
the computer system at the Brain Computer Interface Laboratory. 
Laboratory equipment includes three dedicated computers (XDS 
930, XDS 920 and IMLAC PDS-1) with complete peripherals (card 
readers, card punch, rapid access drum, tape drives and line 
printer. 

Experiment 
shielded enclos 
put displays des 
ing with the d 
an adjacent room 
computers, the r 
as well as voice 
EEG signals ar 
dling 50 simulta 
ments, a dedic 
memory and 2M ch 
controller and 
processing funct 
complete experi 
These contain, f 
(sampling rate, 
menter ao well a 
ject responses, 
computer and di 
reserved for th 
suoject (MASTER) 
tion, the PDS-I 
calculations ana 
nation. 

subjects are monitored from a specially designed 
ure that contains various input devices and out- 
igned in a modular fashion for ease of interfac- 
igital system.  The experiment is conducted from 
containing the control terminals to the system 
ecording equipment for EEG and other biosignals, 
and video communication devices. The amplified 

e routed to a digitizing station capable of han- 
neous channels of analog input. During experi- 
ated  DS 930 computer with I6K words of core 
aractörs on magnetic drum acts as data  input 
real-time experiment controller.  All real-time 

ions are performed by the 930 which also creates 
ment records  for  off-line batch processing, 
or each data "epoch," the experiment parameters 

epoch  lengths, etc.) specified by the experi- 
s selected results of on-line computation,  sub- 
etc.  The 930 also controls an IMLAC PDS-I mini- 
splay terminal  with 8K of memory which  is 
e generation of visual feedoack displays for the 
and information for the experimenter.  In addi- 
as a stand-alone computer can perform extensive 
generate sophisticated graphics including ani- 

i 

For very large dat^ processing 
power  is  provided by  the campus 
Network) which is equipped with a 1 
The digitized data reaches the IBM 
a special hard wired, dedicated dat 
and  read  efficiently into and fr 
transfer is controlled with a sapar 
has  recently  been replaced with 
allow buff«ring and transfer withou 
ments.   A monitor program in the 
flow and the processing protocol fr 
respect  to  the 360/91 operating s 
innediate axecutlon.  Complex data 
the results  fed back to the labor 
tine. Th e awakenin of  thi 

programs, the main computing 
IBM 360/91 (Campus Computing 

arge core memory of 4M bytes. 
360/91 from the laboratory by 
a line that is used to write 
om the 360/91 core.  The data 
ate processor fXDS 920) which 

a 16X interleced version to 
t interference with  experi- 
360/91 controls both the data 
om  a privileged position with 
ystem software, thus insuring 
analysis can be performed and 
atory with Minimum turnaround 
software system  and  all 

Reproduced horn       M^k 
I iliiiiln wpy ^0 
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subsequent file handling are placed under the campus timeshared 
system (URSA) and controlled by an IBM 3277 terminal In the 
laboratory. 

Finally, the BCI laboratory computer system has wired-in 
direct access to the ARPA Network. The network Is being used 
for accessing and transmitting data to other facilities (e.g., 
UCLA-ATS, CCN, MIT-MULTICS, BBN and LBL.) and for communication 
with other research groups. 

tarn ■    -   i 
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